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ABSTRACT

The autonomous formation flying of multiple spacecraft to replace a single large satellite will be an enabling technology for many future missions. In this research, the current status of formation flying missions and technologies is determined, and the Darwin nulling interferometry mission, which aims to detect and characterise extrasolar planets, is selected as the research focus. Darwin requires high precision formation flying of multiple telescopes near the Sun-Earth L2 point.

A comprehensive account of current research in astrobiology is presented which provides the motivation for a Darwin-type mission. Astrobiology is integral to the definition of formation manoeuvres and target identification. The system design issues associated with developing a higher resolution, Planet Imager mission are also explored through a preliminary mission design.

Relative dynamics models for satellite formation flying control in Low Earth Orbit (LEO) and L2 are developed and methods of incorporating the Earth oblateness perturbation ($J_2$) into the equations of relative motion to improve model fidelity are investigated. The linearised $J_2$ effect is included in the Hill equations in time averaged and time varying form. The models are verified against the Satellite Tool Kit (STK) numerical orbit propagator, and applied to optimal control system design and evaluation for formation keeping tasks.

The ‘reference orbit’ modelling approach applied in LEO is applied to the development of a new formation flying model at L2. In this case, linearised equations of motion of the mirror satellites relative to the hub are derived and performance evaluated for different initial conditions. These and other higher order models are compared to STK. The linearised model is applied to controller design for station keeping and formation manoeuvring tasks suitable for a Darwin-type mission, and the role of the model in developing controllers for a load levelling guidance system is explored.
The Galaxy Song

Just remember that you're standing on a planet that's evolving
And revolving at 900 miles an hour
That's orbiting at 19 miles a second, so it's reckoned
A sun that is the source of all our power
The sun and you and me, and all the stars that we can see
Are moving at a million miles a day
In an outer spiral arm, at 40,000 miles an hour
Of the galaxy, we call the Milky Way

Our galaxy itself contains 100 billion stars
It's 100,000 light-years side-to-side
It bulges in the middle, 16,000 light-years thick
But out by us it's just 3000 light-years wide
We're 30,000 light-years from galactic central point
We go round every 200 million years
And our galaxy is only one of millions of billions
In this amazing and expanding universe

The universe itself keeps on expanding and expanding
In all of the directions it can whiz
As fast as it can go, at the speed of light you know
Twelve million miles a minute and that's the fastest speed there is
So remember, when you're feeling very small and insecure
How amazingly unlikely is your birth
And pray that there's intelligent life somewhere up in space
Because there's b****r all down here on Earth
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1 INTRODUCTION

This thesis chronicles the investigation process and results of three years of research that began with a broad remit to study the field of satellite formation flying and sparse aperture techniques for a space science mission. Ideally the project would contribute to the Cranfield Space Research Centre’s current range of skills and interests, including among other areas, image processing, formation flying mission design, and orbital dynamics and control, while developing wider knowledge of the field of satellite formation flying.

The early chapters of the thesis provide significant background that summarises the route taken to establish an appropriate area of research. Key interferometry mission design drivers are identified and applied to a satellite formation flying dynamics and control simulation study in the final part of the thesis. The following sections outline the motivation, aim, and objectives of the study and provide a more detailed thesis overview.

1.1 Motivation

The motivation for this research can be considered from two perspectives. The overall objective in taking this research position at Cranfield was to investigate dynamics and control aspects of satellite formation flying in a suitable systems context. However, the direction of the research has ultimately been governed by the author’s personal interest in astronomy and the wider questions concerning the existence of life elsewhere in the Universe. These two aspects of motivation are described in separate sections below, although they are of course interrelated. The formation flying motivation in section 1.1.1 introduces the background to the development of the more specific research objectives in section 1.2, and the parallel motivation to contribute to the search for Earth-like planets and potentially extraterrestrial life, is outlined in section 1.1.2.

1.1.1 Formation Flying

The autonomous formation flying of multiple spacecraft to replace a single larger satellite will be an enabling technology for a number of future missions. Formations of satellites operating as synthetic apertures have a range of potential applications, for example, surveillance and high-resolution interferometry.

Future Civilian Commercial and Military Requirements:
Helvajian (1999) highlights a series of future requirements that can be best achieved through the application of distributed satellite systems. Civilian, commercial and military drivers for the developments of distributed satellite systems include:
- The expected increase in demand for communications facilities at any point on the Earth’s surface
The need for high accuracy navigation capability for the military, and for control of the increasingly cluttered civilian airspace
The increasingly high volume of information transfer and future requirements for this capability
The requirement for high resolution military Earth surveillance at different wavelengths.

In summary, the requirement for distributed satellite systems can be paralleled to the requirements that promoted the recent expansion of distributed computing facilities, where multiple platforms allow tasks to be completed which cannot be achieved by a single platform.

**Future Scientific Requirements:**

Scientific drivers for distributed satellite systems, and in particular for satellite formation flying, include the benefits of being able to make simultaneous widespread field measurements in the space environment, and the ability to make much higher resolution astronomical observations using a distributed aperture telescope system. Higher resolution Earth observations can also be performed by a similar, but Earth-pointing system. The demand by astronomers for the technology to observe objects further and further away, and at higher resolution is driving the demand for increasingly large telescope mirrors, although ultimately for space telescopes, these are limited by launcher capacity and mirror deployment technology. The technique of interferometry utilises a series of accurately positioned smaller telescopes with a beam combining hub, that together offer much higher imaging resolutions than those of the largest single mirror telescope.

It was intended that the author’s research be targeted toward both a futuristic and realistic mission, which was at the very early planning stage within the space industrial and research organisations. Selected from a large number of potential missions and formation flying applications, the area of interest for this research was defined by the author to be the orbital analysis and formation flying control of a formation of telescopes performing optical interferometry. A number of cornerstone astronomical observatories and technology demonstrator missions performing optical interferometry had been proposed in the ESA Cosmic Vision 2020 (formerly Horizon 2000 and Horizons 2000) Programme and the NASA Origins Programme, although a number have been delayed or cancelled since the start of this research. Their main focus, however, remains the detection, characterisation (in terms of orbit, and atmospheric composition), and observation of extrasolar planets in the search for extraterrestrial life.

Initially, for this research, the NASA Planet Imager mission (launch beyond 2020) was identified as a suitable target mission. Planet Imager aims to take the first images of Earth-like planets, and is the natural successor to a number of nearer-term missions which will detect and observe suitable target extrasolar planets (Jackson, 2004).
However, industrial feedback regarding the status of the Planet Imager mission revealed that very little work had been done to define the mission, and that potentially quite low resolution images of a distant planet were of much smaller significance than the acquisition and analysis of atmospheric data through spectral analysis, which was to be performed by the nearer term Darwin and Terrestrial Planet Finder (TPF) missions (ESA Report (2000), Coulter (2003)). Without sufficient specific mission information, the majority of the research work in this case would have focused on a detailed, optimised mission design, and on the development of image reconstruction techniques. Some of the limitations of a Planet Imager-type mission have therefore been established through the preliminary mission design summarised as part of the research background. For the demonstration of the dynamics and control research in the last part of the thesis, information from the ESA Darwin mission specification (ESA Report, 2000) was used instead.

Having established a research focus at the mission and systems level, a review of the current status of dynamics modelling and control for satellite formations in both Low Earth Orbit (LEO) and around the L2 Lagrange point of the Sun-Earth system (Figure 1-2) was performed to support the definition of the more detailed aims and objectives. Most information was available for the LEO case, and there were no published relative dynamics models for formation flying in the vicinity of L2. Following an initial study on LEO formation flying in the presence of perturbations, based on work previously carried out at Cranfield and the development of an alternative dynamics model, a new dynamics model for formation flying in the three-body-problem in the vicinity of L2 was proposed.

At the outset, the ability of a control system to achieve the precision necessary for optical interferometry to be performed had also not been established in the public domain. Therefore, one of the original aims of the study was to combine the spatial formation keeping ability of the control system with optical path length control onboard the spacecraft. This may have achieved the nanometre relative position accuracy.
required for observations. However, communications with ESA revealed that this was already under investigation within industry.

![Figure 1-2: Location of the Lagrange Points in the Sun-Earth System (Office of Naval Research Website, 2005)](image)

A second aim of the investigation was to assess the cost and precision of manoeuvres of the satellite formation within the simulated perturbed environment. These manoeuvres are required in practice to slew the formation to observe different objects in the sky, and to vary the size and shape of the interferometer while observing the same target object to improve the image quality. ESA suggested that the work could be complemented by the investigation of these types of manoeuvres under the constraint of fuel use balancing or ‘load-levelling’ across the formation. A summary of the final research objectives is provided in section 1.2.

### 1.1.2 The Search for Earth-Like Planets

A more fundamental motivation for this research is philosophical, and regards the natural human curiosity about the existence of extraterrestrial life in the Universe. The relatively new field of astrobiology encompasses, amongst others, a range of disciplines including biology, ecology, geology, planetary sciences, and astronomy. Recent findings in the subject continue both to fuel this curiosity and generate scientific questions that can only be answered by the appropriate design and implementation of space science missions.

Without any other examples, it is appropriate in the first instance to search for other Earth-like planets as we know this ‘reference planet’ can support life. In parallel to the engineering benefits of formation flying interferometry, some of the basic questions that must be addressed to provide the motivation for such a mission include:

- What are we looking for?
- Where are we looking for it?
- How shall we observe and identify it?
What Are We Looking For?
The answer to the first question appears to be relatively straightforward. Particularly with the earlier missions, we are initially trying to detect and identify the basic characteristics of other Earth-like planets orbiting Solar-type stars. These basic characteristics include planet size, shape, mass, rotation and orbit radius. We are also looking for evidence of life through the measurement of planet temperature and atmospheric composition.

Where Are We Looking For It?
Astrobiology researchers have defined a habitable zone within which a planet must lie in order to support water during some part of the local year (Leger, Labeque, Ollivier, Sekulic, and Valette, 2002). Although other requirements are placed on the definition of a habitable zone, liquid water is deemed essential to the existence of all life, and can only exist at certain planet temperatures, and therefore at a certain distance from the parent star. The discovery of extremophiles has meant that, although the Earth provides a suitable reference from which to begin observations, it is also important to investigate the characteristics of other extrasolar planets with more extreme environments. Therefore, a wide range of planetary systems in deep space should be targeted with any new high resolution observatory.

How Shall We Observe and Identify It?
The answer to this final question is much more complicated, and drives the detailed mission design for planet and life finding missions. These questions are briefly addressed within the thesis in the context of astrobiology and optical astronomy, and a more detailed study is due to be published in a separate report (Roberts, 2006). This background supports the justification for a mission comprising a formation of space-based telescopes, operating in the infrared wavelength regime and using nulling interferometry. Nulling interferometry uses the interference of light to ‘null’ the light from a bright object (star) and allow the light from a less bright object (planet) to be observed more easily.

1.2 Research Aim and Objectives

The motivation for the following research aim and objectives and the process by which they were derived were summarised above in section 1.1. The overall aim of this research project is:

To assess the feasibility of achieving high precision formation flying of a fleet of satellites in both the Low Earth Orbit and Lagrange point (L2) environments using a variety of dynamics models which can be compared and contrasted. Ultimately, the satellites need to operate autonomously and hold position sufficiently accurately to enable them to perform the appropriate formation manoeuvring and optical interferometry tasks associated with imaging a distant extrasolar planet from L2, in support of an ESA Darwin-type mission.
A number of objectives were defined within the stated aim, and these are summarised below:

- To develop, evaluate and validate analytical and time varying formation flying dynamics models for multiple spacecraft operating in different orbits (in LEO and within the three-body-problem, in particular near L2) so that their relative motion can be calculated when they are subject to a range external disturbances.
- To develop robust, stable and practical control laws which will enable precise relative position maintenance of the satellite formation in the presence of disturbances.
- To calculate the fuel required to maintain these orbits.
- To extend the guidance and control laws to meet more detailed mission requirements, including manoeuvring to perform specific imaging and spectroscopy tasks.
- To apply the L2 formation flying model to the problem of ‘load-levelling’.
- To develop the necessary software to visualise multiple satellites interacting and formation flying in a ‘real space’ perturbed numerical orbit propagator environment.

1.3 Thesis Overview

The road map of Figure 1-3 illustrates the thesis structure. Chapter 2 describes the interferometry mission design background, and motivation for the research based on an extensive survey of the literature. The definition and role of satellite formation flying is presented, supplemented by a formation flying missions survey in appendix A. A target mission is selected with the purpose of detecting and characterising extrasolar planets, and the mission concept is justified from an optical, astronomical and astrobiological perspective. Example formation flying manoeuvres are derived for the demonstration of the dynamics and control research in chapter 7.

The remainder of the thesis focuses on satellite formation flying dynamics and control. The literature review in chapter 3 summarises and critically analyses research in this field for formations in both LEO and L2. The conclusions of this chapter feed directly into the subsequent dynamics model developments and verification, and control within chapters 4, 5, 6 and 7. Chapters 4 and 5 relate to the LEO formation flying dynamics research, where the perturbation due to J₂ is investigated in detail, and fuel estimates to maintain a satellite formation in its presence and in the presence of other perturbations are evaluated. Chapters 6 and 7 describe the derivation, verification and application of a new dynamics model for satellite formation flying in the vicinity of L₂, drawing on the manoeuvre requirements derived in chapter 2. The development of a load-levelling guidance and control system is considered to equalise the $\Delta V$ across the formation.

In chapter 8, the main points within the summary sections of each chapter are gathered together. Conclusions are presented in concise format and further work is proposed. Appendices provide supporting material and are linked to the different chapters as illustrated in Figure 1-3.
Figure 1-3: Road Map Illustrating Thesis Structure
2 INTERFEROMETRY MISSION DESIGN

This introductory chapter provides a summary of the significant background research performed prior to the satellite formation flying dynamics and control research presented in this thesis. Supporting material is due to be published in a separate report which has been referenced frequently throughout the chapter (Roberts, 2006). In section 2.1 the results of a thorough survey of current and planned formation flying missions are presented and in this context, satellite formation flying in its various forms is defined, and its purposes are established. From the many missions considered, an astronomical observatory interferometry mission is selected to be the focus for the research.

Following mission selection, key design drivers for this and a futuristic planet imager mission are identified from a detailed investigation into optical interferometry and astrobiology (Roberts, 2006), and the technical requirements and specifications for the ESA Darwin mission are summarised. Important guidance, navigation and control (GNC) systems design aspects are introduced as these support the interpretation of the simulation work performed in this research.

In section 2.3, the design drivers identified are applied to the derivation and specification of typical science manoeuvres that a Darwin-type formation would need to perform. These provide test cases which support the simulation work in chapters 6 and 7. The sensitivity of individual design parameters to telescope formation design is explored and demonstrated through a preliminary planet imager mission feasibility study.

2.1 Formation Flying Missions

Satellite formation flying is an important branch of the wider research and application-rich area of distributed satellite systems. According to Shaw et al. (1999) a ‘distributed satellite system’ refers to the coordinated operation of many satellites to perform a particular function. In section 2.1.1, a more precise definition of satellite formation flying is presented with reference to the definitions and terms encountered in the literature which are used to describe satellite formations.

The replacement of a single satellite with multiple smaller satellites is likely to be beneficial for some applications, but uneconomical for others. Many opinions exist, and some of the advantages and disadvantages of multiple-satellite systems are discussed in section 2.1.2. Section 2.1 concludes with a survey of current and future satellite formations and formation flying missions, and reveals the numerous applications of formation flying research that would contribute to scientific, military and communications mission operations.
2.1.1 Types of Formation

Formation flying can be defined as ‘the on-orbit position maintenance of multiple spacecraft relative to measured separation errors’ (Bauer, Bristow, Folta, Hartman, Quinn, and How, 1997). To be formation flying, several spacecraft must either maintain constant or time varying configurations (station keeping within a formation or manoeuvring from one formation to another), and formation flying in this context implies that there is at least a minimal level of collective autonomy.

A number of terms are used to describe different spacecraft formations. Those encountered during the literature survey are listed in Table 2-1. In this case, however, the existence of several spacecraft flying in similar or differing orbits as a type of formation for the purposes of the same mission does not necessarily mean that they are ‘formation flying’. The formation types are illustrated in Figure 2-1.

<table>
<thead>
<tr>
<th>Formation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constellation</td>
<td>Regularly spaced satellites with separation on a global scale</td>
</tr>
<tr>
<td>Cluster</td>
<td>Satellites operating interdependently and cooperatively</td>
</tr>
<tr>
<td>Leader-Follower</td>
<td>Satellites with a hierarchy of authority</td>
</tr>
</tbody>
</table>

Table 2-1: Types of Spacecraft Formation

‘Constellations’ refer to more than two spacecraft, operating at large separations, usually dispersed across different orbital planes, and often equally spaced around the globe. Examples include the constellation of 24 satellites in the NAVSTAR Global Positioning System (GPS), and communications constellations (for example, Iridium with 66 LEO satellites) that can simultaneously cover significant proportions of the Earth. Generally these types of constellation are not considered to be ‘formation flying’.

A ‘Cluster’ includes any group of two or more spacecraft whose cooperation and knowledge of relative position is essential for completion of the mission. The term generally implies a level of spacecraft inter-dependency, but does not imply that precision formation keeping is required. While a cluster is not a constellation formation, it is not possible to specify an upper limit to spacecraft separation distance for this definition, although a cluster would usually operate in a closer formation than a constellation. Examples of cluster missions include the deep space X-ray observatory.
mission, Constellation-X (Mattson, 2005), the optical interferometry mission, Darwin (ESA Report, 2000), and the former US proposal for a LEO Earth surveillance mission, TechSat21 (Cobb, Das, and Denoyer, 1999). A cluster can also be used to describe a ‘swarm’ of satellites. The proposed Magnetic Constellation Mission (NASA Science and Technology Definition Team, 2004) comprises a cluster or ‘swarm’ of around 50 nanosatellites to make simultaneous magnetic field measurements.

The term ‘Leader-Follower’ has clearest meaning when used to describe two spacecraft where one (the follower) is constrained to fly in formation with the leader. In some texts this term can also apply to multiple spacecraft where there is a specific hierarchical leader. Alternative terms to describe a leader-follower formation hierarchy are described in Table 2-2, and the final entry relates specifically to optical interferometry formations.

<table>
<thead>
<tr>
<th>Leader</th>
<th>Follower</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
<td>(Non-Reference)</td>
</tr>
<tr>
<td>Chief</td>
<td>Deputy</td>
</tr>
<tr>
<td>Master</td>
<td>Slave</td>
</tr>
<tr>
<td>Mother</td>
<td>Daughter</td>
</tr>
<tr>
<td>Primary</td>
<td>Secondary</td>
</tr>
<tr>
<td>Hub/Combiner</td>
<td>Telescopes/Mirrors</td>
</tr>
</tbody>
</table>

Table 2-2: Alternative Descriptions of Satellite Hierarchy

Regardless of the term applied, in this definition of formation flying, the follower spacecraft will follow a path defined by the leader’s position, and not necessarily a natural orbit trajectory. For a cluster formation (of more than two spacecraft), the followers may require little onboard processing capability, but sufficient to obey the commands of the master spacecraft. Alternatively, a follower spacecraft may have the ability to operate without the intervention of the leader, controlling and maintaining a desired relative position, but remaining below in the hierarchy (Saenz-Otero, 2000). Although in the conventional sense, the leader-follower formation is specifically referring to one satellite following another in some relative orbit, the hierarchy concept of leader-follower formations means that both this description and the term ‘cluster’ may apply simultaneously to a formation. Of course, it may also be possible for a cluster of spacecraft to comprise a node within a global-scale constellation, to create a constellation of clusters. However, in any scenario, the definition of Bauer et al. (1997) is assumed to hold if a formation is ‘formation flying’.

As it is not the focus of the research, the benefits in efficiency and functionality of different inter-satellite communications protocols and control hierarchies have not been investigated in depth or simulated. In this case, a leader-follower architecture has generally been implemented whereby the leader satellite follows a natural orbit trajectory, and controllers on-board the follower spacecraft act to maintain the formation based on relative position measurements. The nature of the communications between spacecraft is dependent on formation control hierarchy. For most applications anticipated, the transmitted data would be in the form of guidance functions from the leader to the follower spacecraft, for example, desired relative orbit trajectories and relative position measurements. Further information on the potential control hierarchy, automation, and communications protocols for distributed satellite systems can be found.
in, for example, Mueller (2004), Mueller and Brito (2003), Megla et al., (2002), Bhasin and Hayden (2001), and Shaw et al. (1999).

### 2.1.2 Generic Advantages and Disadvantages of Formation Flying

Although many of the main drivers for satellite formation flying arise from the numerous potential benefits of replacing future large satellites with a number of smaller, less massive satellites, clusters and constellations can actually refer to satellites of any size. By flying in a formation, and spreading functionality across a cooperating and communicating cluster, significantly improved functionality beyond that of a much larger single spacecraft can be achieved. The cluster may be reconfigured on-orbit to perform alternative tasks in a mission, or even redeployed onto different missions. The addition of one or two members to the cluster may quickly and simply enhance the collective performance and multi-mission capability of the formation. Conversely, should a satellite in the formation fail, the mission can remain operational, perhaps exhibiting a ‘graceful degradation of performance’ (Sabol, Burns, and McLaughlin, 1999) rather than a full mission failure. Complete system redundancy for all subsystems can be distributed across a cluster of spacecraft, minimising the dependency on a single satellite. To continue operation in the event of a failure on a single complex satellite, redundancy is required at the sub-system level. However, on a cluster of satellites, sub-system redundancy on each spacecraft need not be incorporated as redundancy is held at the cluster level.

While each satellite requires a complete set of fundamental subsystems, for example, power generation, structure, communication system and a control system, the payloads can be distributed, reducing the design and development work that would have been required to ensure that the individual payload requirements on a larger spacecraft were not conflicting. For science missions in particular, a constellation or cluster of spacecraft could be beneficial for improved sampling rates using more sensors. Production costs could be reduced through the development of multiple similar spacecraft on a production line, compared to the production of a single complex satellite. The associated costs of design and development of this process would be reduced further once the initial investment had been made. A major advantage of using multiple satellites is launch flexibility which can significantly benefit cost control measures, ultimately reducing overall mission cost as satellites can be launched when the market demands (Shaw et al, 1999). However, these benefits of flexibility are less significant for science missions when it is likely that a specific number of satellites must be launched simultaneously into unique operational orbits.

Using a formation of satellites to replace a single larger satellite also has a number of potential disadvantages. Table 2-3 contains a summary of both the potential advantages and disadvantages of using constellations and clusters of satellites for a mission.

The total mass of the cluster is likely to be larger than that of the single spacecraft, thus increasing the cost of launch (on a cost per kilogram basis). However, the launch costs could be reduced if the smaller spacecraft were auxiliary payloads on larger mission launches. This would depend on the operational implications of not launching all the
saturates simultaneously and also the difficulty in establishing the formation accurately if the spacecraft are launched at different times. In general, launch costs do not scale linearly with payload mass, and a large-mass deployment of multiple satellites may be the most efficient approach.

Potential Advantages and Disadvantages of using Multiple Spacecraft

Advantages:
- Multi-mission capability and design flexibility possible by (on-orbit) reconfiguring of the spatial relation within the formation.
- Inherent adaptability afforded by the ability to add incrementally new or upgrade older elements of the formation.
- Reduced design and development work that would have been required to ensure that the individual payload requirements on a larger spacecraft were not conflicting.
- Distributed redundancy across the formation and improved fault tolerance.
- Mission improvement through an increased range of opportunities to make measurements/observations e.g. more frequent sampling.
- Opportunity to reduce size and complexity of satellites within the formation.
- Lower individual launch mass and smaller spacecraft volume (reduced launch cost and increased launch flexibility).
- Reduced manufacturing costs from mass production techniques/economies of scale.
- Application specific benefits include – the opportunity to create synthetic apertures for interferometry or radar surveillance missions and to increase the scope of field measurements for survey missions.

Disadvantages:
- Each cluster satellite requires its own core systems i.e. there is a minimum overhead associated with each small satellite which may in total be more than that of a single large spacecraft.
- Initialisation and maintenance of formation (especially if component satellites are launched separately).
- Misalignment of sensors may introduce additional measurement errors if they are mounted on different platforms (for example telescopes in an interferometry mission).
- Increased complexity of ground system operations.
- Small satellite development costs can be equally high compared to large satellites when they retain the complexity needed to achieve demanding scientific requirements. Complexity reduction and the use of commercial off the shelf (COTS) components may counter this.
- Increased quantity of orbital debris, and the introduction of potentially complex decommissioning processes.

Table 2-3: Summary of the Potential Advantages and Disadvantages of Flying Multiple Spacecraft Rather than a Single Satellite for a Mission (based on information from Cobb et al. (1999), National Academy of Sciences (2000), O’Neil (1999), Tollefson (2001), Shaw et al. (1999))

Shaw et al. (1999) apply parametric cost models to assess the cost of distributed systems and find that distributed systems generally are more expensive than single satellites due to the requirements for additional hardware, the division of single-spacecraft functionality, and the development and integration of new technology. However, the cost models are limited due to their reliance on historical data relating to expensive missions, and do not take into account the more recent changes in approach to risk. Accepting more risk and managing failures can significantly reduce costs, particularly in the development of small satellites. Operations costs (which scale linearly with formation size in the absence of autonomy) must be offset against mass production savings, and for very large numbers of satellites operations costs are likely to drive the requirement for increasing levels of automation.
However, ultimately, by expanding the consideration of the use of multiple satellites beyond just the replacement of single larger satellites, a cluster of spacecraft could be extremely effective for many missions. Of particular interest for this research is the enhanced performance made available by the use of multiple telescopes in combination to improve the resolution of an astronomical observatory. A single aperture telescope would not be able to achieve the same resolution as a multi-satellite interferometer (with apertures separated by hundreds of metres) without being impractically large for precision mirror manufacture, launch, and on-orbit deployment or construction.

2.1.3 Formation Flying Missions Survey

The missions involving formations of satellites can be categorised into three primary application areas; communications, military and science. Table 2-4 lists a summary of the different missions in these categories according to formation type, including launch year, and the number of satellites in the formation. Those already in operational orbit, and those truly formation flying are highlighted. A more detailed review of each of the missions and the appropriate references for further mission information are included in appendix A, where acronyms are expanded either in each table or in section A.1.

<table>
<thead>
<tr>
<th>Constellation</th>
<th>Cluster</th>
<th>Leader-Follower</th>
</tr>
</thead>
<tbody>
<tr>
<td>Science</td>
<td></td>
<td></td>
</tr>
<tr>
<td>COSMIC (2005), 6</td>
<td>Constellation-X (2011), 4</td>
<td></td>
</tr>
<tr>
<td>Space Technology-5 (ST-5) (2005), 3</td>
<td>GEC (Geospace Electrodynamic Connections) (2011), 4</td>
<td></td>
</tr>
<tr>
<td>TWINS (2005), 2-3</td>
<td>LISA (Laser Interferometer Space Antenna) (2012), 3</td>
<td></td>
</tr>
<tr>
<td>GPM and EGPM (European) Global Precipitation Measurement Constellation (2007-2012), 5</td>
<td>Darwin (2015), 4</td>
<td></td>
</tr>
<tr>
<td>Magnetoospheric Constellation Mission (2010), 50 (Swarm)</td>
<td>TPF Terrestrial Planet Finder (2018), 5</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Life Finder (2020+)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Planet Imager (2020+)</td>
</tr>
<tr>
<td>Military</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Galileo (2005-2008), 30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NPOESS (2008), 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comms</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Iridium/Globalstar/Teledesic/Skynet/Odyssey</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Demo</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>University Nanosatellite Programme (cancelled)</td>
<td>SNAP-1/Tsinghua-1 (2000), 2</td>
</tr>
<tr>
<td></td>
<td>ORION, 6</td>
<td>MUSTANG (2004), 2</td>
</tr>
</tbody>
</table>

Table 2-4: Summary of Current and Planned Satellite Formations and Formation Flying Missions Detailing Launch Year and Number of Satellites (Key: Current Satellite Formation Missions, Current Formation Flying Missions) (Refer to Appendix A for further details)
The tables in appendix A describe current formation flying missions, current and future satellite formations (which do not perform formation flying), future formation flying missions, and recent university studies supporting formation flying missions. The missions are grouped by common objective in each table, and then listed in ascending date order within the group. In this case each mission is summarised in terms of mission programme, title, formation type, orbit, launch year, objectives and supporting organisations. The tables are revised from earlier work performed by the author in 2001-2002 (Perrins, 2002), and the revision process has highlighted the changes in mission objectives, technology readiness, and the down-selection process of missions within the space agencies. It should be noted that rendezvous can be considered as formation flying for only a small proportion of a mission, and although a wealth of literature exists, rendezvous missions and related studies have not been considered in detail.

2.1.3.1 Current Formation Flying Missions

The operational missions involving satellite formations are highlighted in Table 2-4. However, the only missions actually formation flying for at least part of their mission (excluding those performing any rendezvous manoeuvres) are the two-satellite leader-follower formations of GRACE (Mauldin, Betadpur, and Fowler, 2004) and the Earth Orbiter-1/Landsat7 satellites (Folta and Hawkins, 2002). The US military TechSat21 flight experiment was proposed for launch in 2003, but no further information was found in the public domain to confirm whether this mission is underway. The missions are described further in Table A-1 of appendix A.

NASA’s Earth-Orbiter-1 technology demonstrator satellite (EO-1) has flown autonomously in a leader-follower formation with Landsat7 to validate the ‘Advanced Land Imager’ instrument and demonstrate formation flying. The spacecraft are not maintaining precise relative position in orbit but are instead maintaining an accurate temporal separation along an Earth ground track. This allows the two satellites to observe the same ground location through similar atmospheric conditions for stereographic imaging. EO-1 has Enhanced Formation Flying (EFF) technology onboard (Folta and Hawkins, 2002). This onboard software plans and executes the required manoeuvres using fuzzy logic and closed-loop control. EO-1 maintains relative position by initially flying at an altitude 50m above the Landsat7, and due to the differences in drag to mass ratio for the two spacecraft, the EO-1 loses altitude more quickly and therefore moves towards Landsat7. When the spacecraft reach the specified separation limits, EO-1 operates autonomously to manoeuvre back to the higher altitude and the process repeats.

The two GRACE (Gravity Recovery and Climate Experiment) satellites are also loosely formation flying in an along-track leader-follower formation, separated by up to 220km (Mazanek, Kumar, Seywald, and Qu, 2000). The mission is performing accurate geodesy, oceanography and Earth science by making many measurements including inter-satellite range which is also used for ground controlled relative position maintenance. The variation in the strength of the Earth’s gravity field is detected through minute changes in the on-orbit spacecraft separation. The satellites are not
autonomously formation flying, but do use relative position measurements for loose formation keeping.

2.1.3.2 Current and Future Satellite Formations

There are a number of current multi-satellite missions which are not formation flying (Table A-2, appendix A). However, these missions would benefit from the development of formation flying technologies. These could include the ability of the constellation to detect failures and automatically acquire a new formation to retain coverage levels, improvements in orbit maintenance, and a larger degree of autonomy to reduce the need for human involvement in the operations of the satellite. Examples include environmental, navigation, and communications satellites (including co-located GEO satellites) that are currently operating primarily as global constellations but are controlled and monitored from the ground.

Ten missions involving satellite formations for Earth sciences are listed in Table A-2. These involve atmospheric observation and magnetosphere measurements. GOES and POES (Peslen (2005a) and Peslen (2005b)) primarily provide national weather service operations. Satellites within the A-Train constellation will fly within 15 seconds of each other in an along-track formation, and will monitor the Earth atmosphere for various constituents, including for example, carbon dioxide, water and ozone (Vincent and Salcedo, 2004). However they are not formation flying and will be individually controlled to maintain their own positions within fairly restrictive pre-defined error boxes.

The Cluster multi-satellite mission highlights the benefits of using a cluster of small identical spacecraft to make simultaneous measurements in different parts of an environment. The four Cluster spacecraft, the first science platforms to be produced on a ‘production line’ by ESA, are enabling the observation of the effects of the solar wind on the Earth’s magnetic field. By flying in almost identical orbits around the Earth, their proximity is being varied between hundreds and thousands of kilometres, depending on the scale of the structures to be studied in the magnetosphere. The spacecraft are all controlled from ground stations, and do not fly autonomously. Space Technology-5 (ST-5) is a three-satellite technology demonstrator mission developed in support of the future NASA Magnetospheric Constellation Mission which aims to characterise the Earth’s magnetotail with its 50-satellite ‘swarm’ (launch ~2010). The ST-5 satellites will not be formation flying but will take measurements in the Earth magnetosphere autonomously and cooperatively.

The satellite formations comprising by far the most satellites are the navigation and communications constellations, with, for example, 24 GPS, 66 Iridium, and a proposed 30 Galileo satellites. The location of each of these satellites is determined from the ground, and must be maintained within predefined ‘error boxes’.

Constellation design is an active research area motivated primarily by the desire to improve performance, for example communications range and capacity, or improved global positioning accuracy. Turner (2001) proposes a new Molniya orbit constellation
for continuous broadband connection between locations widely separated by longitude. Park, Wilkins and Mortari (2004) and Mortari et al. (2003) suggest that more than four satellites in view are necessary for more accurate navigation and propose improved constellation designs beyond those of GPS, GLONASS and Galileo (Table A-2). In their study, Flower Constellation theory is applied to global navigation system design. The satellite relative trajectories must be closed and periodic relative to the Earth-Centred Earth-Fixed (ECF) coordinate system, and the J2 perturbation effect is also taken into account (orbit perturbations are described in chapters 3 and 4). However, although relative orbits are considered, the satellites are not formation flying.

2.1.3.3 Future Satellite Formation Flying Missions

Future formation flying missions, supported by industry and academia, in the ESA and NASA programmes are described in Table A-3 of appendix A. These are limited to science and observatory missions as the most prominent recent military surveillance mission, TechSat21 (Garnham, Wainwright, and Burns, 2001), was cancelled in early 2003. The missions are all scheduled for launch from 2010 onwards, the earliest being the SMART-3 technology demonstrator for the ESA Darwin mission (Beichman, 2004b). Other recent university studies involving formation flying, but with no planned launch date, are included in Table A-4 and discussed in section 2.1.3.4.

The missions are again categorised in terms of area of mission interest. For the future formation flying missions, these include the progressively more ambitious x-ray observatories (XEUS, Constellation-X and Generation-X), the Sun-Earth Connection programme missions (Magnetospheric Multiscale Mission, and GEC, Geospace Electrodynamic Connections), and the progressively higher resolution visible and infrared wavelength observatories (Darwin/Terrestrial Planet Finder, Life Finder and Planet Imager).

XEUS, the X-ray Evolving Universe Spectroscopy Mission has been recently redefined as a single mission operating at the L2 Lagrangian point (ESA Website, 2004). The mission aims to detect and study black holes by detecting the photons emitted from accretion discs associated with black holes, using one mirror spacecraft and one detector, separated by a telescope focal length of 50m and accurately formation flying to 1mm accuracy. This will improve the resolution of the observatory beyond that of the precursor missions, XMM-Newton and INTEGRAL. The NASA Constellation-X mission concept is being developed simultaneously, and will meet the same objectives using a four spacecraft formation at L2 (Grady and Gadwal, 2001). The more futuristic Generation-X mission aims to significantly increase the telescope aperture (to 15m² across six spacecraft) for improved x-ray detection (Zhang and Newman, 2002).

The successors to Cluster (ST-5, MagCON), described in Table A-2, are complemented by two formation flying missions in the SEC programme. The Magnetospheric Multiscale mission and GEC will study the small-scale processes in the magnetosphere and ionosphere to complement the large-scale observations of MagCON.
Significant programme changes have occurred since 2000 for the ESA Darwin and NASA Terrestrial Planet Finder (TPF) missions which both aim to detect and characterise extrasolar planets using nulling interferometry techniques. The missions are likely to become a single joint mission, using technology demonstrated by SMART-3 (Caramagno, Araujo, Bastante, and Penin, 2005). Until very recently, four configurations were being considered for the TPF mission. These included two coronagraphs of different sizes, a formation flying interferometer, and an alternative interferometer comprising a series of interconnected telescopes (Beichman (2004a),(2004b)). Findings suggest that astronomical observations would be complementary at both visible and infrared wavelengths, and as a result two TPF missions have been defined. TPF-C (launch 2014) would be a visible light coronagraph comprising a single satellite, and TPF-I would be a formation of five spacecraft (four telescopes and a hub) performing infrared nulling interferometry (Figure 2-2a).

The early Darwin mission formation, illustrated in Figure 2-2, comprised six telescopes, one beam combiner (hub), and a separate communications relay satellite. The telescopes and hub were to operate in a planar circular formation, and like TPF, would orbit around the Sun-Earth L2 point.

NASA has also proposed two additional formation flying missions within the Origins Programme. Building on the discoveries of TPF/Darwin, Life Finder aims to produce higher resolution infrared spectra of extrasolar planets to make more detailed observations of life signs and biosignatures (Jackson, 2004b). The most futuristic mission is the NASA Planet Imager (Figure 2-3) which will achieve sufficient resolution to take pictures of planets using a greater number of large-diameter telescopes operating across much larger baselines (NASA Origins Website, 2000). Only a very short NASA study was performed in 2000 in support of a Planet Imager, and work performed by Hyland et al. (2002) since then to overcome some of the problems associated with imaging over such extensive baselines is reviewed in Roberts (2006).
2.1.3.4 Recent University Formation Flying Mission Studies

The final section of the formation flying missions survey includes a selection of recent missions designed primarily as technology demonstrators within university environments, and further details can be obtained from Table A-4 in appendix A. These have been serious programmes with provisional launch dates, but also have been particularly susceptible to funding availability or programme cancellation. Of course there are many other multi-satellite missions that are also just at the paper study phase.

The former US University Nanosatellite Programme (UNP) aimed to develop and launch a number of nanosatellites to demonstrate formation flying and new miniature technologies (Agee, Janni, King, Witt, and Fender, 2001). A number of American universities participated in this Air Force Research Laboratory study which was designed to support the TechSat21 synthetic aperture radar mission. TechSat21 was a concept level formation flying mission being designed to perform high-resolution Earth surveillance using a series of microsatellite clusters in LEO (Cobb et al, 1999). In addition to technology demonstration, the fundamental research objective of the UNP was to investigate global ionospheric effects which affect the performance of space based radars, navigation and communication signals.

Initially proposed through the merging of microsatellite and carrier phase differential GPS (CDGPS) research at Stanford University in 1998, the 6-satellite Orion mission became the 3-spacecraft Orion-Emerald mission of the UNP. The main objective of Orion-Emerald mission was the demonstration of autonomous formation flying using Carrier Phase Differential GPS for real time relative navigation and formation flying control (Ferguson, Busse, Engberg, How, and Tillerson, 2001).

In the UK, SSTL (with links to Surrey University) has already flown a formation flying demonstrator, although rendezvous manoeuvres between SNAP-1 and Tsinghua-1 were ultimately unsuccessful due to the large inter-satellite separations (Underwood et al, 2001) and thruster limitations. MUSTANG was another British project which aimed to demonstrate microsystems technologies (MST) related to distributed systems and formation flying (Roberts, Bowling, and Hobbs, 2002). This technology demonstrator comprised two nanosatellites with the ability to fly autonomously in precise formation.
2.1.4 Mission Selection

Currently, the future formation flying missions in the ESA and NASA programmes are restricted to deep space science and observatory missions, and no LEO missions are formally proposed. Of particular interest for this research was the enhanced performance made available by the use of multiple telescopes and initially the futuristic Planet Imager mission was selected. However, communications with NASA revealed that the mission definition had not been formally investigated in any detail, information about the mission was limited, and the technical hurdles to be able to achieve such a mission were extremely large. In fact, there already remained significant unknowns for the precursor missions of Darwin and TPF. It was therefore proposed that the research be refocused towards the nearer-term Darwin mission.

2.2 The Darwin Mission

Following the selection of a target mission for the research, this section highlights the mission objectives and primary design drivers for a Darwin-type mission. Design drivers are identified and the mission motivation is established using information drawn from a thorough survey of astrobiology and optical astronomy requirements (Roberts, 2006). The technical specifications for the ESA Darwin mission are summarised from the feasibility study carried out at ESA (ESA Report, 2000) and updated through reviews of recent literature, and in this context an overview of formation flying guidance, navigation and control (GNC) systems is presented. An appreciation of formation flying GNC systems is required in order to interpret the results of later dynamics and control analysis, and the use of analytical relative dynamics models for the analysis is proposed.

2.2.1 Darwin Mission Objectives

In the context of formation flying and planet detection, Darwin fits into the mission sequence and timeline illustrated in Figure 2-4. Further details regarding the sequence of precursor missions which will demonstrate both science and technology for Darwin are given in Roberts (2006). These precursor missions, for example, COROT, will each demonstrate one of a range of possible techniques for extrasolar planet detection. The planet detection techniques identified in Roberts (2006) include:

- *Direct detection and observation methods* (planet is directly observed): Polarimetry, Coronagraphic methods, Nulling interferometry.

The questions that the Darwin mission aims to address can be posed in numerous ways, although fundamentally, the driving motivation is to discover whether we are alone in the Universe. Fridlund (2002) states the following primary objective for Darwin:

“To detect and study Earth-type planets and characterize them as possible abodes of life”
Figure 2-4: Mission and Technology Roadmap Towards Darwin and Planet Imager (Data from Roberts (2006) and Table A-3 (appendix A))
To simplify the investigation, Earth-like planets remain the focus of the mission as Earth represents our only example of life and its influence on the environment. By observing the characteristics of Earth, it is possible to design the mission systems that will enable these features to be detected and observed from great distances. Darwin will aim to:

- Detect planets within the Habitable Zone (HZ) of their parent star (where liquid water exists). Refer to section 2.2.2.2 for a definition of the HZ.
- Determine the mass of the planet, and orbital characteristics through repeat observations.
- Observe the planet spectrum to determine temperature, albedo, and therefore planet size, and also of significant importance, determine the atmospheric composition of the planet.

Recently, the top-level mission requirements were revised and the following summary (from Fridlund (2004)) complements the earlier aims:

- The mission must be able to detect a large enough sample of Earth-like planets, preferably in different stages of evolution, and around as wide a range of stars as possible (in terms of spectral type, age, metallicity and evolutionary status) to enable useful conclusions to be drawn.
- The mission should be designed so that it could observe as much as possible about the result of different physical conditions in different star-planet systems with respect to the evolution of different bodies in these systems and to establish the conditions for the formation of life.
- The mission needs to be able to detect key signatures in the atmosphere indicating the possibility of habitability, and biomarkers which indicate the presence of biological activity, while remaining robust against false positives.

A second Darwin objective is defined by Fridlund (2001) and Selsis (2002) as:

“The imaging of astrophysical objects with unprecedented spatial resolution”

Darwin not only aims to observe Earth-like planets using nulling interferometry, but also aims to become a high resolution astronomical imaging facility for other observations in the infrared. Targets for the imaging phase include star forming regions, active galactic nuclei, super-massive black holes, and also, galaxy formation and evolution will be observed (Rottgering, D'Arcio, Eiroa, Labbe, and Rudnick, 2003). Darwin must, therefore, be able to perform both nulling and imaging interferometry. These techniques and their influence on formation manoeuvring and mission design are described in sections 2.2.3 and 2.3.

The mission concept was initially developed during the 1980s, and between 1997 and 2000, a feasibility study was performed by Alcatel (France) for ESA. Now an important part of the ESA Cosmic Vision 2020 program, Darwin is in a technological development phase, although more recently, ESA and NASA have signed a letter of agreement to ‘jointly arrive at the mission architecture for Darwin/TPF before the end of 2006’ (Fridlund, 2004).
2.2.2 Astrobiological Mission Design Drivers

Driven by the desire for knowledge as to whether we are alone in the Universe, the relatively new subject of astrobiology helps us to define what we should look for and where we should be looking for it. An overview of this field of research in the context of extrasolar planet detection and observation is given in Roberts (2006) where the likelihood and ubiquity of life in the Universe, and the methods by which life can be detected are described in detail. In particular, the following are considered:

- The creation of the Earth and its orbital characteristics
- The methods by which life might have arrived or arisen on Earth
- The ability of life to inhabit extreme environments
- The number of Earth-like planets that are likely to exist in the Universe.

To make a positive identification of life on an extrasolar Earth-like planet, a number of biosignatures must be detected. A biosignature is an ‘object, substance and/or pattern whose origin specifically requires a biological agent’ (NASA Astrobiology Roadmap, 2002). In this case, biosignatures have been defined by considering the historical aspect of the evolution of life on Earth and how it can be detected at the planet surface, and the life signs which can be detected over inter-stellar distances.

The first point focuses upon the chemical and environmental processes that have hypothetically stimulated the evolution of the earliest, single-cellular life into multi-cellular and larger fossil form. In this case, research suggests that the most relevant life indicators are water, organic matter and sources of energy (Westall, Nijman, Brack, Steele, and Toporski, 2001). The search for these features requires close observation of the surface of the planet, and ultimately, direct surface measurements to detect organic compounds. Atmospheric composition and characteristics must also be considered, and energy sources at the surface level such as hydrothermal vents and geothermal environments should be considered in addition to the energy source of the parent star.

In the second case, where life cannot be directly observed, it is the life-sustaining atmospheric environment which must first be detected. Better resolution may eventually enable surface observation for other life signs at the planetary surface. This is the objective of the futuristic NASA Planet Imager mission (NASA Origins Programme, 2004). Fridlund et al. (2002) suggest that the most reliable biosignatures would be oxygen ($O_2$) and ozone ($O_3$), present simultaneously with liquid water ($H_2O$) and carbon dioxide ($CO_2$). They also suggest that methane ($CH_4$) together with molecular oxygen could indicate biological activity on a planet, depending upon the degree of oxidation of the planet’s crust.

The following subsections focus on the application of astrobiology to the design of Darwin or a future planet imaging mission. In particular the following are considered:

- Detection and spectral analysis of the planetary atmosphere and its effect on wavelength range of observation.
- The definition of a Habitable Zone and its effect on target selection, observation duration, and interferometer resolution.

These and other influences on mission design are considered further in the preliminary planet imager formation design, presented in section 2.3.
2.2.2.1 Atmospheric Composition and Observation Wavelength

Using Earth-like characteristics as a basis in the search for a habitable environment, it is important to consider the biosignatures of both the early and modern Earth atmosphere (Roberts, 2006). These include oxygen, ozone, carbon dioxide, water, and methane. Table 2-5 illustrates the current composition of Earth’s atmosphere.

<table>
<thead>
<tr>
<th>Constituent</th>
<th>Chemical Symbol</th>
<th>Mole Percent %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nitrogen</td>
<td>N&lt;sub&gt;2&lt;/sub&gt;</td>
<td>78.084</td>
</tr>
<tr>
<td>Oxygen</td>
<td>O&lt;sub&gt;2&lt;/sub&gt;</td>
<td>20.947</td>
</tr>
<tr>
<td>Argon</td>
<td>Ar</td>
<td>0.934</td>
</tr>
<tr>
<td>Carbon dioxide</td>
<td>CO&lt;sub&gt;2&lt;/sub&gt;</td>
<td>0.035</td>
</tr>
<tr>
<td>Neon</td>
<td>Ne</td>
<td>0.00182</td>
</tr>
<tr>
<td>Helium</td>
<td>He</td>
<td>0.00052</td>
</tr>
<tr>
<td>Methane</td>
<td>CH&lt;sub&gt;4&lt;/sub&gt;</td>
<td>0.00017</td>
</tr>
<tr>
<td>Krypton</td>
<td>Kr</td>
<td>0.00011</td>
</tr>
<tr>
<td>Hydrogen</td>
<td>H&lt;sub&gt;2&lt;/sub&gt;</td>
<td>0.00005</td>
</tr>
<tr>
<td>Nitrous Oxide</td>
<td>N&lt;sub&gt;2&lt;/sub&gt;O</td>
<td>0.00003</td>
</tr>
<tr>
<td>Xenon</td>
<td>Xe</td>
<td>0.00001</td>
</tr>
<tr>
<td>Ozone</td>
<td>O&lt;sub&gt;3&lt;/sub&gt;</td>
<td>Trace to 0.00080</td>
</tr>
<tr>
<td>Water Vapour</td>
<td>H&lt;sub&gt;2&lt;/sub&gt;O</td>
<td>Trace to Few Percent</td>
</tr>
</tbody>
</table>

**Table 2-5: Components of the Earth’s Atmosphere (Samson, 2004)**

Molecular oxygen (O<sub>2</sub>) is essential for the life with which we are familiar. The increase in atmospheric oxygen, related to the beginnings of photosynthesis, caused some life forms to die out while others adapted to its presence (Mullen, 2002). In describing the work of Knauth, Mullen suggests that the ‘Cambrian Explosion’ occurred when oxygen quantities, produced by bacteria, had increased to a critically sufficient level, and that oxygen use is linked to the development of complex life forms. Prior to this, life was predominantly methane producing. Today it is unknown why oxygen levels lie steadily at 21%. However, if all life were removed from Earth, the molecular oxygen would disappear within 4 million years (Kaltenegger, Karlsson, and Hanslmeier, 2002). It should be noted that oxygen can only be detected in the visible range and therefore for infrared observations, ozone becomes the preferred indicator (Schneider, 2002).

Ozone (O<sub>3</sub>) is a ‘tracer’ of oxygen, and is currently present in the Earth’s atmosphere at between trace level and 0.0008% (Kaltenegger et al, 2002). The spectral absorption of ozone has a logarithmic dependence on the quantity of molecular oxygen in the atmosphere, and therefore serves as a useful indicator for the presence of certain amounts of oxygen, until saturation occurs. On Earth, the level of ozone is saturated and does not indicate the level of biological activity, therefore measurements of ozone alone on extrasolar planets cannot be used for this purpose. Ozone is created through reactions of nitrous oxide and hydrocarbons in sunlight, and in the stratosphere it absorbs harmful UV radiation.

Selsis (2002) considers the false positive and negative detection of life due to the discovery of ozone and therefore oxygen in spectroscopic results. Oxygen is present in
the atmospheres of all the Solar System planets, but its presence is not due to biological activity, and is instead due to the photodissociation of carbon dioxide and water. Through simulation of the reactions of oxygen and ozone in humid and dry carbon dioxide atmospheres, and water rich environments, Selsis was able to determine that the only robust biosignature for an ecosystem-sustained, oxygen-rich atmosphere was the simultaneous existence of ozone, carbon dioxide and water. The detection of ozone was found to be dependent on the partial pressure of carbon dioxide, for a given resolution and signal-to-noise (SNR) ratio of the observing equipment.

Carbon components are the building blocks of life and the balance of atmospheric carbon in the form of carbon dioxide is also affected by life with the burning of fossil fuels and forest, and by photosynthesis. Spectral analysis will also indicate the presence of water vapour (H₂O) in the atmosphere. Knowledge of the balance of other atmospheric constituents and their partial pressures would indicate remotely whether liquid water was likely at the planet surface. Close visual inspection of the planet surface would give the clearest indication for the presence of liquid water.

In conclusion, the triple biosignature O₃-H₂O-CO₂ is the best indicator for life on an extrasolar planet in the context of current conditions on Earth (Selsis, 2002). The spectral features of the CO₂, H₂O and O₃ biosignatures are visible in the 5-20μm infrared wavelength band, and due to the Earth atmospheric absorption spectrum, it is necessary to observe this regime from space.

2.2.2.2 The Habitable Zone

In addition to the definition of biosignatures and their associated effects on observatory design, astrobiology affects target selection, observation duration, and interferometer resolution through the characterisation of a ‘Habitable Zone’. The Habitable Zone (HZ) is defined as ‘the region around a star where water can remain liquid at least during some part of the local year, for long enough geological time, typically a few billion years’ (Leger, Labeque, Ollivier, Sekulic, and Valette, 2002). In this case ‘long enough geological time’ implies sufficient time for biological evolution to occur.

The HZ is characterised by the proximity of the planet to the star and also the behaviour of the star. Many other factors must also be considered, including planetary size, mass, temperature, albedo, and orbit. In addition to the atmospheric composition and its ability to support convection, the magnetosphere, planetary motion in terms of seasonal and diurnal characteristics, and the presence of planetary satellites or rings must be considered (Schneider, 2002). A higher resolution observation of an extrasolar planet would reveal other useful indicators of life, for example the presence of clouds, oceans, continents, and eventually the surface detail confirming the presence of liquid water.

Table 2-6 summarises the stellar characteristics that affect the location of the HZ, based primarily on the Sun-Earth relationship.
<table>
<thead>
<tr>
<th>Stellar Feature</th>
<th>Description (in Solar Context where applicable)</th>
<th>Effect on the Habitable Zone</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lifetime</td>
<td>Duration of existence of parent star measured from the onset of core hydrogen burning to ‘Terminal Age’ at the Hertzsprung Gap.a The Sun is a main sequence star with a life expectancy of 10 billion years.</td>
<td>If stellar lifetime is of insufficient duration, the existence of extrasolar intelligent life is deemed unlikely. Duration of life on Earth is thought to be 3.8 billion years. Proposed minimum stellar lifetime for a HZ to exist for sufficient duration is 3 billion years.a</td>
</tr>
<tr>
<td>Mass</td>
<td>Stellar mass affects balance of gravitational force and internal pressure, and therefore internal temperature, density and magnetic properties. Luminosity varies linearly with mass for main sequence stars. Stellar lifetime depends on mass and rate of fuel use. Solar mass Mₜₐₜ=1.9891x10³⁰kg</td>
<td>High mass stars have faster evolution, and shorter lifetime (a short duration HZ for life to develop). Low mass star will bring HZ closer to provide sufficient heat for life, but the close proximity may have other extreme effects that limit the HZ e.g. ‘tidal lock’. Define HZ around stars with mass close to that of the Sun and slightly smaller (F, G, K and possibly M type stars). Suggested range is 0.7 to 1.5 times Solar mass.b Suggested width of HZ for a given mass of star is from 0.1Mₜₐₜ/Mₜₐₜ AU to 4Mₜₐₜ/Mₜₐₜ AU.c</td>
</tr>
<tr>
<td>Age, (Indicated by Activity and Rotational Period)</td>
<td>Mean magnetic activity decreases and the rotational period increases with age. Mean activity is measured by observation of activity cycles over a long period of time (e.g. the 11yr sunspot cycle and 22yr magnetic cycle). Rotation of a charged body (e.g. Sun) induces a magnetic field. The gradual decrease in rotation rate is due to the loss of angular momentum through magnetically driven winds. Solar age is around 4.76 billion yearsd</td>
<td>Violent stellar activity may force the HZ to lie further from the star, depending upon the type of and variation in energy output from the star, and also a planet’s ability to protect itself. Damaging UV (and X-ray) radiation from the Sun increases with sunspot activity, affecting Earth’s upper atmosphere. Earth’s magnetosphere provides protection from Solar activity (coronal mass ejections and Solar flares). There may be a link between low sunspot activity and a colder climate on Earth.b Slower rotation is related to reduced X-ray emission and chromospheric activity. Proposed HZ limit based on stellar rotation is vsini=10km/s corresponding to stellar age of 1 billion years.a</td>
</tr>
<tr>
<td>Luminosity</td>
<td>Total energy emitted from stellar surface. Luminosity varies linearly with mass for main sequence stars, and is also related to temperature (spectral class) and activity. Solar luminosity, L=384.6x10²⁴Js⁻¹ e</td>
<td>Fainter (M) stars have a closer narrower, HZ but it may last longer. The width of the HZ varies with L⁰.⁵ due to the inverse-square fall-off in radiation. Habitable Zone for Earth is proposed to be 0.95AU to1.37AU (or 1.67AU for a ‘maximum greenhouse limit’)f</td>
</tr>
</tbody>
</table>
Luminosity Variation | Variation in energy emitted from stellar surface. For the Sun, variation in radiation at: Solar Maximum ~ +/-0.1% Solar Minimum ~ +/- 0.02% Maunder minimum = approx. -0.22 to -0.55% | Proposed stellar luminosity variation limit is 1%. The effects of Solar luminosity variations on the Earth can be seen as changes in atmospheric circulation, weather, temperatures – climate change.

Metallicity | Proportion of star which is composed of heavy elements. | Metallicity may be linked to terrestrial planet formation, indicating the presence of sufficient mass in the system.

Multiplicity | Binary and multiple star systems. | Multiple star systems may offer multiple HZs in a given system (one around each star or around a number of stars).

| Table 2-6: The Effects of Stellar Characteristics on the Habitable Zone ( Turnbull and Tarter (2002), Wanner (1998), von Bloh et al. (2002), Watanabe (2004), Williams (2004b), Kasting et al. (1993)) |

The stellar features associated with the definition of a HZ are interrelated. The Sun appears to be a ‘normal’ star, and our understanding of its life cycle, magnetic activity and luminosity variations can therefore be applied to other stellar systems. To conclude:

- The lifetime (and age) of a main sequence parent star must be of sufficient duration for evolution to occur (3 billion years (Turnbull and Tarter, 2002)).
- Luminosity directly affects the HZ. The energy emitted by the star causes water to dissociate and hydrogen to be emitted to space at the inner limit, and CO₂ to condense at the outer limit (Kasting et al, 1993). The outer limit is defined in Turnbull et al. (2002) as ‘the maximum distance from a star that a cloud-free CO₂ atmosphere can maintain a surface temperature of 273K’.
- Stars harbouring the first extrasolar planets discovered have been found to be more metal-rich than other stars nearby (Udry and Mayor, 2001).
- The number of HZs present in any multi-stellar system will depend on the stellar separations and mass ratios. There must be stable planetary orbits, and a suitable radiation and luminosity variation exposure to a planet within the HZ.

Table 2-7 summarises the important features of a habitable, terrestrial extrasolar planet and any limitations that would take the planet outside the HZ. The following conclusions can be drawn:

- Planetary mass is the most significant characteristic of a habitable planet. As detection methods improve, extrasolar planets of progressively smaller mass are being discovered. The aim is to find lower mass, rocky planets similar to the Earth and the inner planets of the Solar System. The lower limit allows the retention of an atmosphere, and beyond the upper radius limit, the planet is likely to be or to develop into a low density gas giant.
- The planetary orbit must permanently reside within the HZ.
- Multiple moons and rings may cause a planet to experience a different ‘tidal’ environment to that of the Earth or inner planets of the Solar System.
• According to Schneider (2002), the temperature of habitable extrasolar planets must be approximately 300K to allow primarily for the presence of liquid water (other suggested temperature ranges are given in Table 2-7). The black body temperature can be easily measured in the infrared.

• Infrared spectra with sufficient resolution may reveal properties of the planet surface. For example, large temperature differences between day and night may reveal significant atmospheric or oceanic circulation.

• Albedo measurements in the visible range indicate the nature of the planetary surface (continent and ocean), atmospheric motion (for example, clouds or dust circulation), and the diurnal and seasonal (axis tilt/eccentricity) characteristics of an extrasolar planet.

• The solid planets and moons in the Solar System have the same chemical composition. The iron core provides the protective magnetosphere, and volcanic activity and plate tectonics are essential in providing a circulation of the raw materials necessary for the development of life.

<table>
<thead>
<tr>
<th>Planetary Feature</th>
<th>Description</th>
<th>Characteristics of a Habitable Planet (in the Habitable Zone)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass (Related to Radius and Density)</td>
<td>Planetary mass is the primary parameter obtained by indirect detection techniques. Mass (and size/density) determines the type of planet being observed: Gas giants (large, low density) Terrestrial planets (small, high density).</td>
<td>Mass of interest (for the Kepler mission) for a telluric planet in the HZ is 0.5 to 2 times Earth mass.a Mass of Earth $M_E = 5.9736 \times 10^{24}$ kg$^b$ Proposed planet radius is 0.8 to 3 Earth radii (Eddington Mission).c Radius of Earth (equatorial) = 6378.1km</td>
</tr>
<tr>
<td>Orbit</td>
<td>Planetary orbit depends on the HZ defined in terms of stellar characteristics i.e. Multiplicity, Luminosity, Age. Important orbital characteristics are inclination, eccentricity, and radius.</td>
<td>HZ requires planet to have a stable orbit where it is exposed to an even dose of stellar flux. Orbit eccentricity should maintain the planet within the HZ. Suggested maximum Earth eccentricity for habitability is between 0.3 and 0.7.a Earth $e = 0.00335$.b</td>
</tr>
<tr>
<td>Moons/Rings</td>
<td>Planetary satellites. The terrestrial planets have maximum of 2 moons and no rings.</td>
<td></td>
</tr>
<tr>
<td>Planetary Neighbours (Giants)</td>
<td>Other planets in the stellar system (influence orbital stability in the HZ or may harbour habitable moons). May provide protection from bombardment by other bodies. Influence orbital shape and dynamic stability of neighbouring planets. Minimum separation between habitable planet in the HZ and a giant planet is $R_H$ (one Hill Radius).d</td>
<td></td>
</tr>
<tr>
<td>Magnetosphere</td>
<td>Region enclosed by all the lines of a planet’s magnetic field.</td>
<td>A habitable planet needs a magnetosphere for protection from stellar activity. Size of magnetosphere depends on Stellar-planetary magnetic field interaction, but must lie sufficiently above the planet surface.</td>
</tr>
</tbody>
</table>
Temperature

- Global temperature can be directly measured in thermal infrared, and also calculated in the visible if distance and albedo are known. Surface temperature is higher than the black body temperature due to ‘greenhouse effect’.

- Black body (global) temperature of Earth is 254.3K. Surface temperature of Earth is 200-300K.

- HZ is limited by requirement for a surface temperature range of 0 to 100°C (273.15K to 373.15K) for liquid water.

- HZ requirement for photosynthesis-based life at the surface is a temperature of 0°C to 60°C (273.15K to 333.15K).

Albedo

- Albedo variation can indicate three features:
  1. Short term variation indicating rate of planet rotation (duration of day/night)
  2. Long term variation indicating seasonal effects (tilt of planetary axis or eccentricity of planet orbit)
  3. Chaotic variation indicating cloud coverage.

- Earth albedo = 0.37 (on average)

HZ limits in terms of orbital period for an Earth-like extrasolar planet are 215 and 450 Earth days.

Composition

- Main chemical components of the extrasolar planet, and its structure.
  - For a telluric planet in the HZ: Metal Core (Fe, some Ni, Co) Mantle Layer (O₂, Si, some Fe, Mg) Crust (62% O₂, 22% Si, 6.5% Al, some Fe, Ca, K, Na). Surface Ocean (H₂O).

Atmosphere:

- Chemical components of the atmosphere.
  - HZ atmosphere is dominated by N₂, O₂, CO₂, H₂O, Ar. The primary biosignature for the presence of life in the HZ is the triple signature of O₃-H₂O-CO₂.

- Varies on the terrestrial planets, and a wide range is tolerated by extremophiles. CO₂ partial pressure higher than 10⁻⁵ bar is required to allow photosynthesis.

- Provides heating, lessens temperature extremes, and creates many environmental balances which support life.

| Table 2-7: Characteristics of a Habitable Planet for Land-Based Life (in the Habitable Zone) |
|----------------------------------------|----------------------------------------|

In completing this overview of HZ, the interrelationships between all the varying stellar and planetary characteristics that create a habitable environment, have been highlighted. Where possible, definitions of HZ limits have been provided, but only based on current knowledge of Earth and the Solar System. If the full range of extreme habitable environments were considered, the HZ would be significantly extended. The characterisation of the HZ has been used to establish the Darwin mission objectives (section 2.2.1), and in particular, an understanding of the HZ enables the following mission design parameters to be defined:
• **Interferometer resolution**: Depends on the zone of orbit radii which could harbour a potentially habitable planet, for a given age of star. The interferometer must be able to resolve the distance between the planet and star.

• **Star/Planet Contrast**: This is critical to the ability of the interferometer to detect the light from an extrasolar planet and in conjunction with the detection of biosignatures, influences the selection of observation wavelength range. Relative brightness also affects the observation signal to noise ratio (SNR) and observation duration, thus affecting formation manoeuvres.

• **Planet Observation Frequency and Duration**: Analysis supporting the definition of the HZ has also influenced ‘global’ mission design by providing data on the likely frequency of existence and ultimately, frequency of detection of Earth-like planets (based on planet formation rates and stellar type). This influences formation manoeuvres (duration and distances between targets), and the size of the sphere of observation.

### 2.2.3 Optical Astronomy Mission Design Drivers

In this section an overview of the operation of an interferometer for planet detection, characterisation and astrophysical imaging is presented. An appreciation of the function of a nulling interferometer is essential for understanding the operation of the target Darwin mission. The function of the optical system is also directly related to formation design, and the design of spacecraft formation manoeuvres which are investigated as part of the dynamics and control analysis in chapter 7.

**Extrasolar Planet Detection Using Nulling Interferometry**

• Mission design for extrasolar planet detection and observation is governed by the capability of the optical payload, and its ability to achieve the mission objectives. Two classes of interferometer used for astronomical observations are illustrated below (Figure 2-5).

![Figure 2-5: The Fizeau and Michelson Interferometers](image)

(a) Fizeau (b) Michelson
These are the:

- **Fizeau Interferometer**: An image-plane interferometer that superposes light gathered at the aperture to create the fringes familiar from well known Young’s slits experiment (Sears, Zemansky and Young, 1987).

- **Michelson Interferometer**: A pupil-plane interferometer that uses optical path length control to eliminate phase delay, and a beamsplitter to interfere light before it reaches the image plane.

Michelson devised a method of resolving the angular separation of distant celestial bodies using interferometry (Hecht, 1998). If two incoherent sources, for example two separate stars, at almost infinite distance from the interferometer are observed, with one star aligned with the formation pointing axis, two sets of interference fringes will be observed. Fringes centred on the image plane correspond to the on-axis star, and a separate set of fringes due to the interference of off-axis stellar light arriving at the different apertures will be offset from these. This offset is a measure of the phase difference between rays from the off-axis source arriving at the different apertures, and is a function of the angular separation of the sources. By adjusting the separation of the apertures (through formation baseline manoeuvring and internal mirror adjustment for precision control), the fringe patterns can be superimposed. When the fringes disappear (the phase difference between the two sets of fringes is π), the angular separation, θ, between the two incoherent objects can be measured using equation (2-1), where B is the separation between apertures and λ is the wavelength of observation.

\[
B = \frac{\lambda}{20} \quad (2-1)
\]

In comparison, if two incoherent sources are viewed through a circular telescope aperture, two Airy discs will be produced. The resolution of a telescope can be described in terms of its ability to distinguish between the two sources, and the angular measure of theoretical maximum resolution for a telescope (\(\Delta \theta_t\)) can be determined from equation (2-2) (D is the mirror diameter).

\[
\Delta \theta_t \approx 1.22 \frac{\lambda}{D} \quad (2-2)
\]

In terms of geometric optics, the Michelson interferometer baseline will be equivalent to a telescope of diameter equal to the separation of the apertures (B=D), but when diffraction effects are taken into account, the interferometer will achieve a higher resolution for a given baseline/diameter. The main difference between the telescope and interferometer when B=D is the amount of light collected by the system. This is significantly less for an interferometer which therefore requires a longer integration time to produce an image.

This type of interferometry can be applied to the direct detection and observation (including spectral analysis) of extrasolar planets. Under normal observation, the stellar light diffracted by the edges of any telescope aperture will obscure the light from a planet, however it is possible to overcome this by nulling the brightness of the parent star with interferometric techniques. The Michelson interferometer proposed for Darwin
is an amplitude-splitting device that uses a beam combiner to split and interfere the coherent light collected by the telescope mirrors (Figure 2-5b). Light is captured from the operational field-of-view either at two single-pixel detectors, or resolved into spectral bands across a linear detector array. Fringes are not formed at the image plane, and a direct image cannot be produced. Instead this must be reconstructed from time varying intensity measurements at the detectors. The Michelson interferometer is particularly appropriate for this application as a phase shift can be easily implemented within the beamsplitter optics.

Bracewell and MacPhie (1979) were the first to propose the use of a nulling interferometer for extrasolar planet detection (Figure 2-6). They considered just a two-element Michelson-type interferometer, and by introducing a phase difference of $\pi$ in one of the interference channels, found it was possible to introduce a central dark fringe in the interference pattern. This could be placed directly over the star, allowing the much dimmer planet to be directly observed in the zones of constructive interference.

Without nulling, an interferometer would produce fringes of destructive interference on either side of a central constructive band, but these null regions will not suppress the starlight as they will move depending on wavelength. For sensitivity, it is necessary to observe over at least a small wavelength band, and therefore the null areas are diluted. Bracewell and MacPhie found that a central null, invariant to changes in wavelength could be achieved by incorporating a beam splitter into the optical path, and that this null covered a wider region than the central bright fringe obtained from the basic, non-nulling dual-aperture interference pattern.

The intensity recorded at the detector of a Michelson nulling (or Bracewell) interferometer contains light from both the star and planet. The fringe pattern can be considered to form according to basic interference theory, but must be visualised as though the apertures could project the interference pattern back onto the sky at infinity, instead of being focussed at the detector. The signal received by the interferometer is the convolution of this projected intensity pattern or ‘transmission map’ and the sources themselves (including the star, planet and background noise sources). The on-axis null will eliminate most of the starlight, but not all as the star has a finite diameter. In order to distinguish between the off-axis stellar and planetary light, it is necessary to spin the interferometer while retaining the pointing axis alignment with the star. The stellar flux would remain the same during the rotation, but the signal strength from a planet would vary due to its transition across successive fringes of constructive and destructive interference according to the transmission map. Two-aperture and six-aperture transmission maps are illustrated in Figure 2-7.

However, the thermal flux from the zodiacal background, primarily from extrasolar dust clouds may in some cases also produce a modulated signal. In addition to rotating the interferometer, internal modulation, or high frequency ‘chopping’ between the nulled outputs of different combinations of the apertures with additional phase shifts applied to their outputs can be performed to ensure that a planet signal has been detected (Velusamy and Beichman (2001), Kaltenegger, Karlsson and Hanslmeier (2002)).
Figure 2-6: The Bracewell Nulling Interferometer and Resulting Intensity Pattern (D’Arcio and Karlsson, 2004)

Figure 2-7: Nulling Interferometer Fringe Intensity Patterns with Two and Six Apertures – Projected onto the Sky (Leitch, 1999)

Figure 2-7b illustrates the intensity pattern for a six-aperture (equally spaced axisymmetric) interferometer observing a point source. Increasing the number of apertures has the advantage of increasing the light gathering capacity of the system and providing a deeper null over a bright source for nulling interferometry. A complex interference pattern can be produced with multiple apertures according to imaging requirements and thus interferometer formation design. The use of additional apertures in this particular arrangement reduces the formation rotation and baseline variation requirements for image capture, and also provides greater flexibility in shaping and positioning areas of destructive interference over objects not required in the image.
For a planet to be detectable by a nulling interferometer, the integration time required to accumulate an adequate signal depends strongly on the planet brightness, the contrast between the planet and parent star, and the thermal zodiacal background radiation. The size of the stellar disc must also be sufficiently small relative to the fringe spacing to lie in a dark fringe, and the planet should be located in a bright fringe. The fringe width to maximise planet light detection is achieved by the selection of a suitable aperture baseline. The integration time depends on the total collecting area of the interferometer, and the sensitivity of the detecting equipment so that a sufficient signal-to-noise ratio can be achieved. If the integration time can be reduced, then the stringent station keeping requirements for imaging are also only required for shorter periods of time, and there is more time available to observe extra targets during a mission.

Interference fringes can only be attained if the light being combined is coherent. According to interference theory, this requires that the optical path length difference (OPD) between the radiation arriving at the image plane through each aperture is less than the coherence length (Figure 2-8). For visible light emitted by a Solar-type star, this is approximately 1µm (Lagadec, Lebas, and Ankersen, 2002), (Donges, 1998).

![Figure 2-8: Optical Path Length Difference (Lagadec et al, 2002)](image)

For a formation flying interferometer, the control of optical path difference can be achieved by precision formation flying of the apertures and even greater precision optical path length control using optical delay lines. For Darwin, a stable optical path length difference must be maintained below 5nm to ensure sufficient starlight rejection and sustained nulling throughout the integration time. This will be achieved using a high frequency control system and fringe tracker measurements which detect the interference fringes from the target star. (For interferometric imaging of extended objects, an alternative off-axis source outside the field-of-view must be used to control the optical path, as the target object is not bright enough).

As a direct planet detection technique, nulling interferometry enables the extrasolar planet light to be directly detected through modulation of the resulting intensity patterns. Images of the extrasolar system can be reconstructed from visibility measurements using suitable image processing techniques

**Interferometric Imaging**

In order to perform interferometric imaging and determine the intensity distribution at the image plane, it is necessary to sample complex visibility amplitude and phase
information of radiation arriving at a range of points across the u-v, or ‘Fourier’, plane. u and v are spatial frequencies, and each u-v location represents just one sample point in the spatial frequency power spectrum (the power spectrum is found by ‘Fourier transforming of the autocorrelation of the source’ (Hecht, 1998)). u-v plane coverage is achieved by altering the baseline between the apertures and rotating the formation. To improve coverage efficiency, simultaneous multi-baseline measurements can be achieved by using multiple (>2) apertures. The aperture diameter of the interferometer elements will be much smaller than the baseline, and therefore, the required manoeuvres can be considered as ‘filling in’ the areas between the apertures in order to cover the greater number of spatial frequencies that lie outside the catchments of the apertures at a particular instant in time. Ideally, these spatial frequencies will be sampled frequently and in a uniform manner for a high resolution image (Figure 2-9).

![Figure 2-9: Image Processing and the u-v Fourier Plane (NASA Presentation, 1997)](image)

Velusamy and Beichman (2001) state that certain types of interferometer will capture complex visibility which allows image reconstruction by simple Fourier transformation (especially in radio interferometry). However, only the fringe amplitude can be measured at each u-v point for nulling optical interferometers, and therefore other numerical correlation techniques must be applied to obtain the image. Velusamy and Beichman describe a Maximum Correlation Method (MCM) of image reconstruction by simulation to demonstrate this.

**Optical Astronomy Mission Design Drivers**

Roberts (2006) provides a detailed review and comparison of coronagraph and interferometric methods, and a survey of space and ground-based observatories for astronomy. The review highlights the main design drivers behind the selection of optical systems for an interferometry mission design. A number of these are summarised below, and support the justification for using a space-based infrared Michelson nulling interferometer for both the Darwin and the futuristic Planet Imager missions presented in section 2.3.

- The angular resolution of the interferometer is significantly larger than that of single-aperture diffraction-limited telescope with a mirror diameter equal to the separation (or baseline) between the interferometer mirrors.
- The baseline between apertures of an interferometer can be extended beyond the practical size limit of a single telescope aperture, thus providing increased resolution and flexibility in observations.
• The optical path length can be accurately controlled between the aperture and beam splitter to ensure coherence and therefore the production of fringe intensity patterns.
• Pupil-plane nulling can be performed by introducing a $\pi$ phase delay into one of the optical paths, which will enable extrasolar planet observation.
• Astrophysical imaging can also be performed using the same optical system, but without the nulling phase shift. This may not be optimal, but does give the Darwin mission two goals by which to measure the mission success.
• The apertures can be manoeuvred to collect sufficient information for correlation methods, and inverse Fourier transform techniques can be developed to reconstruct an image, so this is not a disadvantage compared to using a single telescope.
• Spectral analysis can still be performed using the light gathered by an interferometer.
• The observatory must operate in the infrared range (corresponding to maximum star-planet contrast and peak black body emissions for an Earth-like planet).
• The light gathered by space-based observatories does not experience atmospheric absorption and disturbances.

The formation and manoeuvre design drivers arising from optical payload considerations can be summarised from earlier discussions as follows.
• Aperture Size/Integration Time/Equipment Sensitivity/SNR: These parameters are interrelated and influence the duration of precision formation flying manoeuvres. Given a formation aperture area, the duration of observations performed by precision station-keeping must be sufficient to detect a planetary signal.
• Aperture Number and Distribution: This will determine the transmission map and null depth achieved by the interferometer. The number of multiple apertures will determine the number of simultaneous baselines that can be used for $u$-$v$ plane coverage (interferometric imaging).
• Baseline: Manoeuvres are required to adjust formation baseline to achieve desired interferometer resolution and fringe width.
• Formation Rotation and Signal Modulation: Formation spin is necessary to distinguish the off-axis planet light from the brighter star. Additional internal signal modulation will further enable the detection of the planetary signal in the presence of noise.
• Fourier ($u$-$v$) Plane Coverage for Imaging: Image reconstruction requirements will determine the necessary $u$-$v$ plane coverage by apertures of the interferometer, which will determine additional formation manoeuvres.
• Optical Path Control Requirements: Optical path control defines the formation flying manoeuvre precision requirements in the science modes.

2.2.4 Darwin Technical Requirements and Specifications

In this section, the technical requirements and specifications for the Darwin mission are described for the original six-telescope design (Figure 2-2b). Summary tables of
technical requirements are included in appendix B, and represent a snapshot of the 2002-2003 timeframe mission status. This information has been used to define the unknowns with regard to the formation manoeuvres, and used as a basis for their design (section 2.3). These are then implemented in the simulation study in chapter 7. Since this work was performed, a new four-spacecraft configuration for Darwin has been proposed by ESA.

2.2.4.1 Darwin Mission Requirements

In appendix B, tables B-1 and B-2 (section B.1) summarise the specific optical and astronomy requirements for each of the planet detection and spectroscopy, and astrophysical imaging phases of the Darwin mission. An overview of these requirements is given below.

**Planet Detection and Observation Phase Requirements**

To meet the primary objective, Darwin must have the capacity to observe an Earth-sized planet orbiting a Solar-type star up to 25 parsec (pc) away (approximately 81.6 light years). This requirement is driven by the need to ensure that a sufficient number of targets are detected and observed, and all must lie in a region centred on the anti-Sun direction for the elimination of as much scattered light as possible from the observation. The statistics relating to the frequency of extrasolar planets, and therefore the number of potential targets for observation are continually changing as more extrasolar planets of differing sizes and orbital characteristics are discovered in different stellar systems. Currently, the mission requires the observation of around 500 target star-planet systems. Of these, a minimum of 150 planets will be observed for spectral analysis during a second phase of the mission (Fridlund, 2004). The characteristic features of suitable extrasolar systems were identified in section 2.2.2. For all the planet detection and observation tasks, infrared nulling interferometry is performed, specifically operating in the 6-18µm range to enable the detection of biosignatures.

The desired observation distance and angular resolution of the interferometer are related to the distance between the parent star and the boundaries of the habitable zone (HZ). The HZ was introduced in section 2.2.2.2 and describes the region where a habitable planet could exist around a star. The maximum resolution required of the system would be that necessary for the detection and observation of a habitable planet orbiting a cool star at the upper distance extreme (25pc). The operating wavelength defined above was selected due to the benefits of star/planet contrast and its effect on null depth requirements, and for biosignature detection. Observation wavelength also restricts the level of signal from the targets and other noise sources detected at the aperture, and therefore influences integration time.

The planetary light received by the nulling interferometer is passed through a spectrometer. Selsis (2000) compares Earth emission spectra at resolutions $R$ (where $R=\lambda/\Delta\lambda$ with $\lambda$ being the mean wavelength of the detected radiation and $\Delta\lambda$ being the smallest resolvable wavelength range) of 25 and 100 to investigate how the spectrometer will perform if observing an extrasolar Earth. At $R=25$, the triple-biosignature ($O_3$-H$_2$O-CO$_2$) can be detected, but there is a risk of false positive detection
of O₃ as the spectral line will be indicated by just one pixel against the background. At resolutions of 100 or more, not only is the triple-biosignature visible, but the ozone line now spans multiple pixels, thus reducing the chance of a false positive detection, and additional H₂O features can be seen at alternate ends of the observing spectrum. Such high resolution enables conclusions about the structure of the atmosphere (for example, the presence of clouds, and stratospheric warming) to be drawn. However, to observe at such a high resolution would require a much longer integration time to achieve a sufficient SNR. This requires extended periods of stability of the telescope formation, and will inevitably lead to fewer targets being observed. The minimum resolution of the spectrometer for the Darwin mission has been defined as 20, although Bowey and Yates (2000) agree with Selsis that a minimum resolution for the reliable detection of absorption lines without false positives would be 100-200.

**Astrophysical Imaging Phase Requirements**

Darwin will also use interferometry to image distant sources. The detail of the technique that will be eventually used is still undergoing research and development. However, the main contenders are:

- The Michelson nulling interferometer that was used for planet detection, but without the π-phase shift, and including a new focal plane detector for imaging.
- A Fizeau interferometer, although this would require the construction of an alternative hub (or optical system within the nulling hub).

The optical characteristics of these two types of interferometer were briefly introduced in section 2.2.3 (and are described in more detail in Roberts (2006)). Table B-2 in appendix B.1 describes the target parameters for the astrophysical imaging phase of the mission, which will ideally be achieved with the same optical system (Michelson) as that used for planet detection and observation. However, this has a very narrow coherent field-of-view (FOV) compared to a Fizeau interferometer where beam combining occurs at the image plane rather than at the pupil plane. Although it may be possible to combine multiple observations with the smaller FOV Michelson system, the integration of the two objectives of Darwin into the one mission remains a challenge.

2.2.4.2 **Darwin Technical Specifications**

The Darwin configuration, defined for the initial feasibility study (ESA Report, 2000), comprised six infrared telescopes, arranged in a hexagonal pattern, and equidistant from a central beam combiner (hub). The planar formation is illustrated in Figure 2-10.

![Figure 2-10: The Darwin Configuration (a) Planet Detection (formation is split into subgroups for signal modulation) (b) Imaging (edited from ESA Report (2000))](image-url)
The factors influencing the Darwin configuration design included:

- **Thermal stability** – the formation must be planar to thermally decouple the telescopes (radiation).
- **Null depth** – increasing the number of apertures and interference pattern complexity produces a deeper null by increasing stellar rejection.
- **Sub-Aperture arrangements for planet signal modulation** – the configuration can be split into groups of smaller numbers of nulling systems enabling internal modulation of outputs to distinguish the planet signal.
- **Modulation efficiency** – the ability of the formation to isolate the planetary signal by rotation.

Table 2-8 summarises the spacecraft configuration design and formation flying requirements to meet the mission specifications. A brief overview of the Darwin subsystems is given in appendix B (Table B-3).

<table>
<thead>
<tr>
<th>Configuration Characteristics</th>
<th>Current Design</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spacecrafta,b,c</td>
<td>- 6 of 1.5m diameter telescopes</td>
<td>The proposed ‘Robin Laurance’ Configuration has 6 telescopes arranged in a hexagon around the central hub. The formation has been reduced to 4 spacecraft in a recent ESA Mission Design review**.</td>
</tr>
<tr>
<td></td>
<td>- 1 hub</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- 1 master (communications satellite)</td>
<td></td>
</tr>
<tr>
<td>Formation Configurationd</td>
<td>Planar</td>
<td>Good for thermal control – passive cooling</td>
</tr>
<tr>
<td>Formation Separatione,f</td>
<td>40-250m for nulling (planet detection). 50-500m for imaging.</td>
<td>Lower limit for collision avoidance. Baseline may extend up to 1km for imaging.</td>
</tr>
<tr>
<td>Orbita,g</td>
<td>Sun-Earth L2, large Lissajous (unstable) orbit</td>
<td>Thermally and gravitationally stable environment.</td>
</tr>
<tr>
<td>Formation Flying Precisionh,i</td>
<td>- Relative position maintenance to µm when targeting new object. - After fringe acquisition, relative position (baseline) is maintained to cm accuracy. - Optical path length control must be 5nm over a 500m baseline. - Telescope pointing accuracy ~1mas during fringe acquisition, increasing to 24mas for normal operation.</td>
<td>Precise relative position must be maintained until fringes are detected for the target star. Once fringes are acquired, relative position constraints can be slightly relaxed. Internal OPD control achieves nm accuracy for mission tasks.</td>
</tr>
</tbody>
</table>


Darwin will host a number of metrology systems capable of relative position and velocity measurement at different levels of precision. These systems are used individually and in combination, depending on the operational control mode (Table 2-9 and Table 2-10). As specified in section 2.2.3, during science modes the optical path
difference between light captured at each aperture must be controlled to nanometre precision before the beams are interfered to ensure coherence. This involves a combination of internal optical path control using a fringe tracker to track the interference fringes of the on-axis star, and external formation flying control of the satellite formation. To achieve the formation flying objectives to sufficient precision, the two main contenders for the micro-propulsion system are:

- FEEP (Field Emission Electric Propulsion - milli-Newton and micro-Newton)
- Miniature Cold Gas Thrusters

<table>
<thead>
<tr>
<th>System</th>
<th>Accuracy</th>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radar Ranging</td>
<td>&lt;1cm interstellar</td>
<td>Coarse metrology,</td>
</tr>
<tr>
<td></td>
<td>&lt;1m lateral position</td>
<td>Baseline maintenance</td>
</tr>
<tr>
<td>Laser Metrology</td>
<td>&lt;&lt;1mm</td>
<td>Out-of-Plane station keeping,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Transverse manoeuvring,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Formation rotation</td>
</tr>
<tr>
<td>Fringe Tracker</td>
<td>5nm</td>
<td>Optical Path Difference control</td>
</tr>
<tr>
<td>Wide Field Camera</td>
<td>1mas</td>
<td>Coarse pointing of array</td>
</tr>
</tbody>
</table>


The modes already defined for Darwin by ESA and industry are summarised in Table 2-10. Formation deployment strategies on arrival at L2 using potential function theory are being investigated by McQuade et al. (2002). The breakdown of the mission into specific tasks and phases was not reported in the ESA study, and in section 2.3 a series of manoeuvre modes are therefore proposed. In some cases these are defined in more detail to meet the mission requirements of planet detection and astrophysical imaging for simulation in chapter 7, and future work.

<table>
<thead>
<tr>
<th>Modes of Operation</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>* Deployment at L2</td>
<td>Incorporates collision avoidance as satellites disperse from the transport vehicle into the initial formation.</td>
</tr>
<tr>
<td>* Baseline Control</td>
<td>Formation station keeping (outer-loop control) and acquisition of laser metrology systems following deployment.</td>
</tr>
<tr>
<td>* Fringe Acquisition</td>
<td>Mode is entered prior to any target observation: e.g. after initial deployment, or after slewing to a new target.</td>
</tr>
<tr>
<td></td>
<td>Precise formation flying to as close to µm level as possible is required for sufficient duration to acquire fringes by:</td>
</tr>
<tr>
<td></td>
<td>- Using combinations of laser metrology and a fine pointing camera to maintain formation geometry</td>
</tr>
<tr>
<td></td>
<td>- Compensate for formation drift using the OPD lines</td>
</tr>
<tr>
<td></td>
<td>- Adjust the OPD lines at fractions of a coherence length to scan the uncertainty in this compensating OPD until fringes are detected.</td>
</tr>
<tr>
<td></td>
<td>- Enable the fringe tracker sensor to take over OPD control.</td>
</tr>
<tr>
<td>* Normal Operational</td>
<td>Inner loop OPD control with respect to the fringe tracker measurements are combined with RF and laser metrology outer loop control of the satellite formation (cm accuracy required depending on OPD stroke length).</td>
</tr>
</tbody>
</table>

Table 2-10: Darwin Operational Modes (McQuade et al. (2002), ESA Report (2000), Lagadec, Lebas and Ankersen (2002))
Of the sub-system characteristics highlighted in this section, the metrology system accuracy, propulsion sensitivity, and thermal design are the most critical issues for the Darwin mission success (beyond achieving technology readiness with the payload optics). High precision metrology and propulsion is necessary to achieve the levels of control to perform imaging and planet detection at infrared wavelengths, and thermal control is required to ensure that the optical systems are sufficiently cool for the detection and recording of a planetary signal.

2.2.5 Guidance, Navigation and Control Systems Design

More generally, the accuracy with which a formation can be controlled is dependent on the quality of the sensed variables (sensor performance, bias and noise characteristics), and the sensitivity of the actuating (propulsion) system. In this section, an overview of essential GNC systems to support formation flying missions is presented to support the motivation and interpretation of the analysis and results described in later chapters. The role of simulation in GNC system design is considered and the use of analytical relative dynamics models for control system design and onboard relative trajectory generation is proposed. A number of aspects of formation control architecture design which must be considered for autonomous distributed satellite systems have also been identified. Launch, transfer, and end-of-life disposal are important phases of a formation flying mission, and the formation deployment phase is critical, however they have not been considered in this research.

2.2.5.1 Metrology and Propulsion

The appropriate sensors for the measurement of absolute and relative position and velocity, and therefore also the relative orbit elements of different satellites in a formation, are introduced in this section. The advantages, limitations and accuracy of each technique are summarised, and the review includes current technology and new technologies in the development phase. Relative attitude sensing systems are also briefly considered, however the optimal distribution of sensors across a multi-satellite system, and data fusion are not discussed.

Absolute and Relative Position and Velocity Measurement

Table C-1 in appendix C contains a summary of sensors that can be used to provide on-orbit absolute and relative position, velocity and attitude measurements.

GPS is proposed as a reliable and cheap option for primarily LEO navigation, however accuracy is limited. The accuracy of GPS also degrades significantly for satellite position and velocity measurement above the constellation altitude of 20200km (Table A-2, appendix A). However, although GPS signals are directed towards Earth, the wide beam width causes the signals to also transmit past the Earth, and this spill-over signal can be used by satellites in medium Earth orbit, above the GPS constellation. With increasing distance from the Earth, the poor distribution of the GPS satellites gives increasing dilution of precision. For formation flying, it may not be necessary to have accurate absolute knowledge of the formation position, and instead, relative position
and velocity measurements are sufficient. Lau et al. (1996) propose the use of GPS pseudolites to mimic a GPS signal, mounted on members of a formation to transmit and receive relative position data in deep space, thus overcoming this limitation.

CDGPS has been successfully developed in recent years to achieve centimetre (and in some cases sub-centimetre) relative position and centimetre/second relative velocity accuracy in real time using codes which do not require high-power computing facilities (Busse, Inalhan, and How, 2000). CDGPS measures relative carrier phase (rather than the transmitted code in standard GPS) and with a carrier wavelength of 20cm, sub-centimetre relative position can be measured, provided that a good estimate of the integer bias on the signal has been made. A Cross Link Transceiver, comprising GPS receiver with extended Kalman filter for relative (or absolute) navigation, operating simultaneously with a crosslink communications module, is introduced by Stadter et al. (2001) to enhance the operating range of CDGPS. By allowing pseudo-random noise codes to be transmitted and received between satellites on-orbit, CDGPS measurements can be resolved more rapidly.

Radio Frequency sensors for range, range rate and direction finding are common for aircraft navigations systems, and also particularly for satellite rendezvous and docking systems. Comprising a variety of antennae, receivers and transponders, these systems can successfully measure relative range and angular measurements between satellites in relatively close proximity. Compared to the optical sensors, RF metrology is deemed relatively coarse.

Optical sensors can be used for higher precision relative position and velocity measurements between satellites. These include laser range finders and cameras for visual navigation, and the techniques were developed for rendezvous and docking operations (Fehse, 2003). The Laser Ranging techniques are similar to those for RF sensors, but greater measurement accuracy can be achieved. Both signals depend on signal-to-noise ratio and transmitter power, and are performance limited at large separations or at very close proximity when sensor fields of view are compromised.

Image processing and reconstruction is continuously improving and promises to be an enabling technology for relative navigation. In order to measure range and line-of-sight angles between two spacecraft on-orbit, incident light is projected from the camera-mounted spacecraft to illuminate the target spacecraft over the camera field of view. The location of a minimum of three reflectors, strategically placed on the target spacecraft, are determined by the reflected light captured at the camera CCD, and relative parameters can be calculated. However, this technique is limited by the camera field of view, potential inflexibility of the distribution of reflectors, and the power of the reflected light. According to Fehse (2003), a suitable maximum operating range for a large reflector distribution would be approximately 200 metres, although accuracy improves with a reduction in range. A simpler strategy using LEDs for vision-based relative navigation has been proposed by Alonso, Crassidis and Junkins (2000).

Each of these sensor options offers benefits over different relative position and velocity regimes and formation locations for formation flying satellites. While certain
measurements may be achieved with improved accuracy, each system must also be evaluated in the context of their effects on, for example, mass and power budgets.

The relative position and velocity of satellites can also be expressed in terms of relative orbit elements. Ground based orbit determination techniques can be used to evaluate the classical orbit elements for both satellites, and these can be differenced to obtain the relative elements. Alternatively, the measurements made in the Cartesian frame, using the sensing techniques summarised in appendix C, can be converted into this alternative reference frame. The use of both frames for relative motion dynamics modelling for satellites in Earth orbit is discussed further in chapter 3.

A number of the sensing techniques summarised in appendix C are also able to determine relative attitude. A review of attitude determination and sensor technologies, including available hardware, for satellite formation flying was performed at Cranfield University by Carrel (2003). Absolute attitude sensors measure attitude in an inertial frame. Examples of sensor types include Sun sensors, Earth sensors, star trackers, and magnetometers. Three-axis attitude control can be applied to a satellite using different actuators, including thrusters, magnetorquers, reaction wheels, momentum wheels and Solar radiation pressure flaps. Relative attitude is the angular difference between the orientation of the body axes of one satellite with respect to the body axes of a second. This can be measured through line-of-sight measurements between three spacecraft, or through the use of combinations of the above sensors, depending on accuracy requirements.

Propulsion Systems
Significant literature is available regarding the range of propulsion systems suitable for formation flying, for example Larson and Wertz (1996), Stenmark and Eriksson (2002), Reichbach, Sedwick and Martinez-Sanchez (2001). In modelling and simulation work it is usually simply the acceleration that is calculated as a control input to a thruster system to execute a corrective or desired manoeuvre, whether it be station-keeping in the presence of disturbances, or reconfiguration of a satellite formation. Propulsion systems appropriate to formation flying include cold gas, liquid chemical, electrostatic (FEEP, Colloid), and electromagnetic (Pulsed Plasma) thrusters. These systems are described in Table C-2, appendix C.

2.2.5.2 Guidance and Control Architecture

The control system architecture for formation flying satellites can be broadly categorised into two types.

- **Centralised Control** describes a formation where a one satellite performs high-level control tasks, and is therefore aware of the status of all the ‘follower’ satellites. It also performs the formation decision-making, and if this is not autonomous, remains responsible for relaying commands to the fleet. This architecture has the advantage of minimising the inter-satellite communications complexity, but relies heavily on the functionality of the control satellite.

- **Decentralised Control** requires significant inter-satellite communication bandwidth. Each satellite has knowledge of the status of other satellites in the
fleet as necessary, and determines its own manoeuvre paths and control responses. This clearly improves system redundancy, but adds significant complexity to the GNC system of each satellite. A major problem with the lack of a hierarchy is fault identification and in that event, autonomous fault management. If a formation member malfunctions, a collective decision-making process would be required to, for example, reconfigure the remaining satellites to achieve the mission objectives.

There are many formation control architectures that could be implemented which lie between the extremes of centralised and decentralised control. For example, the reference satellite could be allowed to fly freely, with only absolute position being of importance for orbit maintenance. The follower satellites could then use a decentralised control approach to maintain their own position relative to the leader (and each other for collision avoidance). Alternatively, a reference satellite in a widely dispersed formation with a centralised control architecture could determine where individual satellites in the formation needed to be to complete a particular task, and the low-level control system onboard each individual satellite would determine the optimal collision-free trajectory to achieve the desired position. Individual satellites could determine their own position via a decentralised architecture, and control this to within an error box, without further reference to the location of the other satellites. Larger formations could be grouped into smaller clusters, each with a mid-level ‘leader’ that reports to an overall formation reference satellite, creating a true hierarchy. Ultimately, however, the most appropriate architecture is dependent on the mission, the number of satellites and their proximity within the formation, and the manoeuvres they are likely to perform. There are a number of references which describe the results of studies into satellite formation flying control topology, autonomy and communications protocols. Examples include Mandutianu, Hadaegh et al. (2001), Smith and Hadaegh (2002), and Mueller (2004).

A selection of classical orbit determination techniques which use various combinations of Earth-based observations to calculate a satellite orbit are described by Curtis (2005). However, the differencing of satellite absolute position data measured from the ground (usually by radar, telemetry, or optical telescopes) will not provide sufficiently accurate relative position information for formation flying, and it is therefore necessary to make on-orbit relative position measurements using the systems introduced in section 2.2.5.1. This more accurate data can be used to actively control the formation to a higher precision from onboard the spacecraft than if the data is to be relayed to Earth (although the necessary control reactions can be planned quite accurately using orbit propagators). This ability to respond to position errors with basic actuation requires a minimum level of autonomy for each spacecraft in a formation, and will be greatly facilitated by accurate on-board real time orbit determination.

Autonomy encompasses the (artificial) intelligent decision-making process as well as being a formation flying guidance and control problem, and Mueller (2004) defines three levels of autonomy in this context:

- **Low Autonomy** where the target state for each spacecraft is specifically defined (a desired position and velocity by a certain time, or a trajectory which must be accurately followed).
- **Medium Autonomy** where relative separations or relative orbital elements between spacecraft are specified to the formation. The guidance system will then generate the trajectories to the desired locations for each spacecraft in a formation-wide optimal manner.

- **High Autonomy** where a few formation sizing objectives are specified, for example, overall size and orientation of the formation, and the desired relative positions are deduced and target manoeuvre trajectories generated autonomously for each member of the formation in an optimal manner.

Although autonomy at high-level is very much in the research phase, and even at its basic low-level is costly to implement, the benefits of formation autonomy are potentially numerous. These include:

- Reduced operating costs due to the significant reduction in man-hours required for monitoring and control of the formation from the ground.
- Increased range of useful mission scenarios where autonomy can enable mission operations to continue during times of poor visibility or inaccessibility to ground stations.
- Improved accuracy even at the low autonomy level by path planning in the real environment (enabling unmodelled effects to be considered in on-board trajectory optimisation, for example, collision avoidance in the event of an unexpected obstacle).
- Ability to actively control position with rapid response to position errors, rather than waiting for commands from the ground.
- Rapid fault detection.
- Active fuel optimisation to reduce total consumption and balance fuel use across the formation to improve overall mission lifetime.

In order to operate autonomously, a satellite formation must accurately know where individual members of the formation are at least relative to a known point. They must also be able to predict where they will be in a given time in order to perform autonomous path planning and generate desired spacecraft trajectories. Both absolute and relative real time orbit determination can be performed on-orbit in LEO using, for example, the GPS or TDRS, but this is not completely autonomous, nor achievable to the required accuracy. However, even if the quality of the sensor information is good for relative position measurement, the orbit determination process must be able to autonomously smooth, filter and predict future navigation data (Vallado, 2001). Orbit propagation techniques are therefore required, although accuracy is generally limited due to the onboard computer memory capacity and computational time. The estimation process can use deterministic equations of motion (which assume an accurate system dynamics model), but for higher accuracy formation flying, a stochastic approach is favourable (this takes into account both the dynamics and model uncertainty). A selection of appropriate numerical techniques (differential correction), and the role of extended Kalman filters for orbit estimation are outlined in Vallado (2001).

The orbit determination problem for a formation flying mission at L2 is more complicated. Although relative metrology is equally effective, the absolute satellite positions would need to be obtained through, for example, measurements of the motion of Solar System bodies against background stars, powerful star tracker measurements
for variations in stellar parallax, and Earth-based range and range rate (Doppler) measurements, which would not be very accurate across the 1.5 million kilometre distance between the Earth and L2.

Currently, an onboard orbit propagator would project the absolute motion of a single satellite, regardless of whether this was operating within a formation. However, for precision formation flying, there would be many benefits in developing suitable high fidelity analytical models of relative motion which, given a set of initial conditions could predict relative motion in the short term, thus transferring the control objective from an absolute to a relative motion scenario. This would significantly simplify the computational overhead in individually propagating the orbits of several satellites. However, analytical models would need to be of sufficiently high fidelity to replace the generally more accurate numerical integration techniques for propagation. In the case of poor relative motion models, iterative procedures could be applied to improve the model dynamics on orbit.

Research supporting the design and implementation of formation flying missions has progressed through desktop simulation, laboratory testbed development, technology demonstrator design and flight, and ultimately spacecraft formation flying mission design. Simulation studies are relatively cheap to perform for a range of mission scenarios, and the effects of variables are easy to determine. Requirements on hardware and control system performance can be determined, and solutions for complex dynamics, control and mission analysis problems can be obtained to minimise risk and expense in the programme. Simulations can be performed using high fidelity mathematical models of relative motion dynamics, a range of controller design techniques, and numerical orbit propagators to simulate the ‘real’ space environment. Many simulation studies completed internationally within academia, industry, and the space agencies have been reviewed in the literature survey (chapter 3), and it is within this context that the research for this thesis has been performed.

2.3 Interferometer Formation Manoeuvres and Mission Design

In the final section of this chapter, the design drivers highlighted in sections 2.1 and 2.2 are evaluated and applied where appropriate to different aspects of interferometry mission design. Firstly a series of typical manoeuvres that a Darwin-type mission would need to perform to detect and characterise extrasolar planets is derived for implementation in the simulation studies in chapter 7, and secondly the effects of different mission design drivers are investigated through the preliminary design of a large-scale planet imaging formation flying mission. Further details are given in Roberts (2006).

2.3.1 Darwin Formation Flying Manoeuvres

The types of manoeuvres required for the successful performance of a Darwin-type mission for both nulling interferometry planet detection and astrophysical imaging were introduced in section 2.2.3. The manoeuvres already defined through industry studies
(Table 2-10) included initial formation deployment, and fringe acquisition, however, science manoeuvres were not specified. In this section a selection of sample manoeuvres, primarily associated with the planet detection and spectroscopy phase of the Darwin mission are derived, as other authors have investigated u-v plane coverage manoeuvres associated with image quality and trajectory optimisation for the imaging phase of an interferometry mission (Kong and Miller, 1998), (van der Avoort, D'Arcio, and den Herder, 2003). Table 2-11 summarises the appropriate types of manoeuvre for both planet detection and astrophysical imaging phases of the mission.

The ‘nulling mission tasks’ in Table 2-11 include separate rotation, translation slewing and station keeping tasks. The hub satellite is assumed to be a leader of the formation, receiving commands relayed from Earth through the master satellite. For the formation flying task, and application of the dynamics models derived chapter 6, the telescope manoeuvres are derived in terms of relative motion parameters. The relative position and velocity of each telescope with respect to the hub is expressed in terms of a set of Cartesian coordinates located at the hub.

<table>
<thead>
<tr>
<th>Mission Task</th>
<th>Manoeuvre</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nulling</td>
<td>Planet Detection</td>
<td>Rotation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Formation rotation enables planet signal modulation, although switching between sub-interferometers (without rotation) may provide sufficient modulation.</td>
</tr>
<tr>
<td>Nulling</td>
<td>Planet Detection</td>
<td>Station Keeping</td>
</tr>
<tr>
<td>Nulling</td>
<td>Spectroscopy</td>
<td>Station Keeping (or very slow rotation)</td>
</tr>
<tr>
<td>Nulling</td>
<td>Spectroscopy</td>
<td>Slewing</td>
</tr>
<tr>
<td>Nulling</td>
<td>Between Science Measurements</td>
<td>Translation</td>
</tr>
<tr>
<td></td>
<td>Fringe acquisition.</td>
<td>Baseline expansion and contraction while maintaining the hub at the formation centre and pointing at target. Changes resolution and fringe widths of the interferometer.</td>
</tr>
<tr>
<td>Nulling/Imaging</td>
<td>Between Science Measurements</td>
<td>Slewing</td>
</tr>
<tr>
<td>Nulling/Imaging</td>
<td>Between Science Measurements</td>
<td>Slewing/Translation</td>
</tr>
<tr>
<td>Imaging</td>
<td></td>
<td>Station Keeping</td>
</tr>
<tr>
<td>Imaging</td>
<td></td>
<td>Translation/Rotation</td>
</tr>
</tbody>
</table>

Table 2-11: Summary of the Scientific Modes of Operation for Different Phases of a Darwin-Type Mission
2.3.1.1 Rotation and Translation Manoeuvres

If it is assumed that Darwin must rotate in order to modulate a planetary signal, a rotation rate must be selected that is achievable by the available propulsion systems. In addition, sufficient photons must be captured at each observation point during the rotation in order measure the fringe visibility. To take ‘snapshot’ images of the extrasolar planet system, the rotation must be extremely slow, however, to simply reorient the formation and then hold it stationary for a longer period, the initial manoeuvre can be quicker. Also, for a Darwin formation of six evenly spaced telescopes (Figure 2-10), a rotation of just 60° would cause the formation to repeat, thus bringing no benefit in terms of spatial frequency information.

During a rotation, the hub and telescopes must remain planar and equally spaced for both thermal and optical control requirements. The telescopes must point at the same target star, and maintain this ‘locked’ attitude during the rotation. The relative precision should be maintained to centimetre accuracy once the optical delay line is responding to fringe tracker measurements, as required by the GNC specification for this mission phase. A rotation manoeuvre could be repeated a few times to verify detection results and identify orbit characteristics.

For the purposes of the simulation study, which could apply to any Darwin configuration with the same collecting area as the six-telescope design, the rotation rate was selected to be a full rotation divided by the integration time for planet detection (approximately 30 hours for an Earth-like planet at 1AU from a Solar-type star at 10pc –Table B-1, appendix B) to give an extremely slow 0.00333°/s.

The translation requirements on the formation will involve varying the baseline between the minimum and maximum design values (40-250m) for planet detection as defined in the Darwin specifications. Fine manoeuvres will be required to ensure a planet is visible in the bright fringe of a projected interference pattern, and quicker manoeuvres may be required to alter the system resolution between target observations. The acceptable rate of translation will depend on fuel consumption (governed by the acceleration and deceleration cycles), and any overshoot in the response will depend on the guidance and control system requirements for collision avoidance. For imaging it is likely that combined rotation and baseline manoeuvres will be sought to optimise coverage of the u-v plane. This must occur a rate which prevents each sample point from being blurred by movement of the array. For a 1.5m diameter telescope, a 15cm movement is deemed acceptable for a 10 second astrophysical imaging exposure (Rottgering et al, 2003), and control by milli-Newton thrusters was proposed. Although an imaging requirement, rather than a planet detection requirement, this is incorporated into the first sample translation manoeuvre. A second translation manoeuvre involves a precision baseline adjustment associated with fringe acquisition.

These translation manoeuvres do not involve any simultaneous formation rotations, and in this case, the baseline expansion is coordinated so that all of the telescopes simultaneously manoeuvre away from the hub. Ideally, the formation maintains a stable orbit during the manoeuvres. These and the proposed rotation manoeuvre are summarised in Table 2-12. The baseline for the planar rotation manoeuvre was
subsequently fixed at 127.2m to enable the maximum velocity of each telescope relative to the hub to be 3.7mm/s at the selected rotation rate. (This maximum rate was defined following communications with the ESA Darwin team).

<table>
<thead>
<tr>
<th>Relative Manoeuvre</th>
<th>Rate</th>
<th>Other Conditions</th>
<th>Duration of Manoeuvre</th>
<th>Out-of-Plane Precision</th>
<th>In-Plane Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision Rotation</td>
<td>0.00333°/s</td>
<td>Fix baseline at 127.2m. Full 360° rotation. Maintain pointing.</td>
<td>30 hours</td>
<td>Maintain planar configuration to 1cm</td>
<td>Hub-telescope separation 1cm</td>
</tr>
<tr>
<td>Translation (Imaging)</td>
<td>1.5cm/s average</td>
<td>Vary baseline between 40-250m. No rotation during translation. Maintain pointing. Apply mN thrust.</td>
<td>38.89hr</td>
<td>Maintain planar configuration to 1cm</td>
<td>Ensure no overshoot at short baseline limit (collision avoidance)</td>
</tr>
<tr>
<td>Precision Translation</td>
<td>3.7mm/s maximum (maximum)</td>
<td>Vary baseline by 50cm, from 100m to 100.5m. Apply μN thrust.</td>
<td>135.1sec</td>
<td>Maintain planar configuration to 1cm</td>
<td>Achieve desired baselines to 1cm accuracy.</td>
</tr>
</tbody>
</table>

Table 2-12: Proposed Science Manoeuvres for the Six-Telescope Darwin Configuration (*ESA Communication (May 2005) – the maximum rate was derived from optical requirements*)

At this stage, these basic manoeuvres are being proposed in order to demonstrate the link between mission tasks and formation flying requirements. However, future analysis should include formation reconfiguration, and fuel optimisation strategies, particularly for the new Darwin formation. The concept of load-levelling or fuel balancing across the formation, and its effect on manoeuvres is considered in chapter 7.

2.3.1.2 Station Keeping for Spectroscopy

Once a planet has been detected, it is necessary to perform observations of much longer duration to detect a full range of biosignatures, although the integration time is dependent on many factors. A baseline appropriate to the location of the planet on a bright fringe of the transmission map, at an observation wavelength corresponding to one of the biosignature spectral lines was selected for the simulations in chapter 7. In this science mode, the centimetre-accurate precision formation flying requirements must hold in the presence of perturbations.

The Spectral Analysis test case for simulation was defined as follows:

- Station Keeping Spectroscopy (no rotation)
- Maintain formation position on orbit (L2 Lissajous (near-halo))
- Maintain all baselines and planar configuration to 1cm accuracy
- Wavelength of Observation: 9.6µm for Ozone
- Fixed baseline: 74.25m
- Task duration: 6 days

The final two parameters were selected as reasonable values for a spectral analysis scenario. The baseline according to calculations for ozone detection from a Sun-Earth
system, 25pc away would need to be a minimum of 25m (using a $\lambda/\theta$ relation). This places the planet in the bright fringe of the interference pattern. However, the Darwin specifications (Table 2-8) require a minimum formation baseline of 40m, primarily for collision avoidance, therefore the planet was placed in the second bright fringe which required a baseline of 74.25m. An appropriate scaling factor was applied to the 1-day planet detection requirement at low spectral resolution across the whole spectrum to define a duration for a typical spectral analysis task. A few days may be required to analyse a short waveband (containing the ozone signature) with a resolution of 20, although the spectroscopy integration time is also very dependent on the SNR. If the manoeuvre was much longer than a few days, and repeated, the target may not be suitable for observation in the design mission lifetime. Also, the duration for which Darwin can point at a particular location in the sky may be a consideration. This value is estimated below for the calculation of slewing manoeuvres.

2.3.1.3 Formation Slew Between Targets

In order to generate a sample manoeuvre for a realistic slew between target stars, it is necessary to consider the distribution of candidate systems within the Darwin observation field-of-view (FOV). The extrasolar planet catalogue is continually being updated as more planets are discovered and confirmed (Schneider, 2005), and the generation of a target list will ultimately depend on the success of the Kepler and SIM missions in providing candidate target statistics. In deriving slewing manoeuvres between targets, the following factors were considered:

- **Darwin**: The Darwin orbit and pointing requirements according to the feasibility study (ESA Report, 2000).
- **Kepler**: The population of potential targets within the patch of sky already selected for the precursor mission, Kepler.
- **Statistics**: The proportion and extent of different magnitude stars and the likelihood of them harbouring planets in the habitable zone in the region of observation.
- **SETI**: The SETI catalogue of candidate life-supporting stellar systems.
- **Current Status of Discoveries**: The current extrasolar planet catalogue.

Darwin will orbit around the L2 point, while this equilibrium point rotates with the Earth about the Sun. The Darwin observatory will continuously point at targets within a ±45 degree cone in the anti-Sun direction, and will therefore be able to observe targets within a band of sky 90 degrees wide and centred on the ecliptic plane. Figure 2-11 illustrates the observation area of the Darwin formation, although at any one time, the Darwin FOV is limited to 0.3arcsec (Table B-2, appendix B).

The precursor mission, Kepler, has a 10x10degrees FOV, and will spend the entire mission duration looking at one patch of the sky while on a heliocentric orbit. Borucki, Koch et al. (2004) suggest that this observation area should be centred on a galactic longitude and latitude of 70° and +6° (Figure 2-11) as this area has a very rich star field with 450,000 stars brighter than 15th magnitude, and will enable Sun avoidance. According to the ESA-ESO Working Group (2005), Kepler will detect 35 Earth-like planets through the observation of 100,000 stars. Borucki, Koch et al. (2003) also
suggest that the Kepler FOV is ‘indistinguishable’ from the Solar neighbourhood that Darwin will observe (although the regions do not overlap), and that the relationship between stellar type and frequency of accompanying extrasolar planets and their semi-major axes will provide the necessary parameters for a Darwin/TPF mission design.

Figure 2-11: Celestial Sphere and Field-of-View Coverage for Kepler and Darwin

According to Eiroa et al. (2003) approximately 1000 F, G, K and M-type stars have been identified within the Darwin zone of observation out to 25pc (Figure 2-11). This is approximately twice as many observation targets than the most ambitious estimate set for the mission timeframe, and therefore the target list must be refined. This process has begun with the investigation of Solar-type G stars, of which there are 73 in the 25pc range (according to Hipparcos data), and another 35 so far identified between 25 and 50pc. Radial velocity methods have identified giant planets around nine of these stars (as of April 2003). Clearly the science return is potentially limited for such a technologically challenging and costly mission. However, the discovery of giant planets or stars with lower luminosity harbouring planets will still provide useful science data, particularly in the study of planet formation.

Proposed Slew Manoeuvres

Two types of slew manoeuvre are derived:

- **Retargeting Slew** - this may be simultaneously combined with a baseline adjustment, and must take place as quickly as possible to maximise science time.
- **Science Slew** – this is a precision manoeuvre relative to the L2 frame to maintain the target object in the interferometer FOV during extended observations (constant inertial pointing).

A preliminary estimate of target density for the purposes of a slew manoeuvre between targets was deduced by considering the analysis of Eiroa et al. (2003). The 73 G-type stars out to 25pc across the Darwin observation zone would on average have an angular
separation in terms of ecliptic latitude or longitude of 21°, and therefore a typical retargeting manoeuvre would involve a relatively rapid 29° diagonal slew.

In the science mode, the target must be continuously observed for extended periods. If the target is maintained at the centre of the FOV across the full 90° cone of observation, the longest possible observation time will be 91.25 days. During this period, the slew rate relative to the L2 frame to maintain the target would be 0.9863°/day. While both slewing manoeuvres involve attitude control to alter the formation pointing, the manoeuvres in Table 2-13 are specified in terms of relative motion requirements and the formation must remain planar. The speed with which the retargeting manoeuvres can be performed is likely to be dependent on collision avoidance issues or thruster capacities.

<table>
<thead>
<tr>
<th>Manoeuvre</th>
<th>Duration</th>
<th>Manoeuvre Conditions</th>
<th>Out-of-Plane Precision</th>
<th>In-Plane Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Retargeting Slew</td>
<td>Depends on thrusters.</td>
<td>Fix baseline at 127.2m.</td>
<td>Maintain planar configuration to a few cm.</td>
<td>1m using coarse lateral metrology.</td>
</tr>
<tr>
<td>Science Slew</td>
<td>6 days</td>
<td>Out-of-plane translation and pointing adjustment for slewing interferometer axis by 0.9863°/day. Spectroscopy baseline 40m.</td>
<td>Maintain planar configuration to 1cm</td>
<td>Hub-telescope separation 1cm. Ensure no overshoot at short baseline limit (collision avoidance).</td>
</tr>
<tr>
<td>Slew/Resize</td>
<td>Depends on thrusters.</td>
<td>Alter baseline from 127.2m to 100m while slewing 29°.</td>
<td>Maintain planar configuration to a few cm.</td>
<td>1m accuracy during manoeuvre. Acquire new baseline to few cm.</td>
</tr>
</tbody>
</table>
Initially, a design point was defined, requiring the planet imager to be able to observe a 12x12 pixel image of an Earth-like planet orbiting a Solar-type star at 1AU, and at a distance of 25pc from the observation point. At this resolution the surface features, including continents, clouds and ocean, can be discerned (Figure 2-12). The number of pixels was defined to simplify the specification of integration time by restricting it to the time for a one-pixel area of the planet to move into the next (1 hour), assuming that the planet rotates at the same rate as the Earth. A design distance of 25pc also enables any Earth-like planets detected by Darwin to be revisited and imaged at a minimum 12-pixel resolution.

**Figure 2-12: High-Resolution and 12x12 Pixelated Earth Images**

**Proposed Planet Imager Concept**

Initially, the extension of the Darwin six-element nulling interferometer to achieve the spatial resolution necessary for a 12-pixel wide image of an Earth-size planet was considered. This was a single-stage nulling interferometer comprising six wide-aperture telescopes in the Darwin configuration, and a central nulling and beam combining hub (Figure 2-10). However, Velusamy and Beichman (2001) proposed the use of a multi-stage system of interferometers for a Darwin/TPF-scale planet detection mission. This system would enable the decoupling of the sub-aperture baseline, which determines the nulled fringe width (b), and the interferometer baseline (B), which governs spatial resolution of the system (Figure 2-13).

**Figure 2-13: Planet Imager Concept**

*Note: b = sub-aperture baseline, B = resolution baseline*
The concept is drawn from the original Michelson stellar interferometer where primary and secondary mirrors can be separately adjusted to alter resolution and fringe width on the image plane (Hecht, 1998). For the high spatial resolution requirements of a planet imager, extremely long baselines were envisaged, and therefore the latter approach was adopted for the preliminary mission design. Figure 2-13 illustrates the proposed multi-stage nulling interferometer. Each element of the interferometer formation, which is normally a single aperture, is now a smaller scale nulling sub-interferometer. The central beam combining hub behaves as a non-nulling Michelson interferometer (Figure 2-5b).

**Overview of Design Calculations**

Figure 2-14 summarises the calculation steps and assumptions made in the first iteration of planet imager mission design. Initially the star/planet contrast at the visible and infrared wavelengths was evaluated for an extrasolar Sun-Earth system at the design condition (a distance of 25pc and 1AU separation). This enabled contrast and a suitable observation wavelength range for the observatory to be determined, and also the number of photons arriving at the aperture to be quantified.
In order to calculate the thermal contrast between an extrasolar Sun-like star and Earth-like planet, the total flux per unit wavelength \((W\lambda^{-1})\) emitted by each body was evaluated using a form of Planck’s Radiation Law (equation (2-3)) which holds for a surface of uniform brightness. \(R\) is the radius of a black body, \(h\) is Planck’s constant, \(k\) is Boltzmann’s constant, \(c\) is the speed of light, \(T\) is temperature in Kelvin (K), and \(\lambda\) is the radiation wavelength.

\[
F_{\text{total}} = \frac{8\pi^2hc^2R^2}{\lambda^5\left(e^{hc/\lambda kT} - 1\right)} \tag{2-3}
\]

However, to obtain a more accurate measure of star/planet contrast, the planetary light must also include an albedo component in the visible range. The reflected stellar flux arriving at a 1m\(^2\) aperture was therefore also evaluated by assuming that the flux radiated away from the bodies in a uniform sphere. A more detailed description of the analysis performed can be found in Roberts (2006). Figure 2-15 illustrates the total flux of an extrasolar Sun received at a 1m\(^2\) aperture, and the total thermal and reflected flux from an extrasolar Earth over 25pc.

![Figure 2-15: Stellar Flux and Total Thermal and Reflected Radiance from an Extrasolar Earth](image)

Peaks in the Earth flux line correspond to the maximum of the black-body radiation curve for an Earth-like planet (infrared 10\(\mu\)m), and also the peak emission of a Solar-type star (visible albedo 500nm) due to the reflected light. The total star/planet contrast variation over visible and infrared wavelengths for an extrasolar Sun-Earth system is illustrated in Figure 2-16. A high value of contrast means that the stellar flux detected at the aperture is much greater than that of the extrasolar planet, and the planet is therefore harder to discern. An extremely gradual decrease in contrast continues into the radio wavelength range. It could be argued that observations should take place at radio
wavelengths for extrasolar planet detection due to improved contrast, and reduced formation flying relative position performance requirements, but it is necessary to consider the number of photons collected at the different wavelengths to determine whether this is practical.

The extrasolar Sun-Earth contrast at visible wavelengths is just over $10^{10}$. A rapid drop in contrast begins at 3.5µm and at the peak emission wavelength (10µm), the contrast has reduced to $10^7$. In the far infrared, this decreases further to approximately $10^5$.

![Figure 2-16: Total (Thermal and Reflected Light) Contrast for an Extrasolar Sun-Earth System](image)

The number of photons arriving at the aperture per second is given by the flux divided by the energy of a photon at each wavelength. Figure 2-17 illustrates the resulting number of photons arriving per second at the aperture from the star and planet at different wavelengths. The maxima no longer lie exactly at the wavelengths of peak spectral radiance, and the number of photons from the planet decreases rapidly as wavelength increases beyond 20µm. The peak number of photons per second arriving from an Earth-like planet 25pc away is approximately 1 at 20µm.

It was proposed that observations between 9 and 30µm would balance the requirements of contrast (Figure 2-16), and photon collection, therefore limiting the integration time. A 20µm wide imaging band is larger than that proposed for the Darwin mission (currently 12µm), but observation distances will be consistently greater, and therefore fewer photons will be received in a given time. The lower wavelength limit was selected to capture the ozone spectral feature at 9.6µm. The carbon dioxide and water spectral features would be visible at 15 and 18-20µm respectively, enabling the planet imager to perform a more detailed analysis of a planetary atmosphere in the infrared wavelength range than that achievable with Darwin.
In this preliminary design, the estimated SNR, desired integration time, and calculated photon capture rate design parameters were then used to size the aperture of the planet imager. The total number of photons per second arriving at 1m$^2$ aperture over the selected 9-30µm wavelength range was evaluated and for photons of average energy in this range, just 1.881 planetary photons are detected per second. The number of photons that must be accumulated in order to distinguish a planetary signal and produce an image will depend on the defined minimum SNR, and also the spectral resolution.

Observatory systems experience different types of additive and multiplicative noise (with respect to the desired signal). In this case, the capacity of the observatory to produce a sufficiently deep null to eliminate all stellar light is initially assumed in the evaluation of the SNR. In this first iteration of design, both signals and a range of noise characteristics were identified, and their contributions to the SNR quantified where possible. These included detector (CCD) quantum efficiency, planetary signal strength, stellar signal strength, thermal zodiacal and exo-zodiacal background noise, telescope thermal noise, and ultimately, the effect of noise characteristics on aperture area and aperture distribution. Further details and descriptions of these SNR contributions are given in Roberts (2006).

The aperture area was evaluated using equation (2-4), adapted from Angel (2003) where $F_p$ is the planet flux, $I_b$ the sky intensity, $D_{eff}$ is the effective telescope aperture (circular), $\lambda$ is the wavelength of observed radiation, $q$ is system quantum efficiency, $t_{eff}$ is the integration time, and $\Delta \lambda$ is the bandwidth.

$$D_{eff} \propto \frac{\text{SNR} \sqrt{I_b + I_T \lambda}}{F_p \sqrt{qt_{eff} \left( \frac{1}{R_{\text{spectral}}} \right)}}$$  \hspace{1cm} (2-4)
In order to determine the required collecting aperture area, the design parameters summarised in Table 2-14 were specified.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal-to-Noise Ratio, SNR</td>
<td>10</td>
<td>Upper Darwin limit</td>
</tr>
<tr>
<td>Observation Wavelength, $\lambda$</td>
<td>19.5$\mu$m</td>
<td>Mid-range value (9-30$\mu$m range)</td>
</tr>
<tr>
<td>Integration Time, $\tau$</td>
<td>1 hour</td>
<td>For 12x12 pixel image</td>
</tr>
<tr>
<td>Spectral Resolution, $R_{\text{spectral}}$</td>
<td>100</td>
<td>Maximise to improve image quality for feature recognition</td>
</tr>
<tr>
<td>Quantum Efficiency, $q$</td>
<td>0.2</td>
<td>Includes detector quantum efficiency and other losses</td>
</tr>
<tr>
<td>Planet Flux, $F_p$</td>
<td>68.81nJy**</td>
<td>Calculated from Figure 2-17</td>
</tr>
<tr>
<td>Thermal Background Flux, $I_b$</td>
<td>6.3mJy/arcsec(^2)</td>
<td>Value obtained by extrapolation of data in ESA report (2000)</td>
</tr>
<tr>
<td>Telescope Optics Thermal Flux, $I_t=I_b$</td>
<td>6.3mJy/arcsec(^2)</td>
<td>Equal to the background flux</td>
</tr>
</tbody>
</table>

Table 2-14: Aperture Design Parameters (Refer to appendix B, **1Jy=10\(^{-26}\)Wm\(^{-2}\)Hz\(^{-1}\), Refer to Roberts (2006) for further details)

Using this approximation, the resulting values for the effective aperture diameter and total aperture area were evaluated: $D_{\text{eff}} = 112.5$ metres and $A_{\text{total}} = 9945$ metres\(^2\).

A telescope mirror of diameter ($D_{\text{eff}}$) would clearly be impractically large for launch as either a pre-deployed or on-orbit deployable structure. However, the division of the total aperture area into a number of smaller apertures does not affect the overall SNR. In this case, the advantages of additional apertures include improved null depth, practical mirror diameters, and more simultaneous baselines for u-v plane coverage. In this case, aperture diameters equal to that of the James Webb Space Telescope (JWST) were selected. Each aperture has a primary mirror diameter of 6.5m, therefore requiring a total of 307 telescopes. The size of individual apertures is also governed by the interferometer field-of-view (FOV). This is related to both spectral resolution and angular resolution, and is relatively small for a Michelson interferometer. In order to achieve sufficient FOV for the star and planet to be observed simultaneously, the effective aperture diameter of the interferometer must be increased.

The interferometer sub-apertures (Figure 2-13) could be six-telescope formations which may rotate about their hub, although internal modulation of the optical signal may be sufficient to extract planet light. The sub-apertures could be arranged around a circle of diameter equal to the resolution baseline to ensure they are equidistant from a central hub where the planet light is constructively interferred. However, this is unlikely to be practical for 52 sub-apertures, and tiers of beam combining satellites may replace a planar formation.

The requirement for a high resolution optical system depends on the desired quality of the planetary image (Figure 2-12). To create an extended image of the planet, the baseline must be increased beyond that necessary to simply distinguish between the star and planet (separated by semi-major axis). Equation (2-1) relates angular resolution ($\theta$) to baseline ($B$) and observation wavelength ($\lambda$) for a Michelson-type interferometer. In this case, the average wavelength and angular resolution (equal to 1/12\(^{th}\) Earth diameter
divided by the 25pc distance of the extrasolar system from the observatory) requires an extremely large baseline of 7,022km.

The sub-aperture baseline determines the fringe width of the interferometer, and is calculated to ensure that the central null will cover the star, while both the star and planet remain in the FOV. According to Bracewell and MacPhie (1979), the fringe baseline is given by equation (2-5), where $\Phi$ is the fringe spacing.

$$b = \frac{\lambda}{\Phi}$$  \hspace{1cm} (2-5)

For an Earth-like planet at the centre of a bright fringe at a distance of 1AU from the Solar-type star, for a system 25pc away, the baseline $b$ must be 50m. The fringe width is 80mas, which covers the stellar diameter of 0.375mas (calculated using the photosphere radius in the NASA Sun Fact Sheet (Williams, 2004b)). For the large mirror diameters required (6.5m), this baseline would leave a 43.5m separation between the edges of each telescope mirror. For a Darwin-type telescope, Sun shields would be required thus effectively increasing the telescope diameter, and therefore this would be proposed as a minimum baseline, assuming that the system of free flyers has strict collision avoidance control.

In this case, the output of a pupil plane interferometer only requires a single pixel detector, or if spectrally resolved, an appropriate number of pixels in a linear array. The single pixel measures photons from the FOV of the interferometer, and for a linear detector array, the variation of intensity at different wavelength bands or ‘spectral channels’ over time is recorded (for example, as the formations are rotated for planet detection). These data, sampled at different outputs of the interferometer, depending on the number of apertures and the signal combination schemes, are used to reconstruct the image by post-processing. The baseline specification for Darwin is a linear array of Si:As detectors with a quantum efficiency of over 50% and low dark current. The detector must be cooled to between 6 and 8 Kelvin (D’Arcio and Karlsson, 2004). For this planet imager preliminary design operating with a spectral resolution of 100, a linear array of 100 pixels would be required.

Design Summary
Table 2-15 compares some of the Planet Imager design parameters to recent Darwin and Terrestrial Planet Finder (TPF) specifications, illustrating the increase in performance and scale of a futuristic mission. However, implementing and operating a planet imager on this scale would be prohibitively costly in terms of technology readiness and magnitude. It may be more appropriate to develop alternative optical techniques (Fizeau interferometry and homothetic mapping) rather than increasing the scale of the Darwin nulling interferometer. Alternative techniques are discussed further in Roberts (2006).
### Interferometer Specifications

<table>
<thead>
<tr>
<th>Interferometer Specifications</th>
<th>Planet Imager</th>
<th>Darwin</th>
<th>TPF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength, $\lambda$ ($\mu$m) (for planet observations)</td>
<td>9-30</td>
<td>6-18</td>
<td>7-20</td>
</tr>
<tr>
<td>Maximum Baseline, B (km)</td>
<td>7022</td>
<td>0.5</td>
<td>1</td>
</tr>
<tr>
<td>Resolution, $\theta$ ($\mu$as)</td>
<td>0.286</td>
<td>2500 @6$\mu$m</td>
<td>750 @3$\mu$m</td>
</tr>
<tr>
<td>Field-of-View $\theta_{\text{FOV}}$ (mas)</td>
<td>0.053</td>
<td>300</td>
<td>250-1000</td>
</tr>
<tr>
<td>- $R_{\text{spectral}} = 100$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- $R_{\text{spectral}} \sim 20$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- $R_{\text{spectral}} = 75000$</td>
<td>42.96</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Aperture Area (m$^2$)</td>
<td>9945</td>
<td>10.6</td>
<td>38.48</td>
</tr>
<tr>
<td>Observation Distance, $r$ (pc)</td>
<td>25</td>
<td>25</td>
<td>10</td>
</tr>
</tbody>
</table>

### Apertures:
- Mirror Diameter (m)
  - 6.5
- No. of mirrors
  - 370
- No. Sub-Apertures
  - 52
- Baseline, b (m)
  - 50
- Fringe Width (mas)
  - 80
- FOV (mas)
  - 8

### Table 2-15: Comparison of Planet Imager Design Parameters with Darwin and TPF (Darwin data from Appendix B and Section 2.2.4, TPF data from Beichman (2000))

The main findings of this design study can be summarised as follows:

- A larger wavelength range than that selected for Darwin is required for a larger scale mission looking at more distant targets, as fewer photons are gathered per unit wavelength.
- Due to thermal noise, the optics payload of a planet imager is likely to be required to operate at an even colder temperature than the 40K specified for Darwin. In this case, the telescope temperature must be reduced well below 20K to operate successfully at 30$\mu$m.
- Given current estimates of noise contributions and the weak planet signal, an extremely large telescope collecting area is required in order to meet the short integration time.
- Integration time has a significant effect on most aspects of the mission design (including aperture size, formation complexity, formation manoeuvres and mission duration).
- An extremely large baseline of approximately 7000km is required in order to achieve sufficient resolution according to basic interferometry theory.
- According to the literature, the interferometer resolution and fringe width can be determined by two separate baseline measurements. It has been possible to specify these to enable a central null to be placed over the diameter of the on-axis star, while achieving sufficient resolution and field-of-view to image the planet (typically separated from the star by 1AU).
- The beam combination and formation flying precision requirements would be the same as those for Darwin in terms of interference at each sub-aperture nuller, and therefore L2 would be a suitable operating environment.

Some of the challenges associated with the design of a Planet Imager mission are summarised below (Table 2-16).
<table>
<thead>
<tr>
<th>Design Limitation</th>
<th>Comments</th>
</tr>
</thead>
</table>
| **Large Aperture Area or Integration Time (due to low photon counts)** | - Image processing techniques could be developed to examine the time history of photon accumulation, perhaps to subtract the rotation of the planet from the image thus enabling longer integration times and reduced aperture area.  
- Even greater aperture area may be required than that specified in this analysis if ‘chopping’ techniques are to be employed as only a few apertures would be operational at any instant in time.  
- Aperture shape should also be considered.                                                                 |
| **Optical Systems**                                   | - Novel optical systems architectures may be required to implement a large scale interferometer.  
- The difficulty of performing both high resolution imaging and nulling would have conflicting FOV requirements which could be overcome by using sub-interferometers.  
- A comparison of conceptual designs of both a nulling interferometer and a Fizeau-type interferometer (using homothetic mapping) would demonstrate advantages and disadvantages of each method for planet imaging. Note: Nulling interferometry and coronagraph techniques were compared in chapter 4 (section 4.2.3). |
| **Metrology and Propulsion**                          | - Although operating as a nulling interferometer like Darwin, a planet imager will require precision metrology and optical path length control between spacecraft separated over thousands of kilometres rather than a few hundred metres. This may require impractically large optical delay lines. |
| **Thermal Control**                                   | - Thermal control for the Darwin detector is already challenging for current technology. Continued development of detector cooling systems and payload optics cooling strategies would be required to reduce noise and distortion of optical surfaces. |
| **Formation Flying**                                  | - The frequency of launch of a large number of large-aperture spacecraft and deployment of the satellites into the formation becomes a substantial problem.  
- Novel solutions to the formation autonomy problem to enable formation flying of such a large formation following a command to observe a particular target will be required.  
- Complex data handling and image processing is likely to be required onboard the satellites prior to relaying data to Earth, driving the autonomy requirement.  
- It is difficult to envisage the formation manoeuvres without further knowledge of the optical system. Example manoeuvres (illustrating the complexity of the GNC systems) for the planet imager may include:  
  - Slow, simultaneous rotation of each sub-interferometer to isolate the planetary signal before relaying this to a central beam combiner across the interferometer baseline.  
  - Simultaneous variation of sub-interferometer and interferometer baselines.  
  - Large scale slewing manoeuvres. |

Table 2-16: Some of the Challenges Associated with the Design of a Planet Imager Mission
2.4 Summary

The material presented in this chapter provides a sound basis for the more focussed dynamics and control research presented in later chapters. As part of a wider literature review, formation flying has been defined and its applications determined. The guidance, navigation and control systems and technologies associated with formation flying have been identified, and following a formation flying missions survey, a target mission for the research has been selected. Subsequently, the operation of an infrared astronomical interferometry mission has been investigated, and the key design drivers governing mission performance, and formation flying requirements identified.

Satellite formation flying for the purposes of this research has been defined as the ‘the on-orbit maintenance of multiple spacecraft relative to measured separation errors’ (Bauer et al, 1997). The satellite separations can be fixed or time varying, but there must exist a level of autonomy in the formation. A survey of space missions revealed three major applications of formation flying:

- Simultaneous scientific field measurements
- Earth surveillance from LEO (by interferometry or aperture synthesis)
- Interferometry for astronomical observations

The Darwin mission was selected to be the focus for the formation flying dynamics and control research, although the role of LEO formation flying for interferometry applications is also considered in chapters 3, 4 and 5. Darwin has the primary objective “to detect and study Earth-type planets and characterize them as possible abodes of life” (Fridlund, 2002). The mission aims to detect Earth-like planets in the Habitable Zone, determine planetary characteristics, and analyse the planetary spectrum. A second mission objective also exists to perform astrophysical imaging.

The optical systems and operational modes of the Darwin interferometer were investigated in order to appreciate the current mission formation flying requirements. A number of additional formation manoeuvring modes were also identified (Table 2-11). Many of the key design parameters and design considerations essential for the proposal of a nulling interferometer mission to perform extrasolar planet detection or imaging have been highlighted throughout the chapter, and ultimately applied to interferometry mission design. Sample manoeuvres have been specified to provide test cases for the formation flying dynamics and control research presented in chapter 7.
3 FORMATION FLYING DYNAMICS AND CONTROL
LITERATURE REVIEW

Satellite formation flying in its various forms was defined and its purposes established in chapter 2, where the use of nulling interferometry for a Darwin-type mission to detect and observe extrasolar planets was described. The focus of the remainder of the thesis is formation flying dynamics and control. In this chapter an overview of the formation flying dynamics modelling and control literature available in the public domain, and where possible, from industry is given to establish the context for the simulation work presented in the following chapters.

Following the summaries and descriptions in the previous chapter of different types of formation flying missions, the literature review focuses on many related areas associated with their design. These include mission drivers and preliminary scenario-specific studies performed by academia and industry. The majority of the preliminary and detailed mission design work is performed using simulation tools, and most formation flying literature relates to relative dynamics models and control system designs which enable fuel use estimates to be performed for a particular mission scenario. Reflecting the normal sequence of technology development, a number of sources describe the status of formation flying testbeds, LEO on-orbit experiments, and in limited cases, actual formation flying, for example the Earth Orbiter-1 and Landsat7, and GRACE mission satellites.

The review covers both the basic theory of and advanced research work in satellite formation flying in both Low Earth Orbit (LEO) and in ‘Deep Space’ outside the Earth’s gravity well, usually at the Sun-Earth Lagrange points. A number of alternative modelling strategies and control techniques are also described. Formation flying in both regimes has been addressed as at the outset the literature relating to Lagrange point formation flying was relatively limited, and for a full understanding of the dynamics models and control techniques being explored, a more extensive body of LEO research was accessible through the literature. In addition, the formation flying work being performed within the Space Research Centre at Cranfield University focussed on the MUSTANG (Multi-University Space Technology Advanced Nanosatellite Group) project. MUSTANG was designed to demonstrate distributed systems using two nanosatellites formation flying in LEO.

Of course, research has been progressing quickly on an international scale throughout the period of this study in the field of formation flying. Since defining this programme of research at the outset in early 2002, it has become apparent that there are inevitable similarities between the studies performed here and in parallel elsewhere, although the work presented here was performed completely independently. In the discussion and summary subsections, the context and justification for aspects of the thesis work are described, based on the literature available at the time. Further justification is presented as appropriate in the introductory sections of chapters 4 to 7. Significant additional material produced by the space research community since proposal of the project is also summarised throughout the chapter.
The chapter concludes with a summary of the review, supporting the rationale behind the proposed research programme. This aims to develop new tools to ultimately control a Darwin-type formation of satellites near the Sun-Earth L2 point with sufficient station keeping precision and manoeuvring accuracy for planet observation while load-levelling.

### 3.1 Low Earth Orbit Formation Flying

The material reviewed in this section is restricted to the LEO environment, although in some cases there are similarities with deep space formation flying. The following sections comprise the detailed review, which is broken down into the primary formation flying subject areas identified in Table 3-1, before conclusions are drawn.

<table>
<thead>
<tr>
<th>Research Area</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative Dynamics Models</td>
<td>A brief history of the main contributors in Astrodynamics to the field of formation flying and a description of the origins of the basic equations of motion in the local coordinate reference frame and in terms of orbit elements. This section also covers any model verification work.</td>
</tr>
<tr>
<td>Missions and Applications Overviews</td>
<td>A summary of mission-specific studies, highlighting the drivers behind LEO formation flying research and introducing the range of tasks a formation must perform e.g. interferometry, data gathering, astronomy, Earth imaging, in a dynamics and control context.</td>
</tr>
<tr>
<td>Natural Formation Dynamics and Formation Design</td>
<td>A summary of the studies performed into natural or ‘bounded’ solutions to the equations of motion which produce orbits that require minimal fuel to maintain. The application of these orbits and tools for their design are also reviewed.</td>
</tr>
<tr>
<td>Orbit Perturbations</td>
<td>A brief summary of LEO orbit perturbations, and the studies that have been performed to establish their effects on a formation of satellites. Perturbation modelling and the use of orbit perturbations to control a formation is considered. Although not strictly a ‘perturbation’, the effects of orbital eccentricity may be treated as a perturbing effect on the relative motion dynamics, and it is therefore included in this section. Techniques for fuel use evaluation to compensate for the perturbing effects are considered.</td>
</tr>
<tr>
<td>Formation Flying Control</td>
<td>This extensive area covers the application of relative dynamics models to a variety of controller designs, and their evaluation. Control strategies and techniques are considered.</td>
</tr>
</tbody>
</table>

| Table 3-1: LEO Formation Flying Research Categories for Literature Review |

The focus of research has been formation flying as defined in chapter 2, and does not relate to constellation design and maintenance, or swarm behaviour, although there are some areas of overlap in the research, especially in terms of formation design. The reader is referred to chapter 2 and appendix A for LEO formation flying mission details.
3.1.1 Relative Dynamics Models

In this section relative dynamics models are introduced, and the alternative methods of expressing relative motion are explained. Although elements of this subject are covered in much more detail in chapter 4, it is necessary to include an overview of relative motion dynamics models at this stage as they are fundamental to the subsequent elements of the literature review (Table 3-1). The approaches highlighted below utilise either a set of linearised equations based in a Cartesian LVLH (local vertical local horizontal) or curvilinear frame, translating and rotating around a circular orbit, or the classical orbital elements. Alternative relative dynamics models for satellites in eccentric orbits are considered in section 3.1.4. Literature relating to model transformations and their application to dynamics and control studies is reviewed in this section where the emphasis is on the derivation, role and implementation of the relative dynamics models. Their application to control system design is reviewed in section 3.1.5. This section concludes with a detailed summary of the advantages and disadvantages of each modelling approach for satellite formation flying in LEO.

3.1.1.1 Relative Motion in the Cartesian LVLH Frame

The mathematical modelling of relative motion in space is so fundamentally based in the theory of astrodynamics, that without referencing a great number of scientists and mathematicians it is impossible to describe the area of study from its earliest roots. Table 3-2 highlights just a few of the major contributors to the field of celestial mechanics. There are many other mathematicians of the period who produced fundamental algebraic and arithmetical theorems and techniques appropriate to the field of astrodynamics, for example, Gauss (1777-1855), Fourier (1768-1830), and Hamilton (1805-1865), and Poincare (1854-1912) who also addressed the three-body problem.

Many regard the first contribution to formation flying as the linearised equations of motion developed in Hill’s ‘Researches in the Lunar Theory’ (1878). Hill derives expressions for the motion of the Moon relative to the Earth by placing a rectangular coordinate system at the centre of the Earth which translates and rotates as it orbits the Sun. Hill proposed that this new way of describing the motion of the Moon facilitated modelling and would ease the addition of perturbing forces in the equations. He also demonstrated that the use of second order differential equations rather than first order would reduce the number of variables and still enable solutions to be easily obtained.

Clohessy and Wiltshire (1960) proposed a system for satellite rendezvous. Guidance, command and control system architectures are introduced for rendezvous, and in the later stages of the scenario, a relative motion dynamics model based on the equations derived by Hill is applied. In the dynamics model, a ‘control’ or ‘reference’ satellite is assumed to be in a circular orbit around the Earth, and the equations are described in the ‘Hill’ frame, based at the moving reference. This translating and rotating reference frame, about which the relative motion of additional satellites can be described for formation flying, is analogous to the Cartesian axis frame used by Hill to describe Lunar motion with respect to the Earth on its circular orbit of the Sun. Clohessy and Wiltshire modified Hill’s equations by including the effects of linearised gravitational force due
to a point mass central body in the equations (thus eliminating the nonlinear $\mu/r^3$ term in the Hill equations). Figure 3-1 illustrates the Cartesian and curvilinear Hill coordinate frames on the circular orbit. The Clohessy-Wiltshire or, as they will continue to be referred to throughout the thesis, the ‘Hill’ equations of relative motion are given by equations (3-1), where $x$, $y$ and $z$ are relative positions in the radial, along-track and cross-track directions respectively, $n$ is orbital rate, and terms in ‘a’ are perturbing relative accelerations. Further detail on the derivation of the equations is given in chapter 4 where they are applied to LEO formation flying scenarios.

<table>
<thead>
<tr>
<th>Name</th>
<th>Dates</th>
<th>Field</th>
<th>Related Areas of Contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Copernicus</td>
<td>1473-1543</td>
<td>Astronomy</td>
<td>Heliocentric (Solar) System</td>
</tr>
<tr>
<td>Galileo</td>
<td>1564-1642</td>
<td>Astronomy, Philosophy</td>
<td>Telescopes</td>
</tr>
<tr>
<td>Kepler</td>
<td>1571-1630</td>
<td>Astronomy, Mathematics</td>
<td>Laws of Planetary Motion</td>
</tr>
</tbody>
</table>
| Newton   | 1642-1727 | Physics, Mechanics, Mathematics | Three Laws of Motion  
Particle/Wave Nature of Light  
Differential Calculus  
Gravitational Law |
| Euler    | 1707-1783 | Mathematics            | Three Body Problem  
Binomial Theorem                                                                                       |
| Lagrange | 1736-1813 | Analytical Mechanics   | Differential Equations  
Solution of DEs by Variation of Parameters  
Calculus of Variations |
| Laplace  | 1749-1827 | Mathematics, Physics   | Libration of the Moon  
Gravitational Potential  
Solution of ODEs by Transforms |
| Jacobi   | 1804-1851 | Mathematics            | Jacobi Integral (in sidereal coordinate system)  
Reduction of the Quintic Equation  
Elliptic Functions |
| DeLaunay | 1816-1872 | Astronomy              | Lunar Theory                                                                                     |
| Hill     | 1838-1914 | Mathematics            | Lunar Theory  
Three Body Problem                                                                                     |

Table 3-2: Ten of the Main Contributors to the Field of Astrodynamics  
(DE=Differential Equation, Table contents based on information from Weisstein (2005))

Figure 3-1: The Cartesian and Curvilinear Hill Frame
\[ \ddot{x} - 2n\dot{y} - 3n^2x = a_x \]
\[ \ddot{y} + 2n\dot{x} = a_y \]
\[ \ddot{z} + n^2z = a_z \]  

In their rendezvous scenario, the ‘rendezvous’ satellite is assumed to have achieved the reference orbit altitude at apogee, and then further propulsive manoeuvres are made to place both satellites in the same orbit. Ideally the rendezvous satellite orbits ahead of the reference satellite. The equations of motion are based at the reference and used to predict relative motion, thus enabling timely thrust-vector corrected manoeuvres to be performed by the rendezvous satellite to ensure docking.

The main assumptions inherent within the relative motion equations are that the reference orbit is circular, with a radius much larger than the separation between the satellites. Clohessy and Wiltshire (1960) suggest an upper limit on satellite separation of 200 miles for the equations to hold. The second satellite must therefore also have a near-circular orbit, both orbits must have similar radii and the satellites must have similar initial velocities. The Hill equations also assume that the separation variables can be linearised, and that the only force acting on the satellites is point mass gravity due to a perfectly spherical Earth. Rewritten in state space form, where \( A \) is the dynamics matrix, \( B \) is the control matrix and \( \mathbf{x} \) is the state vector for the LVLH Hill frame,

\[ \dot{\mathbf{x}} = A\mathbf{x} + B\mathbf{u} \]  

the equations of motion become, where \( n \) is orbital rate,

\[
\begin{bmatrix}
\ddot{x} \\
\ddot{y} \\
\ddot{z}
\end{bmatrix}
= 
\begin{bmatrix}
0 & 2n & 0 & 3n^2 & 0 & 0 \\
-2n & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -n^2 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{z}
\end{bmatrix}
+ 
\begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
a_x \\
a_y \\
a_z
\end{bmatrix}
\]  

Since the work of Clohessy and Wiltshire (1960), many authors have published further research into the LEO rendezvous problem. Carter (1998) references many authors and a significant number of his own publications on trajectory generation and fuel optimisation for rendezvous. In particular he surveys a range of linearised relative motion models for circular, near-circular, and elliptic orbits, and their limitations. It is apparent through rendezvous simulation work, for example, Hablani, Tapper and Dana-Bashian (2001), that the Hill equations are sufficiently accurate for the relatively short-term manoeuvres associated with satellite rendezvous (frequent thruster firings) where the satellites are briefly in close proximity prior to docking. However, a justification for the work in chapter 7 arises from the suggestions that the Hill model is too inaccurate to model the behaviour of satellites separated by a large distance (Clohessy and Wiltshire, 1960), or for the study of relative motion over an entire mission due to the growth of...
modelling errors over time (Schweighart and Sedwick, 2002). Also, particularly in Carter’s review, orbital perturbation effects are not considered.

Of course, the equations can be extended to nonlinear form while remaining based in the same Hill reference frame. Vaddi, Vadali and Alfriend (2002), (2003) extend the Hill equations to include eccentricity and nonlinear terms (limited to quadratic gravitational terms in x, y, z) to evaluate their effects. Perturbation analysis is used to solve the modified equations for a chosen formation which projects a circle onto the y-z plane, and approximate initial conditions are derived to eliminate secular growth from the perturbation variables. The new bounded motion initial conditions are compared to the conditions for the closed form solutions to the Hill equations. Both are evaluated in nonlinear simulations and the former are found to reduce significantly the secular drift in relative motion.

Recently, Richardson and Mitchell (2002) have extended the Hill equations by modelling the point mass gravitational effect of the primary body (Earth) as a third-body perturbation force in the Hill frame. They extend the Hill equations to include nonlinear terms, and produce a solution to the third order equations using a method of successive approximations. Sedwick, Miller and Kong (1999) also made a preliminary analysis of the errors introduced by linearising the equations of motion. The modelling improvements associated with including additional nonlinear terms are assessed in chapter 4.

The Hill equations and their solutions have been applied to LEO formation design, control and maintenance by many authors. In particular, researchers at MIT have concentrated on applying and developing the Hill equations, and the production of higher fidelity relative motion models. This programme of work is elaborated upon further in sections 3.1.3 and 3.1.4.

3.1.1.2 Relative Motion and Orbital Elements

An alternative method for modelling the relative motion of spacecraft in LEO is the orbit element approach. Keplerian motion of a single satellite can be described in terms of six classical orbit elements and these are listed in the first six rows of Table 3-3. The last two entries are also useful orbital parameters, but these are not required in order to fully define the location of a satellite in an orbit. Time or mean anomaly (related by Kepler’s equation) must be known to specify the exact location of the satellite, where

\[ M = nt \]  (3-4)

In this section, the roles of both the classical orbit elements and relative orbit elements in describing relative motion for formation flying are considered (Table 3-3). The relative orbit elements are simply the difference in classical orbit parameters of two satellites in different orbits. Relative orbit elements have an advantage over the Hill relative parameters (x from equations (3-2) and (3-3)) in that it is not necessary to solve differential equations to determine their variation over time.
Symbol | Orbit Elements | Relative Orbit Elements
---|---|---
a | Semi-major axis | δa
\( e \) | Eccentricity | δe
\( i \) | Inclination | δi
\( \Omega \) | Longitude of the ascending node | δΩ
\( \omega \) | Argument of periapsis | δω
M | Mean anomaly | δM
\( f=\omega+\theta \) | True latitude/Argument of latitude | δf
\( \theta \) | True anomaly | δθ

Table 3-3: Classical Orbit Elements and Relative Orbit Elements for Formation Flying

For modelling satellite formation flying dynamics using a relative orbit elements approach, other parameters are often derived to replace some of the elements. Schaub and Junkins (2003) and Gim and Alfriend (2001) define \( q_1 \) and \( q_2 \) to replace eccentricity, \( e \), and the argument of perigee, \( \omega \), in order to avoid singularities in the analysis in certain orbital conditions (near-circular or polar orbits). For relative orbit elements, \( \delta e \) and \( \delta \omega \) are replaced by \( \delta q_1 \) and \( \delta q_2 \) (equations (3-5)).

\[
q_1 = c \cos \omega \\
\delta q_1 = \cos \omega \delta e - c \sin \omega \delta \omega \\
q_2 = c \sin \omega \\
\delta q_2 = \sin \omega \delta e + c \cos \omega \delta \omega
\]

(3-5)

A series of ‘equinoctial variables’ can be used to avoid singularities at zero orbit eccentricity or inclination, but although it is easy to transform between these and the classical elements, they are harder to visualise (Vallado, 2001), (Gim and Alfriend, 2002).

Another well-known set of orbit elements are the Delaunay elements (Brouwer, 1959), (Vallado, 2001). The first three terms in the element set (\( l, g, h, L, G, H \)) are equivalent to \( M, \omega \) and \( \Omega \) of the classical elements. The remaining variables are momenta variables which are functions of \( e, a \) and \( i \). These have been extensively used for the design of relative orbits (Schaub and Alfriend, 1999), (Alfriend and Schaub, 2000).

In the presence of perturbations, the orbit elements and relative orbit elements will slowly vary with time, becoming ‘osculating elements’. At any point in time, each element or relative element can be considered to have an instantaneous value which corresponds to an ‘osculating orbit’ or in the latter case, ‘osculating relative orbit’. In the case of the single satellite, Roy (1988) uses the Variation of Parameters technique to derive the Lagrange Planetary Equations which express the rate of change of the orbital elements due to perturbing forces acting on an object in orbit. The perturbation accelerations are much smaller than those caused by the two-body gravitational potential (\( \mu/r^2 \)). Roy also presents methods for obtaining approximate solutions to the equations.

The perturbing accelerations acting on a single satellite can be resolved into the Cartesian LVLH frame, based at the orbiting satellite, and related to the orbit element rates via the Lagrange Planetary Equations in ‘Gaussian’ form (equations (3-6) to (3-11)) (Chobotov, 2002). These are expressed in a spherical coordinate system where \( F_{x,y,z} \) are perturbing accelerations in the Hill frame (Figure 3-1), \( n \) is mean motion,
\[ x = \sqrt{1 - e^2}, \text{ and all other terms are listed in Table 3-3. These equations enable the effects of perturbing accelerations, due to for example, Solar radiation pressure, atmospheric drag, or the Earth’s oblateness, to be visualised in terms of their effects on the orbit of a satellite, which may be of any eccentricity. They also provide insight into the location within an orbit where it is optimal to adjust a particular element of the orbit. Absolute values of the orbit elements can be obtained by substitution of the expressions for force in each direction, and integration of the expressions with respect to time. The effects of orbit perturbations on both individual and relative satellite motion are discussed further in section 3.1.4.} \]

\[
\frac{da}{dt} = \frac{2e \sin \theta}{nx} F_x + \frac{2ax}{nr} F_y \\
\frac{de}{dt} = \frac{x \sin \theta}{na} F_x + \frac{x}{na^2 e} \left( a^2 (1 - e^2) - r \right) F_y \\
\frac{di}{dt} = \frac{rcosf}{na^2 x} F_z \\
\frac{d\Omega}{dt} = \frac{rsin f}{na^2 x \sin i} F_z \\
\frac{d\omega}{dt} = -\frac{x \cos \theta}{nae} F_x + \frac{a(1 - e^2)}{e \sqrt{\mu a(1 - e^2)}} \left[ \sin \theta \left( 1 + \frac{1}{e \cos \theta} \right) \right] F_y - \frac{r \cot i \sin f}{na^2 x} F_z \\
\frac{dM}{dt} = n - \frac{1}{na} \left( 2r - \frac{(1 - e^2) \cos \theta}{e} \right) F_x - \frac{(1 - e^2)}{nae} \left( 1 + \frac{r}{a(1 - e^2)} \right) \sin \theta F_y
\]

In order to observe the secular growth of a parameter over time, rather than the smaller scale, short period variations, it is more appropriate to consider perturbed satellite motion in terms of the average or mean of the orbit elements. This also applies to relative orbit drift whereby any secular growth in mean relative orbital elements represents a drifting apart of the formation. Brouwer (1959) produced a direct mapping between mean and osculating elements for an individual satellite, and a numerical scheme to perform this mapping to first order for relative orbital elements is described by Schaub and Junkins (2003). The mean parameters are convenient from the control design perspective as, for an impulsive control scheme, the mean semi-major axis, eccentricity and inclination remain constant while the argument of perigee, mean anomaly and longitude of ascending node of an orbit vary linearly due to J₂ during the uncontrolled or ‘coasting’ proportion of the orbit (Vadali and Vaddi, 2000).

Authors at Texas A&M University were the first to report the use of the Lagrange Planetary or ‘Gaussian’ equations as the orbit elements dynamics model for formation flying control system design (Schaub, Vadali, Junkins and Alfriend (1999) and Vadali, Schaub and Alfriend (1999)). For the single satellite case, equation (3-12) illustrates the orbit elements dynamics architecture subject to control and perturbations. Both matrices are calculated from the Gaussian equations, but have been separated for visibility. The perturbation matrix (elements with subscript p) includes the dynamics of the mean orbit element rates subject to any orbit perturbations. As mentioned above, the Earth oblateness effect (J₂) would cause drifts in \( \Omega_p, \omega_p \) and \( M_p \), but the rates of \( a_p, e_p \), or \( i_p \),...
would be zero, and for Keplerian motion, the entire perturbation matrix would be zero. The magnitudes of the rates are always a function of the mean orbit elements \((e)\).

The control matrix is multiplied by the control force vector \(F\), and is composed of equations (3-6) to (3-11). This captures the variation in the osculating elements (rates) which would arise due to, for example, corrective control thrust resolved into the LVLH frame. When control is not applied \((F=0)\), the drifts in the perturbation matrix describe the motion of the single satellite. When corrective forces are applied, the mean elements are converted into osculating elements, and allowed to vary according to the Gaussian equations. After an impulse control input, the osculating elements are converted back to mean elements and propagated again according to the perturbation matrix dynamics. For continuous control \((F \neq 0)\), a continuous translation between element forms is required as equation (3-12) propagates forward in time. Relative motion in terms of orbit elements can be evaluated by propagating separately the parameters for each satellite, and differencing the results.

\[
\begin{bmatrix}
\dot{a} \\
\dot{\dot{e}} \\
\dot{i} \\
\dot{\Omega} \\
\dot{\omega} \\
\dot{M}
\end{bmatrix} =
\begin{bmatrix}
\dot{a}_p(e) \\
\dot{\dot{e}}_p(e) \\
\dot{i}_p(e) \\
\dot{\Omega}_p(e) \\
\dot{\omega}_p(e) \\
\dot{M}_p(e)
\end{bmatrix}
+ \begin{bmatrix}
da/\text{d}t(e) \\
de/\text{d}t(e) \\
i/\text{d}t(e) \\
\Omega/\text{d}t(e) \\
\omega/\text{d}t(e) \\
M/\text{d}t(e)
\end{bmatrix}
\begin{bmatrix}
F_x \\
F_y \\
F_z
\end{bmatrix}
\]  

Schaub and Alfriend (1999) used the orbit elements approach to establish the existence of \(J_2\) invariant relative orbits for spacecraft formation design. These are reviewed in section 3.1.3 and the \(J_2\) perturbation due to the Earth’s oblateness is introduced in section 3.1.4.1. By analysing and imposing a set of conditions on the mean orbit elements of each satellite, orbits were identified which enabled a formation of satellites, subject to the \(J_2\) perturbation, to exhibit bounded motion. The effects of the \(J_2\) perturbation would not be eliminated from each orbit but the removal of relative drift would prevent the formation from diverging over time.

The effects of retaining higher order terms in the derivation of the \(J_2\) invariant orbit constraints were investigated by Alfriend, Yan and Vadali (2002) and Alfriend and Yan (2002). In this case a second order Taylor expansion about the chief satellite orbit elements was performed, and a more accurate expression for the relative semi-major axis to meet a linear orbital period-matching constraint was derived to try to eliminate along-track separation. The inclusion of higher order terms did reduce the relative drift, but it was not possible to derive a new higher order period-matching constraint to prevent this, although some new conditions were proposed.

Schaub, Vadali et al. (1999) designed and compared two Lyapunov controllers to maintain \(J_2\) invariant relative orbits in both the mean orbit elements frame and the inertial Cartesian frame. The orbit element feedback law was found to provide better tracking performance and more flexibility in terms of \(\Delta V\) reduction by enabling
corrective manoeuvres to be performed over longer periods (using smaller feedback gains). As certain orbit elements are more effectively controlled than others in different parts of the orbit (this can be deduced from equations (3-6) to (3-11)), the control can be more impulsive, although complicated elsewhere by the cross-coupling between orbit elements. Under their inertial Cartesian feedback law, control was continuous, and found costly to engage over many orbits. In both cases transformations had to be made between mean and osculating orbit elements, thus incorporating additional error.

The feasibility of the latter design would also seem limited due to the number of transformations required between the mean element, osculating element and inertial Cartesian systems in order to generate the tracking error. The Cartesian parameters for the chief satellite are converted to osculating and then mean elements, and the chosen relative orbit parameters are added to these to generate the desired mean elements for the deputy. These are then converted back into the Cartesian frame. However, the positions and velocities of the deputy are also converted to mean orbit elements and back to Cartesian before they are differenced with the desired parameters so that the same transformation errors are incorporated into both the sets of desired and actual Cartesian parameters. The conversion between parameters is discussed in numerous references (Battin, 1987), (Prussing and Conway, 1993).

Tan, Bainum and Strong (2000) also designed a Lyapunov controller to maintain desired values of the osculating orbit elements using the same orbit element dynamics of equation (3-12). In this case, J_2 invariant orbits are not considered, but the relative orbits between the chief and deputy satellites are designed to maintain a constant separation around a highly elliptical orbit in the presence of the J_2 disturbance.

Schaub and Alfriend (2000b), (2001) continue to investigate impulsive feedback control techniques using relative mean orbit elements to maintain J_2 invariant orbits. In these studies, the effects of translating between mean and osculating elements are investigated (Brouwer, 1959). In particular, the sensitivity of the mean semi-major axis and eccentricity to corrections in the osculating inclination is found to be significant, and when included in the control model, fuel consumption for the chosen test case is reduced. Schaub and Alfriend conclude by suggesting that the orbit element approach and their impulsive control law lend themselves to autonomous relative orbit station keeping, provided that the satellites are able to perform on-orbit determination. Again, this paper reinforces that the orbit element approach is not appropriate for precision formation flying in LEO. Impulsive control primarily at apogee and perigee means that the relative positions between satellites may vary significantly during the remainder of the orbit. In addition, orbit determination would be in the inertial frame from the ground, or possibly the Hill frame from GPS, both requiring translation into the orbit elements, the mean of which must be evaluated at least once per orbit.

However, while Schaub and Alfriend (2001) are able to counteract some of the problems of formation keeping with the insight that the orbit elements approach provides, there remain modelling limitations, just as for Hill-type equations (the limitations of Hill-type models are investigated in chapter 4). These are summarised by Alfriend and Schaub (2000), again in the context of J_2 invariant orbits where design constraints are found to be impractical for both polar or near-circular chief orbits.
Up to this point, the application of the relative orbit elements approach to satellite formation design and formation flying control has mainly been in the presence of the $J_2$ perturbation (section 3.1.4.1). In many cases, the Hill equations are described as failing in their inability to capture the primary effects of Earth oblateness on relative motion. However, this is an unfair comparison as the Hill equations can be augmented to incorporate the effects of $J_2$ (Schweighart and Sedwick, 2001a). Later papers investigate the correction of the orbital rate term ($n$) in the Hill equations (equations (3-1)) by incorporating drift rates derived through the orbit elements approach. Literature relating to combined studies of the Hill equations and orbit elements approach is reviewed in section 3.1.1.3.

These examples of studies from the literature have illustrated the application of the orbit element approach to satellite formation flying dynamics modelling. The application of this approach for the generation of initial conditions and formation design is reviewed in section 3.1.3. Analytical solutions to describe the variation of relative orbit elements (mean and osculating) have been derived in recent literature, but as they relate to formation separations and relative velocities that have been defined in the Hill frame coordinates (a more practical measurement than relative elements), they are discussed in the following section.

3.1.1.3 The Combination of the Hill and Relative Orbit Elements Approaches

Studies have been performed which compare and contrast the relative orbital elements and Hill equations approaches to satellite formation flying control and formation design, and in some cases, aspects of both approaches have been combined. Alfriend, Schaub and Gim (2000) and Schaub and Alfriend (2000a) have derived an analytical mapping between the relative orbit elements and the Cartesian LVLH Hill frame coordinates (equations (3-13)) by performing a Taylor expansion about the osculating orbit elements of the ‘reference’ or ‘chief’ satellite. If the separation between satellites is small and their relative orbit is much smaller than the reference orbit radius, the two forms of relative motion description can be easily translated from one form to the other. The equations apply for elliptic orbits and terms are defined in Table 3-3 and Figure 3-1.

\[
x = \delta r \\
y = r(\delta f + \cos i \delta \Omega) \\
z = r(\sin f \delta i - \cos f \sin i \delta \Omega)
\]  

(3-13)

An alternative and potentially more useful form of equations (3-13) is derived as a function of true anomaly, $\theta$, in terms of the relative orbit elements ($\delta a, \delta e, \delta i, \delta \Omega, \delta \omega, \delta M$) by Schaub and Junkins (2003). For the near-circular and circular orbit case, terms in $e$ are eliminated and in this special case, the relationship between the Hill parameters and relative orbital elements becomes
where the true latitude angle, \( f_z \), is given by

\[
f_z = \tan^{-1} \left( \frac{\delta i}{\sin i \delta \Omega} \right)
\]  

(6-15)

Relative velocities in the Hill frame can also be expressed in terms of orbit element differences. Schaub and Alfriend (2000a) apply the coordinate transformations in their design of a continuous feedback control law which combines both frames of reference. The desired relative orbit geometry is specified in terms of mean orbit elements, but the actual relative motion is measured in the LVLH Hill coordinate frame. It is claimed that using the linearised relationships between relative motion variables only slightly reduces the system performance compared to the nonlinear transformations. The use of linear transformations for model validation using Hill frame initial conditions and the orbit element user interface of the Satellite Tool Kit (STK) to initialise relative orbits is described in chapter 4.

Alfriend, Schaub and Gim (2000) also derive the state transition matrix (STM) solutions of the perturbed relative dynamics using both reference frames. In later work, Gim and Alfriend (2001) present the analytical STM solutions in closed form for both mean and osculating orbit elements, and these are compared to both the Hill solutions and numerical solutions converted from the Earth Centred Inertial (ECI) frame into the curvilinear Hill frame (Figure 3-1). Transformation matrices are derived between relative positions and velocities in the curvilinear Hill frame, and both the osculating and mean orbit elements, and the linear mapping of equations (3-13) is augmented to include the effects of \( J_2 \). The new mean orbit element solution is found to capture relative motion for eccentric orbits in the gravitational perturbation environment well, although short period motion is not captured. Of course, there is no relative mean element motion without the perturbation effects. Very little secular error growth is visible during longer period simulations, and errors are limited to approximately 1 metre for the mean elements solution over 5 orbits. Even when the Hill frame reference orbit is corrected for the effects of drift in the longitude of ascending node, due to \( J_2 \), on the mean rate (equation (3-16)), the solution errors are still much greater at around 50 metres in 5 orbits for the test case illustrated.

\[
\vec{n} = \dot{M} + \dot{\omega}_0 + \dot{\Omega}_0 \cos i_0
\]  

(3-16)

Gim and Alfriend (2002) extend these results to remove singularities in the STM which appear when the reference orbit has a zero inclination. Errors at centimetre level were achieved in the radial and cross-track directions, but the along-track drift for all models increased with reference orbit eccentricity. However, the sensitivity of the relative mean-to-oscillating elements transformation to eccentricity is highlighted. For the same
test case, the use of equinoctial variables (alternative combinations of the orbital elements) does not appear to reduce errors in the STM solutions.

Sabol, Burns and McLaughlin (1999) use the Hill equations to design four types of natural formation in the absence of perturbations. The resulting relative motions are visualised in terms of both the LVLH Hill parameters and orbital elements. The motion of the individual satellites within each of the formation designs is then propagated in terms of averaged orbit elements and in the presence of geopotential, atmospheric, third-body and Solar radiation pressure perturbations. The initial conditions are therefore also specified in terms of averaged orbit elements. Corrective velocity impulses for formation maintenance of the different designs are evaluated for the different designs as a function of relative orbit elements (Sabol, Burns, and McLaughlin, 2001).

Vadali and Schaub and Alfriend (1999) describe methods of formation initialisation using the mean orbit elements approach and relative motion visualisation in a Hill-type (in this case, elliptic rotating) reference frame. Vadali, Alfriend and Vaddi (2000) use the Hill equations for orbit design, but consider the perturbative effects of J₂ in terms of mean orbit element drifts. By combining both approaches a new set of relative motion equations are generated which incorporate the effects of J₂. These modified Hill equations are found to improve model fidelity. A set of Hill-type solutions which include the secular J₂ effects expressed in terms of relative orbit elements are presented in Swank et al. (2002).

Vadali (2002) obtains relative motion solutions for satellite formation flying in eccentric, J₂-perturbed orbits using a relative orbit elements approach, again by considering the solution in terms of relative displacements in the LVLH Hill frame. The relative motion is projected onto a unit sphere by normalisation of the Hill coordinates, conversion into relative orbit elements and the series solution to Kepler’s equation. The solution is also written as a function of time, and is applicable for mean or osculating orbit elements.

Kormos and Palmer (2002) describe the derivation of a high fidelity relative motion model using epicycle elements which are easily converted to the Hill frame for visualisation of relative motion. A reference (ghost) orbit incorporating just the secular perturbation terms (for J₂ in this case) is specified in epicycle elements, and first and second order element differences are derived including both the effects of J₂ and drag. A number of other studies concerning the effects of the J₂ perturbation are reviewed in section 3.1.4.1.

More recent work, performed since the definition of the thesis aims, has involved the comparison of different modelling methods, and the reconfiguration of satellite formations. Based on work by Junkins et al (2003), Alfriend and Yan (2003) propose a modelling error index and compare linear and nonlinear relative motion models for reference orbits with a range of eccentricities and formations with a variety of separations to determine which is the most accurate. The models considered include the Hill equations, the Gim-Alfriend STM (2002), an STM solution for low eccentricity (a reduced form of the Gim-Alfriend STM), a model similar to the Tschauner-Hempel equations which describe relative motion in an elliptic orbit (Carter, 1998), and a
method for predicting long-term relative motion based on the nonlinear transformation of the mean orbit elements to the LVLH frame. The basic Hill equations are found to model the relative motion the least accurately for all test cases, and predictably the low eccentricity model does not perform well at high eccentricities. The Gim-Alfriend STM approach is consistently the most accurate nonlinear model for smaller satellite separations.

Formation reconfiguration methods based on Hill and orbit element approaches for satellites in LEO are described in section 3.1.5.3, based on more recent work by, for example, McLaughlin, Alfriend and Lovell (2002), Vaddi, Alfriend and Vadali (2003) and Sengupta and Vadali (2004).

3.1.1.4 Discussion

In this section, a summary of the advantages and disadvantages of the Hill equations and relative orbit element approaches for the modelling of satellite formation flying dynamics in LEO is presented (Table 3-4).

If initially the two methods are compared in the absence of orbit perturbations, it is immediately clear that the Hill equations are limited by virtue of their sole application to the circular reference orbit case, whereas the relative orbit elements (where true anomaly is replaced by mean anomaly) remain constant and valid for any orbit eccentricity. The Hill equations only hold for satellites in fairly close proximity, and therefore in the long-term it is necessary for the satellites to maintain bounded relative motion by the appropriate choice of initial conditions. This requirement for the formation not to drift apart significantly limits the number of practical formation configurations. The Hill equations are linearised and will therefore experience associated linearisation errors which are significant. A number of authors investigate the effects of linearisation, and this is discussed in chapter 4. However, due to their simplicity, the linearised differential equations can be solved analytically, enabling the limitations to be observed, and relative orbit shapes to be easily visualised.

For control system design, the Hill equations form the familiar state matrix, but the determination of the relative mean orbit element rates does not require the solution of differential equations. Therefore, the models are suitable for different types of control system design, and can be subject to different types of stability analysis.

The orbit element approach applies the Lagrange equations as the fundamental orbit element model in the literature. While the direct relationship between the variation of orbit elements and control forces provides insight into when a particular element should be adjusted to minimise fuel expenditure (for example, inclination should be adjusted at the equator, but longitude of ascending node should be adjusted at the pole), any feedback control accelerations act on the osculating orbit element dynamics of a single satellite, and not on relative elements.

Although the intention within this literature review is to discuss the effects of orbital perturbations in section 3.1.4, many of the papers describing the application of the orbit
elements approach to formation flying dynamics modelling do so in the presence of the Earth oblateness perturbation, $J_2$. The orbit elements description of single satellite motion is easily augmented to incorporate the effects of orbit perturbations, and differenced to obtain relative orbit effects. The use of mean orbit elements for formation design and formation flying control has been described from the literature, where it was demonstrated that this approach is effective for efficiently maintaining a formation (preventing relative drift) in the presence of orbit perturbations. However, the primary disadvantage of this approach is that controllers are governed by the mean orbit elements, and the other short (and long) period motions during an orbit are neglected although they may be very significant for practical operations. Relative mean orbit elements enable the orbit geometry to be defined, but do not guarantee that the satellites will remain close together, particularly if impulsive control is applied. However, the Hill equations enable close-proximity relative position and velocity to be continually evaluated and maintained, although it is claimed that the Hill equations in their basic form are not appropriate for control system design for long-term formation flying missions, as they will demand excessive fuel use in eliminating any effects of external perturbations.

<table>
<thead>
<tr>
<th>LVLH Hill Equations</th>
<th>Relative Orbit Elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Limited to circular reference orbit</td>
<td>• Valid for any orbit eccentricity</td>
</tr>
<tr>
<td>• Only apply for bounded motion, for satellites in relatively close proximity or contravene model assumptions</td>
<td>• Apply for any satellite separation</td>
</tr>
<tr>
<td>• Incorporates linearisation assumptions</td>
<td>• No linearisation assumptions</td>
</tr>
<tr>
<td>• Analytical solutions are easily obtained</td>
<td>• No equations to solve</td>
</tr>
<tr>
<td>• Initial conditions for bounded motion can be derived, although they are inaccurate for perturbed or eccentric orbits</td>
<td>• Initial conditions for bounded motion can be derived for circular and eccentric orbits in the presence of perturbations</td>
</tr>
<tr>
<td>• Easy to visualise relative motion/the relative orbit shape</td>
<td>• Very difficult to visualise relative motion/the relative orbit shape but gives good visibility of individual orbit shape</td>
</tr>
<tr>
<td>• Useful for formation design</td>
<td>• Useful for formation design</td>
</tr>
<tr>
<td>• Useful form for control system design</td>
<td>• Controllers do not act on relative elements, but on element error dynamics</td>
</tr>
<tr>
<td>• No mathematical transformations are required for control system design and implementation</td>
<td>• Transformations between mean and osculating orbit elements is required in the presence of orbit perturbations</td>
</tr>
<tr>
<td>• No singularities in the basic form of the equations</td>
<td>• Singularities exist when forces are experienced</td>
</tr>
<tr>
<td>• Do not account for orbit perturbations in their basic form – but effects can be incorporated</td>
<td>• Orbit perturbations easily incorporated</td>
</tr>
<tr>
<td>• More appropriate for high precision and close proximity formation flying</td>
<td>• Orbit geometry is easily maintained but short period motions are not captured</td>
</tr>
<tr>
<td>• Dynamics are described in the frame within which the real relative position and velocity data can be measured by sensors on-orbit</td>
<td>• LVLH frame relative position data must be converted to orbit elements for element feedback control</td>
</tr>
</tbody>
</table>

Table 3-4: A Comparison of Relative Motion Modelling Techniques
The lack of precision formation flying associated with impulsive control of mean elements at different sections in an orbit may hinder certain formation operations and limit applications, although the orbit elements approach appears to be a more practical approach to natural formation design. However, both modelling approaches can be usefully applied to the problem, each providing insight from a different perspective.

The relative mean orbit elements are extremely useful for formation design, and for determining the desired mean elements of the deputy satellite, based on the mean orbital elements of the chief. Using this approach, controllers act on the error between the actual mean orbit elements of a deputy satellite and the desired mean orbit elements, by introducing forces that cause the osculating elements to vary. Any orbit element control law in the presence of perturbations will therefore involve transformations between the mean and osculating elements. This transformation has been found to be significant, and must be included within the control process, and any simplifications of the transformation incorporate error.

Both models also have practical limitations. For example, if forces are applied to the orbit elements model at zero inclination or eccentricity, singularities occur, and if a formation invariant to the $J_2$ perturbation is to be designed around a polar reference orbit, an impractically large relative eccentricity is required. The Hill equations are limited in the perturbed environment, as they do not incorporate $J_2$ and other perturbation effects in their basic form. When relative motion is compared to a numerical solution with perturbations included, the most significant error is introduced by the secular drift of the formation away from the circular reference orbit, even when applying the initial conditions for bounded motion. However, authors at MIT have incorporated the averaged $J_2$ perturbation as a disturbing force in the Hill equations with great success, although in the process introduced other model limitations. These are discussed in more detail in chapter 4. Circular orbit limitations are no longer critical as other Hill-type models are available for elliptic orbits (refer to section 3.1.4.4).

Time explicit relative motion solutions have been obtained for both models. Solutions for the basic Hill equations and higher fidelity versions are used to generate initial conditions for near-bounded relative motion in the perturbed environment. The orbit elements approach does not require solutions in the conventional sense, but the nonlinear algebraic problem has been transformed into a linear one and expressions have been derived for the behaviour of mean and osculating orbit elements over time using a state transition matrix approach in the presence of orbit perturbations. Comparative work showed that the Hill solutions (in their basic form) were the least accurate. This is expected since orbit eccentricity and perturbations are neglected in the Hill equations. However, in section 3.1.2, a number of mission-targeted studies are reviewed, and these illustrate a range of practical uses for natural formations arising from the Hill equations. The evaluation of the orbit elements approach in terms of acceptable modelling error for mission design, and the application of $J_2$ invariant orbit design for a particular mission application, has not been demonstrated in the literature and further research is required.

It is important to highlight the issues associated with the practical implementation of control systems in terms of the orbit elements. Controller designs inevitably require
consideration of relative position and velocity in terms of the Hill coordinate frame, as in reality, the orbital elements cannot be instantaneously measured and directly applied to onboard control, whereas linear distance between two satellites in the Hill frame could be measured by various metrology systems (refer Table C-1, appendix C). For this reason hybrid models incorporating both modelling approaches are being considered for LEO formation design and control. However, not only must transformations be performed between the osculating relative orbit elements and the relative Hill parameters, but also between the mean and osculating elements for each satellite. For example, when formations are designed using mean orbit elements, these must be converted to osculating elements before control force effects are evaluated. Depending on which relative position measurement strategy is being applied, transformations between the Earth Centred Inertial (ECI) frame, mean and osculating orbit elements and the Hill Cartesian or curvilinear frame parameters (Figure 3-1) may be required. Clearly, although some of them can be carried out in nonlinear form at the expense of time and processing power, these transformations introduce errors.

In conclusion, each model has particular advantages, and the approaches remain complementary. To date, the direct comparisons between model behaviour have found the orbit elements approach to be the most accurate in capturing the relative motion, however the approach is compared only to the basic Hill equations with at most, a modified orbital rate to compensate for some of the along-track drift due to the J₂ perturbation. The inability of the Hill equations to cope with reference orbit eccentricity is also highlighted as a problem. However, it would appear to be an unfair comparison since there exist numerous separate models for relative motion in elliptical orbits, and the Hill equations can be augmented to incorporate J₂ effects. This is addressed further in chapter 4.

The best modelling approach also appears to be task dependent, depending on whether the priority is to retain the overall geometry of the formation, or capture the short-period relative motion for shorter-term high precision formation flying. In the latter case, a set of high fidelity Hill-type equations is likely to be the most practical model. Formation modelling requirements also depend on the application of the mathematical model to control system design. In all cases, a higher fidelity model is desirable, but not at the expense of complexity and significant additional processing power.

For the investigation performed in this thesis, the approach of linearising the gravity gradient at a reference point has been selected. The understanding gained from the development of Hill-type relative motion models and the addition of perturbation terms is applied to the development of a linearised formation flying dynamics model for satellites at the L2 Lagrange point (section 3.2). The primary advantages of this modelling approach have been presented in this section, and while the orbit elements approach has definite benefits for many applications, the emphasis of this study is not formation design, and instead focuses on the requirement for precise control of multiple satellites in close proximity. Complex conversions between the orbital elements and the Hill frame are mostly avoided, and the more practical aspects of relative motion sensor modelling and relative orbit visualisation become straightforward.
3.1.2 Formation Flying Mission Studies and Applications

A summary of the current and planned multi-spacecraft missions was presented in chapter 2. In this section a more detailed review of some of the research performed in direct support of the LEO (and GEO) formation flying missions and other specific scenarios is presented, based on the recent literature. The technical detail is referenced in other sections according to the contributions of each study in each of the categories in Table 3-1. The following subsections group together the studies related by mission type (rather than, for example, author, location, or sponsoring body). These fall into the categories of surveillance systems pointing towards the Earth, astronomical observatories looking away from the Earth, and any additional relevant studies relating to cluster and constellation missions.

3.1.2.1 Interferometric Earth Observation and Imaging

Under the broad funding of the AFRL, both in support of the former TechSat21 mission, and generally in support of research into distributed systems, a number of formation flying studies were performed at MIT for Earth observation and imaging. In these studies, both the ability of the formation to perform the mission task is considered in parallel with orbital mechanics considerations.

Mallory, Jilla and Miller (1998) optimise the orbital elements of a formation of spacecraft in geosynchronous Earth orbit to maximise image quality. Their constellation design method to maximise u-v plane coverage for interferometry almost eliminates the need for propellant (interferometric imaging was introduced in chapter 2). In this case, the system is assumed to operate in the radio regime, where amplitude and phase information can be accumulated in order to reconstruct an image after post-processing. A maximum number of satellites, required for absolute coverage of the u-v plane, is found to exist. However, this number depends on the resolution required, which in turn directly relates to the pixel density at the detector. Path length control, post-processing techniques, coherence lengths, and metrology issues are not considered, but would be important considerations in the design. For a formation at lower altitude, orbital perturbations would have an increasingly significant effect and must also be taken into account.

Kong, Miller and Sedwick (1999) design and optimise a geosynchronous interferometric Earth imager operating in the optical regime, which therefore requires the addition of a combiner spacecraft to interfere the light in real time, rather than by post-processing at radio wavelengths. As a case study, the mass data of the former NASA Deep Space 3 mission satellites are applied to the designs (Sohus, 2001). By considering the basic Hill description of the relative motion dynamics (section 3.1.1.1), an initial estimate is made of the fuel consumed by different satellite formations. Fuel use is evaluated for a range of formation orientations, or in other words, variations in the interferometer line-of-sight (the proposed satellite formations are summarised in section 3.1.3). The use of optical delay lines rather than the fuel-consuming slewing of the formation to ensure the correct wave front interference at the hub is also investigated. Interferometric requirements for the formation were specified at the outset,
and it was found that a for a geosynchronous, visible Earth imager, a six-collector plus combiner system operating as a steered planar circular array was optimum.

A study by Sedwick, Kong and Miller (1998) considers the simplest natural formations of multiple of satellites in LEO, arising from bounded solutions to the Hill equations. Like the figure-of-eight GEO constellation described above, no fuel is required to maintain them (the use of the Hill equations for formation design is described in section 3.1.3.1). The effects of environmental perturbations, including gravitational, atmospheric, Solar radiation and electromagnetic forces, on the fuel used for formation maintenance are estimated. Image formation by interferometry and the effects of baselines are considered, and three types of suitable formation are proposed. Building on this, Sedwick et al. (1999) make improved ΔV estimates for station-keeping of a LEO formation based on the dimensional analysis of environmental perturbations. By counteracting any secular terms (which would drive the formation apart) and smaller periodic motions (which would be likely to affect the ability of the formation to perform interferometric imaging), estimates of fuel use for the TechSat21 mission are made. Although the analysis is simplified by the consideration of polar orbit formations only (although for a formation, the orbit of at least one of the spacecraft needed to be non-polar), they conclude that the fuel requirements for simply preventing the drifting apart of a formation in the perturbed environment are practical. However, actively eliminating small, periodic motions or manoeuvring would be too costly and not viable for a LEO mission. Sabol, Burns and McLaughlin (1999) evaluate the fuel required to maintain natural formations derived from the Hill equations, when subjected to orbit perturbations. Significant fuel is required to counteract the J₂ perturbation for a circular planar TechSat21 formation.

Schaub and Alfriend (2000b) of Texas A&M University, whose formation flying work has primarily involved the analysis of J₂ invariant orbits and control system design using orbit elements, comment that they agree with Sedwick et al. (1999) and Sabol et al. (1999), (2001) about the importance of designing natural LEO formations. Sedwick’s results are referenced to justify the use of mean orbit elements which only take into account secular drifts in formation relative orbits, and neglect any smaller, periodic relative motion (the orbital elements description of relative motion dynamics was introduced in section 3.1.1.2). Schaub and Alfriend (2001) claim that to eliminate such periodic motions would create excessive fuel requirements, and that the motions are sufficiently small to lie within the margins of acceptable tracking error. However, no mission-specific study has been performed to demonstrate this, and the magnitudes of these small-scale periodic motions, hidden by mean elements considerations, are not presented.

A later study by Kong and Miller (2001) addresses cluster initialisation and resizing for the three-satellite TechSat21 flight experiment mission. Minimum energy trajectories are proposed using an optimal control approach, for both the manoeuvring of an individual satellite within the formation for deployment or formation initialisation, and for formation resizing. The balance of fuel used against time to perform the manoeuvre is investigated (formation manoeuvring is discussed further in section 3.1.5.3). A low altitude orbit of 600km was specified, and it was therefore necessary to include the
primary perturbation force \((J_2)\) in the Hill relative motion equations (Schweighart and Sedwick, 2001b).

Schweighart and Sedwick (2001b) rectify some of the oversights of earlier analysis by Sedwick et al. (1999) and consider the differential \(J_2\) perturbation effect on a formation at any inclination (rather than just polar). This time, they acknowledge the effect of the perturbation on cross-track relative motion in addition to the along-track and radial directions, and amend the equations to match the orbital rate of the Hill frame origin on an unperturbed circular reference orbit to that of the perturbed cluster to maintain linearisation assumptions. A phenomenon, described as ‘tumbling’ is identified whereby a circular projection of a formation in LEO reduces to a linear projection due to the difference in period of the in-plane and cross-track terms, caused by the precession of the argument of periapsis. The period of the cross-track motion is found to depend on the moving location of the intersection of orbit planes of different satellites in the formation, and the linearised cross-track equation of motion is found to hold only for equatorial orbits. A more robust cross-track motion model was later developed (since the definition of the thesis aims), based on the geometry of the intersecting orbital planes of \(J_2\) perturbed satellites (Schweighart and Sedwick, 2002). This model development is discussed further in section 3.1.4.1 and chapter 4.

The most recent work on formation flying at MIT is supported by NASA who plan to use electromagnetism (electromagnets and reaction wheels) for formation control (Schweighart and Sedwick, 2004). This eliminates the problem of exhaust plumes affecting other members of the formation, and provides a much longer term propulsive resource for multiple formation manoeuvres in LEO. However, there are spatial limits over which this method of control can be applied as the forces reduce with the fourth power of satellite separation. A testbed is being constructed to examine the feasibility of an electromagnetic system for LEO formation flying control.

A review of progress in a number of research areas that have supported the TechSat21 concept up to 2001 is provided by Garnham et al. (2001). These include a brief overview of formation flying dynamics, relative navigation, cluster management and autonomy, inter-satellite communications, and development of the radar payload. In particular, the three-satellite flight TechSat21 precursor flight experiment is described.

Researchers at CNES have performed a feasibility study and mission analysis of an “interferometric cartwheel” (Amiot et al. (2002)). A formation of three receiver satellites trace an elliptical relative orbit, centred upon and following a single SAR satellite for improved terrain elevation mapping.

3.1.2.2 Interferometric Astronomy

Kong and Miller (1998) at MIT present the first in a series of studies for the NASA Deep Space 3 (DS3) mission to optimise u-v plane coverage without considering any gravitational effects on the formation. The mission aimed to image a distant point source using a two-telescope plus combiner optical interferometer. In a later paper, Kong, Miller and Sedwick (1999b) perform a LEO study into the use of natural
formations derived from the Hill equations (equations (3-1)) to provide the equivalent x-y plane. They apply the geosynchronous Earth imager formation design approach, described in section 3.1.2.1, to a new scenario enabling optical interstellar interferometry from LEO. In their previous Earth imager study (Kong et al, 1999), it was established that interferometry could be performed by placing collector or telescope satellites on a natural relative trajectory in the Hill frame, and a combiner or hub spacecraft at the focus of a paraboloid fitted to the free orbit trajectory. This was contrasted with a steerable planar circular array formation. In this case, the feasibility of these formations in a Sun-synchronous orbit to perform interstellar interferometry was considered. Kong et al. suggest that the advantages of a Sun-synchronous orbit include the provision of a continuous power supply, and the generation of a useful facility for observing objects in the ecliptic. Again, a high altitude was assumed for their study as orbit perturbations are neglected. A significant proportion of the study relates to the use of optical delay lines for steering the interferometer line-of-sight, and the effect of long delay lines on spacecraft dry-mass.

3.1.2.3 Scientific Earth Observation and Communications

In this section, papers relating to non-imaging Earth observation missions are discussed. They include atmospheric and magnetic environmental observation and experimental or communications multisatellite missions that involve some element of formation keeping or collaborative control. Again, the reader is referred to the mission descriptions of the formation flying missions survey in chapter 2 and appendix A.

Mazanek et al. (2000) describe the development of mission analysis software and station-keeping fuel use estimation in the presence of perturbations for GRACE, the Gravity Recovery and Climate Experiment mission. GRACE was launched in March 2002 to perform more accurate geodesy, oceanography, and to support research in other Earth sciences, for example, plate tectonics. The two satellites are loosely formation flying in a leader-follower formation, maintaining a separation of between 170 and 270km using regular station-keeping manoeuvres, and making inter-satellite range measurements to micron level using a K-Band microwave tracking system (Mauldin, Bettadpur, and Fowler, 2004). Stevens, Rodden et al. (2000) describe the development of simulation software verification and validation tools for the attitude and orbit control system for GRACE. This enabled pre-mission investigation of the likely fuel use for mission operations and attitude and formation maintenance.

Bainum proposes a strategy for maintaining a planar satellite formation in elliptical orbits to make simultaneous field measurements. The work is primarily targeted at the Auroral Multiscale Mission (or Auroral Cluster Mission) which aims to measure the curl of the Earth’s magnetic field (Tan, Bainum, and Strong, 1999). Formation design, initial deployment and formation maintenance by Lyapunov control are considered (Tan et al, 2000), (Tan and Bainum, 2001).

The first NASA formation flying mission involving the technology demonstrator, Earth Observing-1 (EO-1) and the Landsat7 satellite flying in a ground-track-leader-follower, circular orbit formation is introduced in chapter 2. Folta and Quinn (1998) and Folta and
Hawkins (2002) describe the operation of the control system onboard EO-1 which autonomously maintains the formation. The Landsat7 satellite remains free-flying, and all position data and manoeuvres of this ‘leader’ satellite are obtained or controlled from the ground. Aspects of the control system are user defined, for example, the manoeuvre timing, but the approach involves onboard software taking the position data of EO-1 (from GPS) and Landsat7 (from the ground), and generating corrective manoeuvres to maintain the formation flying tolerances. Propagating the satellite positions forward in time, a desired target position is specified for EO-1 relative to Landsat7, at a particular time in the future. EO-1 propagates this target position backwards in time to determine a set of desired initial conditions which would allow EO-1 to reach the target without manoeuvring. A reference trajectory involving any desired number of corrective manoeuvres is determined for a given manoeuvre window. During the manoeuvre, at each selected manoeuvre point beyond the actual satellite position, backwards propagation is used to determine the Keplerian trajectory to that next manoeuvre point. This provides new position and velocity error data for the state transition matrix solution to determine the necessary corrective ΔV in three axes which will enable the EO-1 satellite to arrive at the next control point. A subsequent corrective velocity-matching manoeuvre is then performed once the correct position has been attained. This can be repeated many times as a sequence of small manoeuvres or could be implemented via two larger manoeuvres with only the start and end points of the reference being the manoeuvre points. This low frequency manoeuvring, similar to a Hohman transfer was found to be successful during the mission (Folta and Hawkins, 2002). Of course, in this first formation flying mission, relative motion dynamics models are not implemented and on-orbit relative position measurements are not made, however, the autonomous trajectory generation, manoeuvre planning and execution based on relative position tolerances has been successfully demonstrated.

Although, in general, constellations of communications satellites have not been considered as formations, it is appropriate to mention the autonomous station keeping strategy for satellites maintaining equal separations around an orbit proposed by McInnes (1995). By simulating the variation in separations between different satellites in terms of system potential to effectively generate repulsive and attractive forces between satellites, a formation control strategy is derived. The use of potential functions for satellite formation flying guidance and control in the vicinity of the L2 Lagrange point is discussed in section 3.2.5.

3.1.2.4 Discussion

This review has demonstrated that, in general, for the precision formation flying interferometry missions, Hill-type relative motion models have been applied to the formation design, dynamics modelling and control. The orbit element approach advocated by authors at Texas A&M University is not applied in a mission specific context, although very similar work is performed at Howard University in the context of a scientific Earth observation mission (Tan and Bainum, 2001). This mission does not require the same level of formation flying precision as the other applications considered in this section.
3.1.3 Natural Formation Dynamics and Formation Design

A significant proportion of the available literature on LEO (and GEO) formation flying involves some aspect of formation design. To reduce the fuel required to maintain a formation of satellites in LEO to a practical level, it is necessary to design a functional formation using, as far as possible, any naturally available formation dynamics. Approximate natural relative orbits can be derived most easily for Keplerian orbits, in terms of relative orbit elements, or in terms of an axis system based at the reference or ‘chief’ satellite. The advantages of both approaches in terms of formation design flexibility and visualisation in the perturbed environment were highlighted in section 3.1.1.

In this section a summary of the status of formation design approaches and tools is presented. Formation design using the Hill equations and orbit elements are considered in separate subsections, and the application of both approaches to the design of $J_2$ invariant relative orbits is included. Mission specific formation designs have already been described in section 3.1.2.

3.1.3.1 The Hill Equations and Formation Design

For the Hill equations, the derivation of natural formations in the unperturbed environment is based completely on the analytical solutions to the equations of relative motion, and the formations are defined through the choice of initial conditions.

Sabol, Burns and McLaughlin (1999), (2001) present the unperturbed Hill equations, and their solutions as a preliminary formation design tool. The initial condition to avoid along-track secular growth in separation between satellites in near circular orbits is given by

$$\dot{y}_0 = -2nx_0$$

(3-17)

where $x_0$, $\dot{x}_0$ and $y_0$, $\dot{y}_0$ are the initial radial and along-track satellite separations and relative velocities respectively (the axis system is illustrated in Figure 3-1). In addition, along-track offset is eliminated by setting

$$y_0 = \frac{2\dot{x}_0}{n}$$

(3-18)

Analysis demonstrates that if these conditions are enforced, both satellites have the same orbit energy, and therefore the same semi-major axis, $a$. Bounded motion of the unperturbed Hill equations is considered further in chapter 4. The closed-form solutions given by equations (3-19) which incorporate the initial conditions of equations (3-17) and (3-18), can then be applied to formation design.
In linearised form, the oscillatory cross-track \( z \) motion is decoupled from the in-plane \( (x-y) \) motion which traces a 2:1 ellipse in the orbit plane. In combination, a periodic 3-D elliptical relative motion is produced which is the basis for many formation designs.

Sabol et al. (1999) consider four types of formation design. These include the in-plane (or leader-follower) formation where satellites separated by mean anomaly follow each other around the same orbit, an in-track formation which enables the satellites to follow the same ground track, a circular formation which enables the satellites to maintain a circular relative orbit, and a projected circular formation. In the latter case, the relative orbit is elliptical, maintaining a fixed satellite separation distance, and therefore projecting a circle in the \( y-z \) plane. Both the circular and projected circular formations occur for specific inclinations.

The stability of these ‘natural’ formation designs over a year in the presence of orbit perturbations is investigated using a mean orbit element propagator (refer to section 3.1.1.2). The leader-follower formation is found to be stable in the presence of perturbations, although for a planar formation following a frequently repeated ground track, tesseral harmonics were found to cause small but significant long period changes in semi-major axis. The circular and projected circular formations, practical for Earth surveillance and imaging missions, are found to be highly unstable due to the \( J_2 \) perturbation. Results demonstrate that the most detrimental effect of Earth oblateness on formation maintenance is the differential drift in longitude of ascending node caused by the difference in inclination of the satellites in the formation. The drift in the line of apsides also introduces error. These and other effects of the \( J_2 \) perturbation are considered further in sections 3.1.3.2, 3.1.4.1 and chapter 4.

Relative orbit design software tools have been developed for the AFRL DASL (Distributed Architecture Simulation Laboratory) testbed (Tollefson, 2001) and at ESA (Udrea, 2003), based on the natural formation solutions to the Hill equations. Tollefson implements a form of equations (3-19) for formation design and visualisation, and explores all the possible types of orbit solution in terms of relative orbit amplitudes and phases in the LVLH Hill frame. After the formation has been designed, a two-body orbit propagator determines the actual trajectory of each satellite, highlighting the errors associated with linearisation of the Hill equations. Orbit perturbations are not included. Useful design parameters are obtained from the propagated motions, for example, closest approach distance and time for different combinations of potentially high numbers of satellites in the formation.

For interferometer design, the natural formation dynamics derived from the Hill equations are considered in conjunction with efficient u-v plane coverage and performance metrics based on image quality (Mallory et al. (1998), DeCou (1991)).
Kong, Miller and Sedwick (1999), (1999b) examine formation architectures where only zero-fuel or natural solutions are used as trajectories for the telescope satellites of an optical interferometer. These comprise a 2:1 free ellipse in the vertical plane (x-y in the Hill frame) and oscillatory motion in the cross-track (z) direction, which form natural bounded solutions to the Hill equations (equations (3-19)).

Their formation design proceeds by the fitting of a circular paraboloid to the free elliptical relative motion trajectory, and the combiner spacecraft would then be located at the focus of the selected paraboloid, enforcing the requirement for equal path length from a distant target. Kong et al. (1999) investigate the family of potential paraboloids which can be applied to a given ellipse, and derive an optimum formation based on minimising the fuel required to hold the combiner in a position offset from the Hill origin. Only a limited number of paraboloids can be fitted, thus limiting the number of projected circular formations and therefore operational lines-of-sight. To image any part of the Earth’s surface requires the formation to be steerable, and Kong et al. propose that this can be achieved by delay line adjustment to enable the same wave front to be interfered at the combiner spacecraft.

The limitations of this study include the fact that only instantaneous u-v coverage associated with Fizeau interferometry is considered. This requires larger apertures, and for the shortest required baseline these must be located impractically close together (within two aperture diameters) risking collision or plume impingement. The orbital dynamics studied here also does not include perturbations in the equations of motion, although they conclude that the propellant requirement for a GEO Earth imager would be ‘rather small to affect the results’. Using similar formation design process, Kong et al. (1999b) proposed an interstellar imager to operate in a low Earth Sun-synchronous orbit (this was reviewed in section 3.1.2.2).

Vaddi, Vadali and Alfriend (2003), (2002) attempt to identify new initial conditions which enable the design of closed relative orbits for satellite formations, and which take into account nonlinearity in the Hill equations and orbit eccentricity. Initially, the Hill equations are extended to include quadratic terms, and solved using a first order perturbation solution, and a bounded solution to the linear Hill equations written in terms of true anomaly is obtained for an eccentric reference orbit. Perturbation solutions are then derived for the combined nonlinear and eccentric problem.

It is also possible to combine the Hill frame initial conditions with relative orbit elements considerations to incorporate the effects of the $J_2$ perturbation in those conditions and prevent the consequent drift (Vadali, Vaddi, and Alfriend, 2001). Schweighart and Sedwick (2001a) derive new Hill-type linearised relative motion equations, and closed form solutions which include the $J_2$ perturbation. The effects of $J_2$ on the formation are considered further below (section 3.1.3.2) and in chapter 4.

3.1.3.2 Orbit Design Using Relative Orbit Elements

The use of relative orbital elements to describe relative motion dynamics was introduced in section 3.1.1 and their particular application to formation design
complements the considerations for the Hill description of relative motion (section 3.1.3.1). The constraint in terms of orbit elements equivalent to that specified in equation (3-17) in the Hill frame is given by equation (3-20).

\[
\delta a = 0
\]  

(3-20)

Of all the orbit elements which describe unperturbed motion of each satellite, the only relative parameter which prevents the formation from drifting apart is semi-major axis, \(a\), as this enforces matching of the orbit period of each individual satellite, and prevents secular growth in along-track separation. The Hill equations conditions hold for circular orbits and small relative orbits, however, the relative orbit elements constraint applies to elliptical orbits and relative orbits of any size. Under this constraint, the formation will expand and contract, but the motion will remain bounded and the maximum amplitude of oscillatory along-track motion \(y\) is given by \(2a\delta e\). The conversion of equation (3-20) back into the Hill frame using the linear mappings (equations (3-14), section 3.1.1.3) for small eccentricity, \(e\), produces the new Hill frame constraint for bounded motion. When eccentricity is zero, equation (3-21) reduces to equation (3-17) (Schaub and Junkins, 2003).

\[
\dot{y}_0 + (2 - 3e)nx_0 = 0
\]  

(3-21)

In the absence of perturbations, a class of ‘rotating formations’ which retain their shape when viewed from Earth is defined by Hughes and Hall (2000). The formation size and angular separation between the satellites, which is deemed a measure of formation performance, are designed in terms of orbital elements of the deputy satellites. These are separated by right ascension of the ascending node and true anomaly in order to form an elliptical relative orbit with respect to an equatorial circular reference orbit. Analytical expressions relating design parameters and the orbital elements are derived, and applied to optimal formation design for different numbers of satellites in the formation. No orbit perturbation effects are included in the analysis.

Tan, Bainum and Strong (1999), (2000) propose the design of relative orbits in order to maintain a constant along-track separation between satellites in an elliptic orbit for magnetic field measurements. As the separation would have to be continually controlled at great expense if the satellites followed each other in an identical orbit due, in particular, to their relative motion towards apogee and perigee, an alternative is proposed. Each satellite retains the same semi-major axis, but these are reoriented so that each argument of perigee is slightly different, and the phase angles are correspondingly adjusted so that the satellites retain their separation without control (to around 2.4% in the unperturbed case).

**J\(_2\) Invariant Relative Orbits**

Significant research at Texas A&M University has been performed into the derivation of constraints that ensure bounded relative motion of satellites in any orbit when subject to the J\(_2\) perturbation, and in this context the bounded relative orbit is defined as a J\(_2\) invariant relative orbit (Schaub and Alfriend, 1999), (Alfriend and Schaub, 2000), (Alfriend, Yan, and Vadali, 2002).
The effect of $J_2$ on a satellite orbit is discussed further in chapter 4, however in summary the perturbation is known to cause:

- Short and long-period oscillatory effects on relative motion
- Secular drift in the mean longitude of ascending node ($\Omega$)
- Secular drift in the mean argument of perigee ($\omega$)
- Secular drift in the mean anomaly ($M$)

To overcome the secular drifts, constraints on the mean orbit elements are derived to eliminate their effects on relative motion to first order. (The short period motions due to $J_2$ are not considered in the derivation of conditions for bounded motion). The following conditions on the relative orbit elements are found to hold (Schaub and Junkins, 2003).

$$\delta \eta = -\frac{\eta}{4} \tan \delta \delta i$$

$$\delta L = \frac{J_2}{4L^4 \eta^7} \left(4 + 3\eta \right) \left(1 + 5 \cos^2 i \right) L \delta \eta$$

where $i$ is inclination, $\delta$ denotes relative parameters, $L$ is a non-dimensional measure of semi-major axis, $a$, ($r_E$ is Earth radius), and $\eta$ is a function of eccentricity, $e$, given by equations (3-23).

$$L = \sqrt{a/r_E}$$

$$\eta = \sqrt{1 - e^2}$$

The secular drifts in $\Omega$, $\omega$, and $M$ are functions of $L(a)$, $\eta(e)$ and $i$, and for these drift rates to be matched ($\delta \dot{\Omega}, \delta \dot{\omega}, \delta \dot{M} = 0$), $a$, $e$ and $i$ must be equal which does not leave much flexibility in the formation design (Schaub and Junkins, 2003). Instead, the relative argument of latitude rate (the derivative of $\delta f$ in Table 3-3) is constrained to zero and equations (3-22) result. These conditions are applied to a $J_2$ invariant relative orbit formation design test case for the verification of a relative dynamics model in chapter 4.

**$J_2$ Invariant Orbits**

Koon, Marsden, Murray and Masdemont (2001) use Routh reduction and Poincare section techniques to identify $J_2$ invariant orbits for a single spacecraft (whose orbit therefore remains periodic in the presence of $J_2$). A simplified equation of motion for an individual satellite in LEO and subject to the $J_2$ perturbation is defined. The radial positions and velocities of the spacecraft with respect to the rotation axis of the Earth, are plotted against each other each time the satellite crosses the equator over a number of orbits to create a Poincare map. Concentric lines of constant spacecraft energy are produced on the map for different initial conditions. These lines encircle a single point that represents a periodic orbit, and the initial conditions associated with this periodic $J_2$ invariant orbit can then be deduced. For formation design, it is possible to select a number of nearly-$J_2$-invariant orbits from the Poincare map near the periodic orbit point. The authors use this method to identify initial conditions at the equator for each satellite to enable the formation to be maintained for many years without being controlled. This
is because the satellites have the same energy, the same out-of-plane component of angular momentum, and the orbits are near circular (but not quite closed). Ultimately, the effectiveness of this and the mean orbit elements approaches to formation design depends on the additional fuel that would be required to counteract any short-period station keeping requirements of a particular mission.

3.1.3.3 Discussion

The design of practical natural formations of satellites that require no fuel to maintain can be achieved by either a Hill equations or orbit elements approach. While these formations are important to reduce fuel use to practical levels over a mission lifetime, a formation design will be strongly application dependent, and certain manoeuvres may take a satellite outside its natural orbit. It is possible to derive solutions to unperturbed relative motion equations and constraints on orbit elements which will ensure that the formation does not drift apart over time, however in the presence of perturbations, the problem becomes more complex. In this section, examples from the literature have highlighted that both approaches have been applied to mission design. A Hill equations approach has been selected for interferometry mission design where greater continuous relative motion precision is required, and the orbit elements approach has been used for the design of a scientific measurements mission, which did not require precision formation flying to the same degree. Table 3-5 summarises the relative merits of each approach to formation design in LEO.

<table>
<thead>
<tr>
<th>Hill Equations</th>
<th>Orbit Elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>• In the absence of perturbations the Hill equations are straightforward to</td>
<td>• No equations need to be solved to derive a suitable bounded motion constraint.</td>
</tr>
<tr>
<td>provide initial conditions for bounded relative motion.</td>
<td>In the absence of perturbations, a simple semi-major axis constraint based on</td>
</tr>
<tr>
<td></td>
<td>orbit period matching satisfies the bounded motion requirement.</td>
</tr>
<tr>
<td>• A number of practical formations can be visualised – in-plane, repeat</td>
<td>• More difficult to visualise bounded formations, particularly for specific</td>
</tr>
<tr>
<td>ground-track, circular and projected circular formations.</td>
<td>applications.</td>
</tr>
<tr>
<td>• Formation design is limited to circular reference orbits and small relative</td>
<td>• Formation design is immediately applicable to eccentric reference orbits and</td>
</tr>
<tr>
<td>orbits.</td>
<td>any relative orbit.</td>
</tr>
<tr>
<td>• In the presence of orbit perturbations, a range of techniques can be used</td>
<td>• In the presence of the J_2 perturbation, relationships between relative</td>
</tr>
<tr>
<td>to augment and solve the Hill equations to obtain new bounded initial</td>
<td>orbital parameters have been derived to prevent drift.</td>
</tr>
<tr>
<td>conditions.</td>
<td></td>
</tr>
<tr>
<td>• Approach applied to precision interferometry mission formation design.</td>
<td>• Approach applied to less precise scientific field measurement formation</td>
</tr>
<tr>
<td></td>
<td>design.</td>
</tr>
</tbody>
</table>

Table 3-5: Comparison of Hill Equations and Orbit Elements Approaches to Formation Design
3.1.4 Orbit Perturbations and Formation Flying

The orbital perturbations experienced by a satellite in LEO force it to deviate from the ideal Keplerian motion, and significantly complicate formation flying mission analysis. The main LEO perturbations are considered with reference to studies performed in the literature, primarily for comparison with results obtained later in the thesis. The perturbations considered in this section include:

- Earth oblateness
- Atmospheric drag
- Solar radiation pressure (SRP)

Although not an orbit perturbation, reference orbit eccentricity is also considered in this section.

The aim of this section is to summarise qualitatively the studies that have considered the effects of orbit perturbations on formation flying in LEO. The mathematical treatment of relative motion in the presence of perturbations is given in chapter 4 where the effects are independently evaluated. In particular, the focus of chapter 4 is the development and comparison of mathematical models to evaluate the relative effects of the J₂ perturbation.

3.1.4.1 Earth Oblateness

Over the past five years, significant research has been performed into the development of LEO formation flying models which incorporate the perturbing effects of drag, solar radiation pressure and higher order gravitational forces. As stated earlier, the assumption that the Earth is perfect sphere, when it is in fact an oblate spheroid, introduces the most significant error to the relative motion dynamics model for multiple similar spacecraft (Sabol et al, 2001), (Sedwick, Miller, and Kong, 1999). The effects of higher order harmonics in the geopotential on relative satellite motion are relatively small (Wiesel, 2002), however, it would be appropriate to investigate further the long-term effects of these.

The J₂ perturbation has been included in both Hill-type and relative orbit elements dynamics models to improve model fidelity (some of these were introduced in section 3.1.1). In addition, solutions to the equations of motion including J₂ have been obtained for formation design and the derivation of initial conditions for invariant orbits (section 3.1.3). In these contexts, an overview of much of the recent literature has already been provided in earlier sections. In some cases, the models have been used for control system design or the perturbation accelerations imparted to the formation have been evaluated in order to quantify a formation keeping ∆V. A summary of results is presented in Table 3-6 where values of ∆V from each source have been converted to ms⁻¹ yr⁻¹ for comparison.

In addition, a number of studies incorporate the J₂ acceleration terms into the control system design, but evaluate the ∆V required to eliminate an initial error in relative position, rather than investigating the formation keeping fuel requirements for a greater duration in the perturbed environment (Schaub and Alfriend, 2001), (Tan et al, 2000).
If not included in part of a control system design, the mathematical models of the $J_2$ perturbation may be applied to numerical simulations of the LEO environment within which the control laws are tested, or used to generate more accurate guidance functions.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>$J_2$ Relative Dynamics Model</th>
<th>Control System</th>
<th>$\Delta V$ Evaluation Method</th>
<th>Scenario</th>
<th>$\Delta V$ ms$^{-1}$yr$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Hill equations describing relative motion of two perturbed satellites with differential $J_2$ forcing function for a polar orbit only.</td>
<td>No control system considered.</td>
<td>Dimensional Analysis and summation of the perturbing acceleration. Calculates $\Delta V$ required to eliminate differential $J_2$ perturbation between two satellites.</td>
<td>Polar orbit $r=800$km, $250$m separation.</td>
<td>$26.1$ (0.005ms$^{-1}$per orbit)</td>
</tr>
<tr>
<td>2</td>
<td>Hill equations dynamics model with $J_2$-related forcing function.</td>
<td>Optimal control of inverse dynamics with optimised formation rotation rate.</td>
<td>Summation of continuous thrust responding to filtered relative motion.</td>
<td>Projected circular formation with elliptic chief orbit.</td>
<td>$28.12$</td>
</tr>
<tr>
<td>3</td>
<td>Hill equations dynamics model with differential $J_2$ and drag forcing functions.</td>
<td>No control system considered.</td>
<td>Summation of the perturbing acceleration. Calculates $\Delta V$ required to eliminate differential $J_2$ perturbation between two satellites.</td>
<td>In-plane leader-follower in circular orbit, $r=600$km, $i=82^\circ$, $100$m separation.</td>
<td>$30$</td>
</tr>
<tr>
<td>4</td>
<td>Hill equations without perturbations used to generate desired relative reference trajectory.</td>
<td>LQR control system (Impulsive - In-plane control only with impulses every 1/4 orbit).</td>
<td>Summation of accelerations applied by controller when operations are simulated in the fully perturbed environment.</td>
<td>Projected 1km circular formation, Polar orbit. $r=800$km.</td>
<td>$24.6$</td>
</tr>
<tr>
<td>5</td>
<td>Hill equations without perturbations, but with a modified orbital rate to account for $J_2$ used to generate desired relative reference trajectory.</td>
<td>LQR control system (Impulsive - In-plane and cross-track control with impulses every hour).</td>
<td>Summation of accelerations applied by controller when operations are simulated in the $J_2$ perturbed environment.</td>
<td>Projected 1km circular formation, Polar orbit. $r=800$km.</td>
<td>$49.6$</td>
</tr>
<tr>
<td>6</td>
<td>Velocity matching condition on the relative orbit is converted to desired orbit elements for each satellite. Semi-major axis of follower satellites is modified to compensate for $J_2$ perturbation effect on along-track relative drift.</td>
<td>LQR control system (Impulsive - In-plane and cross-track control with burns 3 times per orbit).</td>
<td>Summation of accelerations applied by controller when operations are simulated in the fully perturbed environment.</td>
<td>Circular orbit, $r=700$km, 1km cluster radius.</td>
<td>10-30</td>
</tr>
</tbody>
</table>
7 Hill equations solutions excluding periodic terms. | LQR discrete control system (In-plane control only). | Summation of accelerations applied by controller when operations are simulated in the fully perturbed environment. | r=500km, i=62.8° | 14.85 at maximum Solar activity. |
8 Hill equations with orbit elements consideration of J₂. | Impulsive manoeuvres every 30 hours (from derived relation between J₂ effect on orbit elements and force to counteract this). | Summation of accelerations in the presence of J₂ perturbation. | 1km Projected circular formation, r=800km. | 50 |
9 Hill equations without perturbations used to generate desired reference trajectory. The perturbed formation is forced to maintain the same orbital rate as the Hill frame. | Sliding Mode tracking control laws. | Summation of continuous accelerations applied by controller when operations are simulated in the fully perturbed environment. | Circular formation, r=800km, polar chief orbit, 1km separation. | 73.9-93.9 depending on control law formulation. |
10 Hill equations with J₂ forcing function evaluated at a circular polar orbit only. | No control system considered. | Dimensional Analysis. Calculates ∆V required to maintain a single J₂ perturbed satellite on a circular orbit. | Polar orbit r=800km. | 78275 (15ms⁻¹ per orbit) |


A primary source of LEO formation flying modelling literature which incorporates the J₂ perturbation in the relative motion dynamics model has been published through the work of Sedwick at MIT (Sedwick, Miller and Kong (1999), and Schweighart and Sedwick (2001a), (2001b), (2002)), in support of the American military formation flying SAR mission, TechSat21. An overview of the research performed for this target mission was presented in section 3.1.2.1. The first entry in Table 3-6 is a ∆V estimate for formation keeping in LEO by Sedwick et al. (1999), based on dimensional analysis of the environmental perturbations, and the introduction of perturbation forces to the right hand side of the Hill equations. The equations of motion are solved and the accelerations and therefore fuel required to eliminate the secular terms in the solutions are evaluated.

Schweighart and Sedwick (2001a) investigate both the absolute motion of the J₂ perturbed formation relative to a circular reference orbit, and the relative motion of two
J₂ perturbed satellites in LEO through Hill-type dynamics modelling and verification using a numerical orbit propagator.

As described in section 3.1.2.1, in order to capture the differential drift in the longitude of ascending node due to the J₂ perturbation, a new cross-track motion model was developed, based on the geometry of intersecting orbital planes (Schweighart and Sedwick (2001a), (2002)). In addition, a correction to the reference orbit was incorporated into the relative motion equations to compensate for the nodal drift and to reduce linearisation errors. Analytical solutions to the equations were derived, and initial conditions obtained to constrain the satellites to bounded motion. When compared with a numerical orbit propagator, a small amount of drift was observed due to the time averaging of terms in the equations.

While the equations are found to approximate relative motion under the J₂ effect very well, this level of accuracy only holds for the special cases of bounded motion. Schweighart and Sedwick (2002) deduce that it is the averaged linearised differential J₂ perturbation terms in their equations of relative motion which prevented some of the cross-track motion characteristics from being captured. Potential improvements to this modelling approach are investigated in chapter 4.

With an emphasis on orbit determination accuracy and long term formation keeping, rather than precision formation flying, Wiesel (2001), (2002), derives a relative motion solution in a Hill equations form which includes Earth oblateness and higher order geopotential terms. A new near-circular reference orbit is determined in a frame which experiences nodal regression due to oblateness. By linearising about this reference orbit, a set of linear, time periodic relative motion equations result, and are solved using Floquet theory. Sectoral and tesseral harmonics and atmospheric drag effects are evaluated at the reference orbit (they vary with time), and the system is solved numerically to reveal any non-secular relative effects which would not need to be counteracted by a control system. It is found that these do not significantly affect relative motion, but may require further modifications to be made to the periodic reference orbit.

Control system design to counteract the differences between the high fidelity model of Wiesel (2002) and a numerical integration solution highlighted the importance of second order secular terms not captured by linear Floquet theory. However, Wiesel (2003) states that impulsive daily control for the elimination of two forms of linear drift in the Floquet solution (equivalent to the drifts due to J₂ highlighted through the design of J₂ invariant orbits using relative orbit elements by Schaub and Alfriend (1999)) for a 400m formation could be reduced to nearly 0.1mm/s per day (inclusion=57°, altitude=637km). For comparison with the data in Table 3-6, this scales up to a ΔV of 0.0365ms⁻¹yr⁻¹ but long period simulations would not necessarily yield this result as Wiesel suggests that the build up in errors of the numerical simulation against which the Floquet guidance trajectory is being compared should be taken into account. This combination of analytical and numerical approaches to formation flying dynamics and control is considered further in chapter 4.
It should be noted that it was not the aim to directly compare the $\Delta V$ values listed in Table 3-6 as they have been derived for different scenarios, using different controllers, and for formations of differing sizes. A larger formation will require a greater formation keeping $\Delta V$, and impulsive formation control costs vary depending on the frequency of thruster firing and the acceptable tracking error. In addition, a number of the examples use polar and near-polar orbit test cases where the perturbation effects of $J_2$ are reduced. In rows 8 and 9, the cost of maintaining a relative circular orbit is estimated by Sabol et al. (2001) and Nelson et al. (2001) respectively. In case 9, the increased fuel cost arises from the forced ‘Hill’ orbital rate.

Although the focus of the literature survey has been limited to the effects of perturbations on relative dynamics of multiple satellites in LEO, a number of authors have investigated the effects of higher order gravitational perturbations on a single satellite. Hashida and Palmer (2001) incorporate terms up to second order in $J_2$ into an ‘epicyclic’ motion model which proved a sufficiently accurate formulation for on-board orbit determination. In row 10 of Table 3-6, the cost of eliminating the perturbing effects of $J_2$ on a single satellite to enforce a circular orbit is estimated by Sedwick, Miller and Kong (1999). In this case, the Hill frame orbital rate is enforced and a very large $\Delta V$ is required to compensate for this drift as expected.

In section 3.1.4.3, the use of solar radiation pressure to counteract the relative nodal drift between satellites in orbits of differing inclination is described. In a study for the TechSat21 mission, Williams and Wang (2000a) evaluate this $J_2$ perturbation effect, and investigate the use of a Solar wing to counteract the nodal drift.

3.1.4.2 Atmospheric Drag

Carter and Humi (2002) incorporate drag terms that are quadratic in the magnitude of orbital velocity into the equations of relative motion of satellites in LEO, building upon their earlier work and rendezvous studies in which drag terms linear in velocity were included. Firstly, the equations of motion of a single satellite subject to gravitational and drag forces are derived in the inertial frame, and an orbit of low eccentricity is assumed (before degradation due to drag). The geometry of the satellite and atmospheric density are included in the equations as part of the drag term. The equation for a second satellite is then derived in the same frame, and linearised differential forces are calculated and included as forcing terms to the equations of relative motion, now written in a rotating LVLH frame based at the first satellite. The equations are rewritten in terms of true anomaly rather than time, and further simplified by mathematical transformations and substitutions. A general form of the differential gravitational and drag terms is retained in the solution, although a later case study replaces these terms with a simple Newtonian gravity field and an inverse law to represent density variation with altitude. Carter and Humi (2002) present a set of closed form solutions to the relative motion equations including drag. These could only be obtained using the inverse atmospheric density law, as an improved density model would not allow solutions to be obtained. However, other ways of modifying and correcting the model to compensate for this are described.
For an initially circular orbit, the equations reduce to the Hill equations, augmented by a drag term. (Equations (3-24) have been modified to correspond to the LVLH \( (x,y,z) \) frame used to describe LEO relative motion throughout the thesis (Figure 3-1)). The derivatives are taken with respect to true anomaly rather than time (denoted by the superscript \( ' \)), and the term, \( \alpha \) is a physical constant derived from the satellite geometry and drag coefficient. For the familiar free orbit ellipse relative trajectory derived from the Hill equations, the inclusion of drag serves to increase the size and eccentricity of the relative orbit.

\[
\begin{align*}
    x'' - 2y' - 3(1 + 4\alpha^2)x &= 0 \\
y'' + 2x' &= 0 \\
z'' + z &= 0
\end{align*}
\]  

(3-24)

This mathematical study is insightful, but no model validation is performed to establish exactly what the limitations of using a poor atmospheric density model might be, or how easy it would be to perform the modifications suggested. The study has provided an alternative mathematical description of the drag gradient as a perturbation on a LEO formation with which to compare the results of chapter 4, although it has not been evaluated in their reference. The study has illustrated how drag force can be implemented into the orbit equations for a single satellite or for relative satellite motion for both circular and elliptical orbits.

In support of the GRACE mission (introduced in chapter 2 and section 3.1.2.3), Mazanek et al. (2000) highlight atmospheric drag as a critical perturbing effect on the leader-follower formation. The leader spacecraft experiences slightly increased drag compared to the follower satellite at their separation (and the satellites also have very slightly different ballistic coefficients), requiring a station-keeping manoeuvre to regularly raise the semi-major axis of the leader spacecraft. This mean differential drag was estimated from mission analysis software which was developed to capture detailed aerodynamic behaviour of the formation in the free molecular flow regime.

3.1.4.3 Solar Radiation Pressure

The Solar radiation pressure (SRP) has a much smaller influence on the relative motion of satellites in LEO than other perturbations, and therefore it has received relatively little attention. Instead, a number of authors have proposed using SRP as a tool for passive formation control to relieve the demands on propulsive formation keeping.

Williams and Wang (2000a), (2000b), (2001) and Wang and Williams (2002) investigate the use of SRP acting on a Solar wing (a small sail) as a means to control differential \( J_2 \) nodal regression for similar Earth-pointing satellites. With the relatively low \( \Delta V \) requirements over a long duration mission lifetime, this approach is found to be successful in producing the necessary orbit ‘torques’ for controlling average drifts, but does not eliminate short period relative motion.
The motivation for this approach arises through the TechSat21 mission requirements for a formation in near-circular, near-polar orbits. Relative orbit elements analysis revealed the existence, to first order, of $J_2$ invariant relative orbits which would not diverge significantly over time in the presence of $J_2$ disturbances (section 3.1.3.2). However for near-polar orbits, the required relative eccentricity for a $J_2$ invariant relative orbit would compromise formation requirements in the along-track direction. The cost of overcoming the differential $J_2$ perturbation, as evaluated in a number of simulation studies, is summarised in Table 3-6, section 3.1.4.1.

An optimal scenario occurs when the Sun lies in the orbit plane, with a wing oriented at approximately 45° to the velocity vector (gravity gradient stabilisation is assumed). However, a net along-track $\Delta V$ is also generated when the Sun is outside the orbit plane, but this is much smaller than that required to eliminate differential $J_2$. Zero corrective torque is generated when the Sun is normal to the orbit plane as the same face of the Solar wing is then illuminated throughout the orbit. Williams and Wang also take into account the fact that the ecliptic does not lie along the equator. This offsets the solar torque on the orbit and causes both sinusoidal variations in relative orbit inclination and nodal drift.

Techniques to passively overcome the along-track $\Delta V$ are investigated and include reorienting the wing, by introducing a periodic yawing motion or aligning it with the velocity vector (without eclipse). A suitable wing size to ensure bounded motion was evaluated by numerical simulation, and it was found that a $3m^2$ wing area was required for a 100kg spacecraft.

In their more recent paper, a full dynamics model for the relative motion is derived using the Gaussian form of the variation of parameters equations describing the change in orbit elements under the SRP perturbation, rather than just considering Solar wing area (Wang and Williams, 2002). A state space equation is derived through linearisation by Taylor expansion of the differential rates of the orbital elements. Their original equations of relative motion allow $J_2$ to affect both satellites, but only one has a Solar wing and experiences any Solar radiation pressure perturbation. The state matrix expressed in terms of differential orbit elements is unstable without SRP control and therefore a basic regulator feedback control system is implemented using gains determined according to the control authority available from the wing system, and by ensuring system stability.

Burns et al. (2000) examine the effects of SRP on the relative motion of satellites with significantly different area to mass ratio. In this case, simulation results are generated for an orbit altitude of 2000km where forces due to Earth oblateness and atmospheric drag are significantly smaller than in LEO. Earth radiation pressure and albedo are also neglected. The leader satellite is assumed to follow Keplerian motion, and the follower is perturbed by SRP due to its large area to mass ratio. Reflection of the incident light is considered, however the change in projected spacecraft area due to the changing angle between the Sun and vehicle faces during orbit are not considered, and the spacecraft is assumed to be a flat plate. The components of the derived SRP force are expressed in local radial, along-track and cross-track components so that its effects can be evaluated in the Gaussian variation of parameters equations (equations (3-6) to (3-12), section
3.1.1.2) (Chobotov, 2002). Secular growth in the semi-major axis of the perturbed follower satellite orbit is discovered, which would cause the formation to drift apart in both the radial and the along-track direction. Again, a spacecraft reorientation strategy is proposed to counteract the disturbance. The importance of including Earth shadow models in the analysis are demonstrated and this has a significant effect on cross-track relative motion.

The analyses presented here are general and the proposed systems would require considerable redesign for practical implementation on a specific mission. The effects of SRP on relative motion have been established through the calculation of variations in the orbit elements, but the Solar wing strategies for eliminating nodal and along-track drift must be accurately tuned to a particular orbit and scenario.

3.1.4.4 Orbit Eccentricity

Although not strictly an orbit perturbation, the Hill-type relative dynamics models introduced in section 3.1.1 have been augmented to include eccentricity effects as a nonlinear characteristic, and on some occasions, eccentricity is implemented within the equations as a perturbing force. In this section, the intention is to highlight some of the literature where the effects of eccentricity on relative orbits, dynamics models, and initial conditions have been reported, and in particular to introduce literature relevant to the investigations later in the thesis.

Implicit within the Hill equations derivation is the assumption of a circular reference orbit. Of course satellites in LEO do not trace a circle, and the Hill frame description of relative satellite motion is not accurate. A relative orbit elements approach to relative motion modelling in elliptical orbits is straightforward, and often preferred, however, a number of authors have developed and solved analytical models which approximate relative motion about an elliptic reference orbit in a LVLH frame. The result is a selection of relative motion models of varying degrees of accuracy in a Hill equations form.

Useful examples are described below:

- Melton (2000) derives Hill-type equations which incorporate time varying reference orbit radius and angular rate. The equations are converted to cylindrical coordinates and solved by obtaining a state transition matrix where time varying terms are approximated by series expansions in eccentricity.
- Inalhan and How (2000) also investigate closed form solutions to a similar set of linear time varying equations of relative motion based on an elliptic reference orbit. Bounded motion over an orbit period is demonstrated, and initial conditions suitable for formation design (in terms of both time and true anomaly at zero) are derived.
- Tillerson and How (2001) build on the work of Inalhan and How (2000) to find bounded motion initial conditions at any point in the eccentric orbit (true anomaly can take any value). Discrete control using optimal path planning is applied using both the time varying elliptical system and the Hill equations. The initial conditions, determined from the elliptical relative motion model, are
required to achieve a realistic end state in the control problem (using initial conditions derived from the Hill equations is costly), but the basic time-invariant Hill equations dynamics are sufficient for the controller design, and less computationally intensive to implement.

- Broucke (2002) develops linearised elliptical equations of relative motion using an orbit elements approach. A state transition matrix solution is obtained, and the $\Delta V$ required to rendezvous with the target in a given period of time is derived.
- Yamanaka and Ankersen (2002) solve the linear relative motion equations for an elliptical orbit and obtain a simpler form of the state transition matrix by performing a number of algebraic transformations. This solution is deemed suitable for practical use, avoiding numerical integration.
- Vaddi, Vadali and Alfriend (2003) investigate the effects of eccentricity on the Hill equations. Corrections to the Hill initial conditions are derived to generate bounded relative motion solutions in terms of time, rather than true anomaly.

Although elliptical orbits have not been investigated in this thesis, the approaches of the authors in their treatment of and solutions for the linear time varying equations of relative motion have provided a useful resource for the research detailed in chapters 4 to 7. Until the more recent work of Yamanaka and Ankersen (2002), the complexity of the elliptical equations and computational effort required to solve them offset the improvements in model fidelity achieved in terms of their practical use. In time varying form, the models appear to be suitable for off-line research into the relative dynamics in the more practical LVLH frame, but unnecessarily complex for the minor fuel use benefits associated with implementing them within formation flying control laws.

### 3.1.5 LEO Formation Flying Guidance and Control

Feedback control is required to minimise the error between the actual and desired relative satellite motion, and to maintain the formation geometry. A number of different control techniques have already been applied to the problem, and a number of these control strategies, designed using the Hill equations or relative orbit elements, have been performance evaluated in the perturbed environment through numerical simulation.

In this section, a summary of many of the papers on satellite formation flying dynamics and control in LEO is presented. Most are simulation studies involving modelling of the relative dynamics and orbit perturbations, the design of a novel control strategy, implementation of a control system and simulation of the system in the perturbed environment, although most individual papers do not describe all these aspects in a single publication. Instead the focus is usually the control system, the model, or guidance functions. The following subsections focus firstly on those studies which investigate more simple (and perhaps more practical) control systems for satellite formation flying where usually there has been some consideration of operational and subsystems issues. Other studies that focus more on the centralised/decentralised control issues and more advanced control systems are briefly discussed in section 3.1.5.2. It is not the aim of the section to present the mathematical theory of each control technique,
as there are many suitable texts available. An overview of literature with an emphasis on guidance strategies is presented in section 3.1.5.3.

3.1.5.1 Linear Quadratic Regulator Control Systems for Formation Flying

There are many examples of the application of Linear Quadratic Regulator (LQR) control design techniques to spacecraft formation flying, and a number of these are reviewed in this section. The appeal of these techniques is clearly apparent, with the opportunity to reduce fuel consumption, the inherent disturbance rejection properties of the controller, and the relative ease with which this tried and tested technique can be applied, particularly for stabilising the Hill frame dynamics.

In 1985 Vassar and Sherwood (1985) designed a closed loop formation keeping controller for satellites in any circular orbit using digital optimal control theory. In their example they apply the controller to a geosynchronous orbit and maintain an along-track desired separation (700m) within satisfactory error bounds. Sample time and thruster firing intervals are selected by considering the acceptable along-track error (which requires frequent corrections) while minimising onboard processing effort (which requires infrequent corrections). The effects of Solar radiation pressure perturbations are considered, and their work also extends to optical sensor and thruster modelling. A similar discrete LQR control design was performed using the Hill equations by Chao, Pollard and Janson (1999) for a 1km radius cluster in LEO.

Ulybyshev (1998) demonstrates that linear quadratic (LQ) feedback control is a good candidate for formation keeping of a large satellite constellation due to its performance and robustness. A discrete control system is applied to both the along-track secular drift error between satellites and an orbital period error relative to the circular reference orbit (Hill frame). The controller performance is evaluated by simulating relative satellite dynamics in the presence of aerodynamic drag where different satellites decay at different rates.

Irvin and Jacques (2001) implement three forms of LQR controller for performing satellite reconfigurations. Initially, a basic fixed gain LQR control system is designed for the linearised Hill equations. A second approach retains the nonlinear Hill dynamics, and the linear and nonlinear systems are controlled separately by LQR and linearising feedback respectively. A third control approach is proposed using the “State Dependent Riccati Equations (SDRE) technique” with the nonlinear Hill equations. In this final case, the nonlinear dynamics are propagated and a new controller gain matrix is evaluated at each time step.

The test cases for which the control systems are evaluated are based on the relative orbit ellipse, described in the section on formation design (section 3.1.3.1), and relative orbit semi-minor axis reconfiguration manoeuvres are evaluated for small and large relative orbits. For small relative orbits there is no apparent advantage in using the more complex nonlinear techniques, and the linear Hill equations of relative motion are found to be a good approximation. For large relative orbits, the LQR with linearising feedback achieves a much better performance than the linear LQR and SDRE approaches.
However, no perturbations are considered in the simulations. The designs are also compared to an open loop impulsive control system which uses less fuel, but achieves the desired position over a much greater settling time. The findings are summarised below for small reconfiguration manoeuvres:

- Continuous control uses more fuel than discrete control.
- Continuous control methods do not take into account the optimal positions in the orbit to do a burn.
- Truly optimal controllers will need to also take into account the best duration for which to make a burn in the orbit in addition to position.
- Nonlinear control techniques offer little benefit in terms of fuel use and complexity for small relative orbits (the Hill equations are a sufficient approximation to the dynamics in this case).
- For large relative orbits, LQR with linearising feedback demonstrates an improvement in performance over basic LQR as nonlinear effects become more important.

These findings are compared later to those in chapters 4 and 5 where a study is performed into LQR control of a LEO formation in the presence of the $J_2$ perturbation.

Stansbery and Cloutier (2000) also implement a nonlinear SDRE design for control of two satellites in leader-follower formation in GEO. The same controller acts at each spacecraft forcing the leader to maintain a desired ECI-defined trajectory, and the follower to maintain position relative to the leader by acting upon the targeting error dynamics. The system is evaluated from a range of initial conditions and is found to converge upon the desired trajectories for a large number of test cases, although again, orbit perturbations are not included in the simulations.

A number of sources from the US Air Force Research Laboratory describe the results of research into the design of LQR-type controllers for LEO formation flying control using Pulsed Plasma Thrusters (PPT). Kapila, Sparks, Buffington and Yan (1999), (2000) design full-state feedback discrete controllers to ensure closed loop stability for pulse-type thrusters for formation manoeuvring in GEO (in-plane manoeuvres of 100 metres were performed, perturbed by Solar radiation pressure). Yan, Kapila and Sparks (2000) continue this study using Hill equation dynamics to successfully produce an improved control system with a periodic rather than constant LQR gain. This also has guaranteed closed loop stability for the intermittent pulse-type control action employed throughout the orbit. Yedavalli and Sparks (2000) investigate the stability of discrete control systems derived from continuous models of the relative orbit dynamics. It is proposed but not demonstrated that this hybrid control system, which meets derived stability conditions, will be equivalent to full state feedback (LQR) and will also provide improved efficiency (including smoother responses and smaller control actions). The requirement for the selection of a suitable sample rate for the discrete system is emphasised to ensure the system is controllable.

A switching control system is designed by Yedavalli and Sparks (2001) which switches on and off according to the permitted error in the controlled state variables (relative position and velocity) with the aim of further reducing fuel consumption. The stability of the switched system is investigated, and it is proposed that most of the time, the system does not need to be stable as long as the controlled parameters lie within
acceptable error bounds. The new approach is evaluated using LQR control, and one test case is presented. Additional test cases are required to demonstrate that substantial ‘off’ times compared to controlled ‘on’ periods can maintain formation keeping errors within predefined acceptable limits, and again, orbit perturbations are not considered either within the linear model or for controller performance evaluation. Of course the open loop Hill equations dynamics are not stable, and the LEO formation flying problem falls into this framework.

Sparks (2000b) uses a discrete LQ tracker design to minimise the error between actual and desired relative satellite motion in the presence of gravity perturbations. The elliptical formation geometry for a projected 1km circle was maintained within defined error bounds using a controller designed using the Hill equations with a modified orbital rate to account for the $J_2$ perturbation. In this case, the sampling time for the discrete controller was one hour and tracking error and fuel use performance was evaluated in a gravity-perturbed environment. In a second paper by Sparks (2000a), the formation keeping $\Delta V$ using an LQR feedback law is computed as a function of the frequency of the applied control impulses through higher fidelity simulations (including higher degree and order $J$ terms). To maximise their effectiveness, impulses are applied at apogee, perigee and at points mid-way between them. Scenarios using higher frequency impulses are found to use a greater $\Delta V$.

Starin, Yedavalli and Sparks (2001a) design a continuous LQR controller, using non-dimensionalised Hill equations, which allows thrust to be applied coplanar to the local horizon to achieve complete controllability of a two-satellite formation. It is shown that thrust can be avoided completely in the radial direction, and the system is still controllable with controller performance not severely impacted, although it was anticipated that problems would arise in the perturbed environment. Careful selection of the radial control elements in the control weighting matrix for the LQR design enables better fuel efficiency and response time to be achieved, although it is proposed that along-track control has greater authority than radial for a given fuel consumption. The design is assessed using a range of initial separation conditions which are driven to zero (an unrealistic end condition), but the station keeping task in the presence of orbit perturbations is not investigated. In a subsequent paper, manoeuvres between different sized projected circular formations are investigated. The target position of the satellite is transformed into the new virtual origin or leader of the formation, and similar tracking manoeuvres to each ‘origin’ are performed from different locations on the relative orbit. In this case, LQR control matrix weightings included cross-track control. Again, orbit perturbations were not considered in the evaluation (Starin, Yedavalli, and Sparks, 2001b).

Yamanaka (2000) presents a feedback and feed-forward control law, implementing LQR optimal control theory for relative translation control of satellites. Relative translation and rotation is derived in the ECI frame and converted to a coordinate frame based at the leader satellite. A dynamics model of relative attitude is controlled by simple PID (Proportional-Integral-Derivative) feedback control.
3.1.5.2 Other Formation Flying Control Systems and Strategies

In this section, a brief survey of some of the literature describing the implementation of alternative control systems, or control strategies embedded within guidance, planning and centralised/decentralised control is presented. In addition, LEO controllers derived around orbit elements descriptions of relative motion are reviewed.

Guidance and Control Using a Perceptive Frame
Morton, Weininger and Tierno (1999) and Tierno (2000) design a natural projected circular formation using the Hill equations for a distributed aperture radar concept. Their system has a distributed decentralised control architecture and uses perceptive control theory for formation reconfiguration in the presence of orbit perturbations.

Morton et al. (1999) derive satellite separation functions and characterise the satellite orbits in terms of energy and eccentricity. These orbits provide a framework for a multi-satellite bidding scheme for satellite manoeuvring to ensure fuel use minimisation and optimisation, and satellite separation across the cluster. Tierno (2000) addresses the control of this formation using onboard real-time guidance using an abstract “perceptive action reference” obtained from sensor measurements across the formation. The actual formation centre is derived online from measurements of the other satellite positions and compared to a point on a nominal trajectory closest to the actual centre. The latter is therefore described in a different time frame to the actual motion, and guidance for formation correction is generated in this new perceptive frame. Rather than comparing each individual satellite to its own reference orbit (according to the formation design), formation control in the perceptive frame is possible by combining control of the formation centre (using absolute measurements) with more accurate relative position measurements. A perceptive frame is also intrinsic to the decentralised control system proposed by Kang, Sparks and Banda (2000). Each satellite generates its own control inputs through onboard feedback control (LQR in this case), but coordination of the formation occurs in a perceptive frame based on projected motion of the reference point (an artificial leader) from which relative motion is measured.

Yeh, Nelson and Sparks (2000) design relative motion trajectories to be tracked using a sliding mode control law. The trajectories are derived from Hill equations solutions, with a modified time reference to conserve fuel and increase settling times (a parameterised description of the natural Hill formations is given in Yeh and Sparks (2000)). The control law is adapted for pulse-type formation control, and demonstrated in a fully perturbed simulation environment. They demonstrate that, as expected, most formation keeping fuel is expended in overcoming the J_2 perturbation.

Nelson, Sparks and Kang (2001) combine the above approaches by using a perceptive frame for trajectory planning and sliding mode control for trajectory following. Again, using the Hill equations solutions to prescribe a projected circular formation firstly as standalone reference trajectories, and then modified to include a perceptive frame, the control law is performance evaluated in the perturbed environment. A perceptive frame was found to improve the formation keeping efficiency of a leader-follower hierarchy as the change in orbital rate due to the J_2 perturbation was detected in the leader-based perceptive frame. The follower trajectories generated from this were therefore closer to
reality than those just generated from the solutions to the unperturbed Hill equations. A
decentralised approach balanced fuel use more evenly across the formation, but was
more costly. The benefits of the new approach are evident for formation reconfiguration
of a decentralised formation following the average formation position as a reference.
Trajectory planning in the perceptive frame is also presented in greater detail with LQR
feedback in Kang, Sparks and Banda (2001), and for attitude control by Kang and
Sparks (2002).

Linear Control Systems with Hierarchy Considerations
At Stanford University, Robertson, Inalhan and How (1999a), (1999b) have simulated
and tested on a ground-based testbed formation keeping and trajectory planning control
systems. They describe their implemented control hierarchy, and evaluate alternative
scenarios whereby either each spacecraft operates independently (with relative position
knowledge), or optimal control is used to balance fuel use between the two spacecraft.
For bang-off-bang feedback control, optimal simultaneous satellite control is found to
be more efficient than either classical feedback or by having independent controllers on
each satellite. However in contrast, Vadali and Vaddi (2000) show that manoeuvring
one satellite to maintain formation with another is more efficient than balancing the
manoeuvres between both (for the particular case of formation initialisation requiring
the control of relative inclination while holding other relative orbit elements constant).

Robertson et al. (1999a) discuss potential control architectures (forms of centralised,
decentralised, and leader-referenced control), and the role of an ‘autonomous formation
coordinator’ in ensuring fuel balancing across the formation is demonstrated. In their
study, an outer-loop path planner uses the unperturbed Hill equations as a dynamics
model to prescribe optimal relative motion trajectories. These trajectories are provided
as inputs for testbed demonstration and fuel use evaluation, and are followed by the
onboard controllers of each model.

Although Naasz, Karlgaard and Hall (2002) consider LQ control to be a suitable and
adequate technique for satellite formation flying control, they propose that improvements
in performance and robustness may be achieved using an H-infinity control system. Again
the Hill equations are used for dynamics modelling, and the state equation is written in
discrete form as pulsed plasma thrusters will be implemented on their satellite. The
problem is expressed as an optimisation problem with a cost function which must be
minimised with respect to the control inputs (thruster demands) and maximised with
respect to model uncertainty. H-infinity control design is also applied to the European
ATV (Automated Transfer Vehicle) rendezvous problem to ensure accurate tracking of a
position guidance function (Bourdon, Delpy, Ganet, Quiquis, and Ankersen, 2003).

Nonlinear Controllers for Satellite Formations
Nonlinear Lyapunov control is frequently applied to the LEO formation flying problem.
Naasz et al. (2002) also design nonlinear Lyapunov controllers for both the nonlinear Hill
equations in a Cartesian frame, and for mean orbit element feedback. The control laws are
compared through manoeuvre simulation and convergence to the desired trajectory from
an initial offset. Orbit perturbations are not considered, and the Lyapunov control laws are
found to achieve the best performance compared to other linear controllers.
A number of researchers at Polytechnic University, New York have derived a series of Lyapunov-based adaptive controllers for formation flying control based on a nonlinear equations of relative motion in an elliptical orbit reference and Hill frames (Yan, Yang, Kapila, and de Queiroz, 2000), (de Queiroz, Kapila, and Yan, 1999), (de Queiroz, Kapila, and Yan, 2000). In the latter case, the ability of this continuous control system to track a desired relative trajectory is demonstrated in the presence of a simplified representation the orbital environment and perturbations.

The relative mean orbital elements approach to relative dynamics modelling and control was introduced in section 3.1.1.2. There, the work of Schaub, Vadali et al. (1999) on the comparison of Lyapunov mean orbit element and inertial Cartesian position and velocity feedback control laws, and the work of Schaub and Alfriend (2000b), (2001) on impulsive control using relative orbit elements for the maintenance of $J_2$ invariant relative orbits was reviewed ($J_2$ invariant relative orbits were briefly described in section 3.1.3.2).

In both the continuous and impulsive relative orbit element control laws, the elements of the follower satellite are corrected at optimum points within the orbit, so that the elements being controlled do not affect the remaining osculating elements. The $\Delta V$ imparted by the impulsive control system is derived analytically in relation to the mean orbit element being corrected, the size of the correction, and the location on-orbit that the correction would take place. A relationship between the effects of osculating inclination on mean semi-major axis and eccentricity are incorporated into the system model to improve fidelity. Upon implementation, the mean element errors from desired are established at some arbitrary point in the orbit and are then held constant during the orbit. Between impulses, the satellites are allowed to drift uncontrolled. Whether this level of formation keeping accuracy is sufficient is dependent on user requirements. $J_2$ invariant relative orbits reduce the effects of the gravity-perturbation significantly before the controller is even applied. The suitability of this approach was considered in the context of relative dynamics model development in section 3.1.1.2.

Schaub and Alfriend (2000a) again apply continuous Lyapunov control to a hybrid orbit element-Hill frame system (introduced in section 3.1.1.3). Desired relative motion is specified in terms of relative orbit elements, but these are transformed into a Hill-type Cartesian LVLH frame within which sensor measurements can be compared. Again, asymptotic stability of this type of controller is demonstrated, and despite the number of coordinate transformations between mean and osculating elements and the local LVLH frame, satisfactory performance is achieved in a geopotential-perturbed numerical simulation environment.

A disturbance accommodating control system is proposed for controlling multiple satellites in the presence of the $J_2$ perturbation, while minimising and balancing fuel consumption across the formation (Vadali, Vaddi and Alfriend (2001), Alfriend, Vadali and Schaub (2001)). The Hill equations, which are solved to generate a relative trajectory for a projected circular formation, are modified to include both along-track rate increases and nodal drifts due to the $J_2$ perturbation. In particular, the cross-track relative motion equation includes a $J_2$ related forcing term. The novel control design in this case imparts an additional slow rotation to the circular formation to ensure that all
the satellites in the formation experience a maximum inclination difference, which is the most costly relative position to maintain. The optimum rotation rate is obtained by minimising a cost function based on control inputs that have been defined to impose a rotation rate and to counteract the $J_2$ forcing term in the cross-track equation of motion. For the test case evaluated, an optimal formation rotation rate was identified and fuel consumption was reduced using this disturbance cancellation technique.

3.1.5.3 Low Earth Orbit Formation Flying Guidance Strategies

A number of guidance strategies have already been introduced in sections 3.1.5.1 and 3.1.5.2. In their simplest forms, the natural solutions to the unperturbed Hill equations can form reference trajectories that satellites within a formation can be forced to follow. In section 3.1.5.2, the concept of the perceptive frame for leader-follower and decentralised formation path planning and control has already been used by a number of authors (Nelson et al, 2001), (Tierno, 2000). A survey of satellite formation flying literature where guidance strategies form the primary focus of the GNC system is presented below. In particular, strategies for fuel balancing or load levelling while manoeuvring a satellite formation in LEO are highlighted.

Satellite formation flying guidance systems generate the desired trajectories for satellites to follow as a control system reference. Their complexity can range from simply producing a ‘constant’ reference, for example a fixed relative position that a satellite must maintain with respect to a second, or a time varying trajectory that is predetermined offline. More complicated guidance systems integrate onboard parameter measurements with planning algorithms which may intelligently update in real time. Guidance can be provided to both leader and follower satellites in a formation or to a formation adopting decentralised control. The functions will vary depending on application and operational mode, and may involve switching logic. The primary modes of operation considered here are formation maintenance and reconfiguration in LEO.

The simplest form of guidance trajectory has a profile of straight lines, defining constant values of acceleration, deceleration and velocity in order to perform a manoeuvre. The desired profile may be augmented with limiters to prevent excess velocities and accelerations being demanded.

For satellite formation flying in LEO the effect of the gravity well environment must be taken into account for a practical guidance system and suitable reference trajectories can be generated through dynamics models of relative motion. Since relative motion measurements are likely to be made in a Hill LVLH frame (refer to section 3.1.1) based at the leader satellite or designated reference position, rather than in terms of orbit elements, the natural solutions to these equations can be used to produce bounded reference trajectories for practical formations. For the basic linear, unperturbed Hill equations, these are prescribed by Sabol et al. (2001). However, a higher fidelity model will generate trajectories closer to the real orbits, and the fuel used to follow these trajectories will therefore be reduced. A set of natural trajectories including the $J_2$ perturbation are derived in chapter 4.
Two of the primary benefits of analytical relative dynamics models (in terms of both the Hill frame and relative orbit elements) for formation guidance include:

- The insight provided by the bounded solutions which can be used to:
  - Control particular orbit elements at optimum positions in the orbit (Schaub and Alfriend, 2001),
  - Control multiple elements simultaneously with a carefully selected single burn (Lovell, Tragesser, and Tollefson, 2004),
  - Derive the sequence of a combination of burns to achieve a desired reconfiguration manoeuvre (McLaughlin, Alfriend, and Lovell, 2002), (Vaddi, Alfriend, and Vadali, 2003).
- The facility to express natural orbits as terminal constraints for optimal trajectory generation (Kong and Miller, 2001).

In the first instance, some authors use the relative dynamics models to plan individual burns to optimally or strategically reconfigure a formation. Where a continuous manoeuvre is required, for example to reorient or resize a LEO formation, the problem becomes one of optimisation.

Kong and Miller (2001) derive minimum energy trajectories to manoeuvre a formation in LEO for initialisation and resizing, using a numerical optimal control approach. After selecting a quadratic cost function to minimise fuel use, and establishing the initial and end states of the system on natural orbits, calculus of variations is used to generate suitable trajectories. A significant proportion of the work is concerned with establishing suitable terminal states for the formation, using computationally expensive shooting and iterative methods. An early form of the time invariant relative dynamics model incorporating the $J_2$ perturbation, derived by Schweighart and Sedwick (2001a), is applied to the optimal control problem, and a number of test cases are evaluated. The $\Delta V$ required is found to reduce significantly for increasing manoeuvre time, and beyond a one orbit period manoeuvre duration, the peak thrust used is reduced, although the total $\Delta V$ requirement does not reduce. Neither limiting power constraints nor plume avoidance are considered in this study, but the latter is incorporated into the linear programming optimisation strategy described by Richards, Schouwenaars, How, and Feron (2002) and the minimum time and fuel manoeuvres derived by Campbell (2002).

Massari et al. (2004) also generate real time optimal reconfiguration manoeuvre trajectories in LEO by integrating a discretised linearised time varying elliptical relative motion dynamics model in the Hill frame (section 3.1.4.4). The solution is augmented to account for control inputs and disturbances. Collision avoidance constraints are applied, and the optimisation problem is simply reduced to a fuel minimisation requirement. An error threshold is defined, and if exceeded, the trajectory is updated in real time. The same terminal condition is reached in the desired time, and the technique is found to significantly reduce fuel consumption.

Milam, Petit and Murray (2001) use optimal control to actively control a satellite formation in real time. Their Nonlinear Trajectory Generation software is designed for onboard computation of formation keeping and reconfiguration manoeuvres in LEO, using an inertial dynamics model which incorporates the $J_2$ perturbation.
A Hamiltonian mechanics approach to finding optimal control laws and guidance functions by solving two point boundary value problems associated with satellite formation manoeuvring within a fixed period of time is adopted by Scheeres, Park and Guibout (2003) and Guibout and Scheeres (2004a).

**Fuel Balancing Considerations for LEO Formation Flying**

In general, the most fuel consuming phase of satellite formation flying operations in low Earth orbit is formation reconfiguration where spacecraft are forced to manoeuvre from one natural relative orbit to another. Depending upon the type of actuation system on board the different spacecraft, and the spacecraft masses, it may be important to balance the fuel use across the formation to ensure all spacecraft have an equal lifetime. Of the references already considered earlier in this section, the following consider fuel balancing control:

- Robertson Inalhan and How (1999a) assess the effects of relative fuel usage through simulations of manoeuvres with different fuel use weightings on different spacecraft in the formation, however, the weighting selections are not autonomous.
- Vadali et al. (2001) design a disturbance accommodating control system to counteract the effects of the J₂ perturbation while minimising and balancing fuel consumption across a circular formation in LEO through enforced formation rotation.

### 3.1.5.4 Formation Flying Control Systems Summary

This review of recent literature has revealed a significant number of alternative approaches taken to simulate and control a satellite formation in LEO. The most popular control techniques identified through the review are summarised below. In some cases, combinations of the control techniques have been applied or different techniques have been directly contrasted:

- Linear Quadratic Regulator (LQR)
- Sliding Mode
- H-infinity
- Lyapunov
- Classical

A popular technique is the LQR method, primarily in discretised form and applied to the control of both the linear and nonlinear Hill equations (examples of its application were described in section 3.1.5.1). Some research relates to the control of satellites in GEO, subject to Solar radiation pressure, but the majority investigate the performance and stability of discretised LQR controllers for LEO formations. These formations are derived from the linear Hill equations solutions, and actuated with pulsed plasma thrusters (PPT). The flexibility of the technique to assign different weightings to different thrust directions is demonstrated, and a number of useful conclusions are drawn regarding the fuel consumption of continuous and discrete controllers, and the use of nonlinear models for improved control system design. Only two studies have been identified whereby the LQR control laws are evaluated in a gravity-perturbed environment, using a controller designed with the Hill equation dynamics with a
modified orbital rate to allow for the effects of the J₂ perturbation. (The modified orbital rate is, however, not analytically derived). This is not directly contrasted with any other controller designs using any other models to demonstrate whether any benefits have been gained, although useful estimates of ΔV to counteract the J₂ perturbation are evaluated (Table 3-6).

Some evaluations of trajectory generation and control using a ‘perceptive frame’ for centralised and decentralised formation control architecture have been performed. Interestingly, when the perceptive frame modified its orbital rate due to the J₂ perturbation, fuel use for the maintenance of the follower trajectories was reduced. However, although a decentralised control architecture was more fuel costly overall, it was easier to balance fuel use more evenly across the formation.

The majority of other control designs applied to the formation flying problem in LEO are based on nonlinear Lyapunov control. These have been successfully applied to both relative orbit elements and nonlinear Hill equations dynamics.

A brief survey of some of the more recent literature addressing guidance functions for LEO formation flying has highlighted only a couple of sources where fuel balancing across the formation has been directly addressed. This is clearly an area for future work. Further discussion of the literature is presented in the chapter summary (section 3.3) and the introductory sections of chapters 4 to 7 to support the justification for the research presented in the thesis.

### 3.2 Formation Flying in the Vicinity of L₂

In this section, an overview of basic Lagrange or ‘libration’ point celestial mechanics for the Sun-Earth (or Earth-Moon) three body problem is presented to provide the necessary background context for the dynamics and control literature review (a more detailed mathematical treatment of the problem is reserved for chapter 6). The majority of the early literature describes the orbital mechanics and control of single satellites in the vicinity of the collinear Lagrange points. While this is not the focus of the research, insight is gained into the dynamics of the environment (stability, orbit type and perturbations), and the mathematical models which describe satellite motion and which can be used to investigate orbit maintenance. Aspects of formation design in the Lagrange point environment are addressed, and relative dynamics models for formation flying modelling are described according to the literature. In the final section, an overview of formation flying control and guidance strategies applied to formation flying in deep space is presented.

#### 3.2.1 The Three Body Problem

The problem of describing the motion of a satellite in the presence of two massive celestial bodies, for example, the Earth and Sun, or Moon and Earth, is termed the ‘three body problem’. The satellite is assumed to have infinitesimally small mass compared to the two massive bodies or ‘primary bodies’. The problem can only be solved
numerically unless certain assumptions are made to simplify the problem. The simplest case is the circular restricted three body problem (CR3BP) which requires the primary bodies to have circular orbits about the centre of mass of the whole three body system (the ‘barycentre’). Following linearising assumptions it is also possible to derive analytical solutions to the slightly more complicated elliptical restricted three body problem (ER3BP) which assumes that the primary bodies trace elliptical orbits about the barycentre. In both cases, the spacecraft does not affect the motion of the primary bodies. The CR3BP is illustrated in Figure 3-2.

![Figure 3-2: The Circular Restricted Three Body Problem (Wie, 1998)](image)

Equations of motion for the satellite moving in the presence of the three bodies are derived in many texts, for example, Wie (1998), Szehely (1967). The following equations are taken from Wie (1998), and the terms correspond to those in Figure 3-2.

\[
\begin{align*}
\dot{X} - 2n\dot{Y} - n^2X &= -\frac{\mu_1(X - D_1)}{r_1^2} - \frac{\mu_2(X + D_2)}{r_2^2} \\
\dot{Y} + 2n\dot{X} - n^2Y &= -\frac{\mu_1Y}{r_1^3} - \frac{\mu_2Y}{r_2^3} \\
\dot{Z} &= -\frac{\mu_1Z}{r_1^3} - \frac{\mu_2Z}{r_2^3}
\end{align*}
\] (3-25)

The X-Y-Z axis system, based at the barycentre, rotates with orbital rate, \(n\) where

\[
n = \sqrt{G(M_1 + M_2)/D^3}
\] (3-26)

and equations (3-25) therefore contain Coriolis and centrifugal terms. Multiplying each equation in (3-25) by \(\dot{X}, \dot{Y}, \text{and} \dot{Z}\) respectively, and summing them produces an expression which can be numerically integrated to give equation (3-27) (Wie, 1998).

\[
\frac{1}{2}(\dot{X}^2 + \dot{Y}^2 + \dot{Z}^2) = \frac{1}{2}n^2(X^2 + Y^2) - \left(\frac{\mu_1}{r_1}\right) - \left(\frac{\mu_2}{r_2}\right) = C
\] (3-27)

\(C\) is a (negative) measure of energy called the Jacobi Integral, and remains constant during simulation of the motion of a satellite in the CR3BP. Given specific initial conditions (satellite
position and velocity), the value of C will have a particular value, and uncontrolled, the satellite will follow a trajectory along which C remains constant. For the purposes of formation design, regions of constant C define where the satellites may orbit without additional energy consumption. The outer boundaries of these regions can be defined by setting the velocity terms in equation (3-27) to zero to create “zero-relative-velocity surfaces” (Schaub and Junkins, 2003), and these surfaces can be used to identify minimum energies required for a satellite to translate between or orbit within particular zones in the region of the CR3BP. Dynamical systems theory provides additional mathematical descriptions of the regions within the surfaces (Koon, Lo, Masdemont, and Ross, 2000).

Five stationary points exist in the CR3BP, as discovered by Lagrange in 1772. Their location can be established by setting the acceleration and velocity terms to zero in the equations of motion (3-25) as they occur where the gravitational and centrifugal forces balance. For the Sun-Earth system, where the barycentre lies within the volume of the Sun, the equilibrium points can be visualised as locations where the centrifugal force due to the rotation of the Earth about the Sun is equal to the gravitational attraction of the Sun and Earth, and the resultant force acting on a third infinitesimally small body at that location is zero.

Finding the exact location of each equilibrium point involves the solution of a series of quintic equations (these are solved for the Sun-Earth system in chapter 6). All the equilibrium points lie on the X-Y plane, and rotate with the primary bodies around the barycentre. Three points lie along the axis joining the primary bodies (L1, L2 and L3 are the collinear points), and two form an equilateral triangle with the primary bodies, as illustrated in Figure 3-3 (L4 and L5 can be called the triangular libration points).

![Figure 3-3: Contour Plot of the Gravitational Force Field Associated with the Circular Restricted Three Body Problem](image)
Analysis of Lagrange point stability is also presented in many texts (Szebehely, 1967), (Marchal, 1990), (Schaub and Junkins, 2003). Their stability can be determined by linearising the equations of motion at each Lagrange point, and extracting the eigenvalues of the system. The collinear points are all unstable, and the equilateral (triangular) points are stable. This can be partially visualised through simple representation of the interactions of the rotating gravitational field for the two primary bodies. Figure 3-3 illustrates the saddle points associated with the collinear libration points and the gravity well of the triangular points. However, it should be noted that the potential is also velocity dependent, and a full stability analysis is therefore required.

3.2.2 Lagrange Point Orbits and Their Control

A summary of the approaches taken for determining the motion of spacecraft in the vicinity of the Lagrange points is presented in this section. The first subsection introduces the analytical descriptions of satellite motion, and the types of orbits that this approach can represent. Numerical tools and strategies for Lagrange point orbit analysis published in the literature are then reviewed. Examples of orbit maintenance control are discussed. In this section, the emphasis is placed on the Sun-Earth L2 Lagrange point as this is the target location for the ESA Darwin mission.

3.2.2.1 Analytical Description of Lagrange Point Orbits

By translating the equations of motion for a spacecraft travelling in the three body problem (equations (3-25)) to a reference frame based at one of the collinear Lagrange points, and linearising, the following equations of motion for a spacecraft in the vicinity of a Lagrange point can be derived

\[\begin{align*}
\dot{x} - 2\dot{y} - (2\sigma + 1)x &= 0 \\
\dot{y} + 2\dot{x} + (\sigma - 1)y &= 0 \\
\dot{z} + \sigma z &= 0
\end{align*}\]  
(3-28)

where \(\sigma\) is a function of the masses of the primary bodies, and also of the location of the equilibrium point in the coordinate frame based at the barycentre (Wie, 1998). \(x, y,\) and \(z\) describe the position of the satellite in a Cartesian frame aligned with the barycentre frame, and centred on the Lagrange point (Figure 3-2). The in-plane (ecliptic) \(x-y\) motion is coupled, and the out-of-the-ecliptic \(z\) motion is simple harmonic. The in-plane solutions contain both divergent and oscillatory modes, however, careful selection of the initial conditions can eliminate these secular terms. These initial conditions are given by equations (3-29) and (3-30), where \(\omega_{xy}\) is in-plane frequency

\[\begin{align*}
\dot{x}_0 &= \frac{\omega_{xy}}{k} y_0 \quad \text{and} \quad \dot{y}_0 = -k\omega_{xy} x_0 \\
\end{align*}\]  
(3-29)

and \(k\) is given (for a collinear point) by

\[k = \frac{\omega_{xy}^2 + 2\sigma + 1}{2\omega_{xy}}\]  
(3-30)
With these conditions applied, the solutions to equations (3-28) are given by equations (3-31)

\[
\begin{align*}
    x(t) &= x_0 \cos \omega_{xy} t + \frac{y_0}{k} \sin \omega_{xy} t \\
    y(t) &= y_0 \cos \omega_{xy} t - kx_0 \sin \omega_{xy} t \\
    z(t) &= z_0 \cos \omega_z t + \frac{z_0}{\omega_z} \sin \omega_z t
\end{align*}
\]  

(3-31)

If the initial positions, \(x_0\) and \(z_0\), are zero and \(z_0 = -y_0/\omega_z\), the solutions simplify to the following (equations (3-32)). These equations are considered in the formation flying model development described in chapter 6.

\[
\begin{align*}
    x(t) &= -A_x \sin \omega_{xy} t \\
    y(t) &= -kA_x \cos \omega_{xy} t \\
    z(t) &= kA_x \sin \omega_z t
\end{align*}
\]  

(3-32)

When the ratio of in-plane and out-of-the-ecliptic frequencies (\(\omega\)) is a rational number, the solutions will be bounded in three dimensions. The resulting trajectory is therefore closed and a halo orbit around the Lagrange point is produced. When the ratio of frequencies is not a rational number, the orbit does not close and a Lissajous is formed.

Large halo orbits may be hundreds of thousands of kilometres in amplitude, and the linearisation assumptions associated with the equations of motion based at the Lagrange point will no longer hold, and therefore the linear equations (3-32) are not sufficiently accurate to form a reference trajectory (numerical solutions are discussed in section 3.2.2.2). The solutions to the linearised equations of motion about the L2 Earth-Moon Lagrange point (in the form of equations (3-28)) are applied to LQR feedback control by Wie (1998), who demonstrates that the spacecraft is able to follow the first order reference halo orbit trajectory, but at great \(\Delta V\) expense.

An iterative method for determining a more accurate halo reference trajectory is obtained through disturbance modelling and filtering (disturbance accommodating control), and the \(\Delta V\) is reduced as the spacecraft does not respond to all the disturbance frequencies, and instead only responds to eliminate secular motion. Cielaszyk and Wie (1994) improve the halo orbit maintenance cost further by repeating the analysis in the context of the elliptical restricted three body problem. The nonlinear equations of motion for the motion of a satellite in the ER3BP are presented by Wie (1998), (1994).

Farquhar (1970) focussed on the control of libration point satellites at the collinear points in the three body problem. In his report the linear equations of motion are derived for a selection of the libration points and solved in the presence of nonlinearity, eccentricity and perturbations to improve the quality of the nominal trajectory beyond that described by equations (3-32). Stability analyses are performed and a method of feedback control is proposed using classical techniques for the linearised constant coefficient equations in the vicinity of the Lagrange points. The effect of the time varying coefficients in either the linearised equations of motion due to the inclusion of
eccentric orbit effects, or the equations of motion of a satellite relative to the nominal trajectory, on stability are investigated by Floquet analysis. Station keeping strategies using a variety of control systems, including basic linear feedback control and a Solar sail are proposed and evaluated.

In a later work, Farquhar and Kamel (1973) develop analytical solutions for quasi-periodic orbits around the Earth-Moon L2 point while, as before, taking into account nonlinearity, eccentricity and Solar gravitational effects. Linstedt-Poincare techniques are applied whereby orbit amplitudes are related to in and out-of-plane frequencies to eliminate secular terms to find a solution. The aim is to develop accurate analytical descriptions of a nominal trajectory for small amplitude orbits which would reduce station keeping costs. They find that above a certain in-plane orbit amplitude, a halo orbit will result where the in and out-of-the ecliptic frequencies of motion are equal (a finding also reported via numerical studies of halo orbits reviewed in section 3.2.2.2). Third order solutions for small-amplitude Lissajous orbits about the Earth-Moon L2 point are obtained, but it is proposed that a fourth order solution is required for sufficient accuracy. The amplitude relationship between in-plane (Y) and out-of-plane (Z) motion to produce a larger halo orbit is established. Richardson and Cary (1975) perform a similar analysis for a satellite near a collinear libration point in the Sun-Earth ER3BP in the presence of Lunar perturbations.

Three further publications by Richardson (1980b), (1980a), and (1980c) describe the subsequent development of a third order analytical solution for a periodic halo orbit around the Sun-Earth collinear Lagrange points in the CR3BP, in support of the first Lagrange point mission, ISEE-3 (International Sun-Earth Explorer – 3, introduced in section 3.2.4). A new formulation of the nonlinear equations of motion at the collinear libration points is proposed using Lagrangian mechanics and Legendre polynomials. This approach produces a more concise and robust analytical solution due to its improved ability to describe higher order terms in the equations of motion. The solution is obtained using the same approach as that of Farquhar and Kamel (1973), described above. The Richardson solutions are considered further for the formation flying dynamics model development in chapter 6.

Kim and Hall (2001) refine the initial conditions derived by the Richardson third order analytical solution using an iterative procedure to numerically produce a halo orbit. The tool then applies the same procedure to numerically generate the family of halo (or planar) orbits through gradual variation in orbit amplitude. Although a numerical study (section 3.2.2.2), Junge, Levenhagen, Seifried and Dellnitz (2002) also simulate a halo family using a similar approach for the design of the Darwin formation flying mission. The halo solution is designated the centre of the four-spacecraft formation investigated, and the trajectories of each spacecraft in the CR3BP are propagated. The deformation of the formation and the cost of halo orbit maintenance are measured for each scenario investigated. The formation is found to be more stable in halo orbits further away from the Earth, and halo orbits requiring a maximum control acceleration of $10^{-9}$ms$^{-2}$ to maintain are identified. The latter are deemed suitable for continuous thrust control for Darwin.
More recently, Gomez, Masdemont and Simo (1998) report the semi-analytical computation of 'quasihalo' orbits also using a Lindstedt-Poincare method. Quasihalo Lissajous orbits form a torus around the halo orbit (forming another class of Lagrange point orbit), but these are not considered further here.

The simplest description of controlled satellite motion in deep space is of course the double integrator, representing Newton’s third law, and neglecting the influence of any of the primary bodies in the system dynamics. This dynamics model is often adopted for detailed work on formation control, formation architecture design, and formation manoeuvring where the scale of the relative motion is much smaller than the scale of a halo orbit (for example, Smith and Hadaegh (2002b)).

3.2.2.2 Numerical Solutions in the Three Body Problem

An extensive range of literature is available regarding the numerical solutions in the three body problem and the nature of Lagrange point orbits. However, researchers continue to identify more accurate descriptions of satellite motion in an effort to improve orbit design, control system design, and develop sufficient knowledge of particularly the gravitational environment for autonomous operations which would greatly facilitate complex missions. It is argued that, particularly for the family of large halo orbits around a Lagrange point, that the linearisation assumptions associated with the derivation of linear equations and solutions at the Lagrange point (introduced in section 3.2.2.1) are no longer valid, and that even the higher order analytical solutions derived above for all practical purposes should be evaluated numerically. This is considered further in chapter 6 where a description of the Lagrange point orbit (analytical or numerical) is incorporated into the description of the relative dynamics for the formation flying model.

Early literature relates to the search for analytical solutions for the identification of periodic orbits in the vicinity of the Lagrange points (for example, Lanzano (1967)), however a significant proportion of recent published literature on the identification and classification of periodic orbits in the restricted three body problem has been produced using numerical techniques by Howell at Purdue university. The research can be categorised into two main areas:

- The identification, classification and recording of families of libration point orbits (Howell, 1984), (Howell, 1998), (Howell, 2001).
- Orbit transfers from Earth to the Lagrange points using Dynamical Systems Theory (DST) (Howell, Barden B.T. and Lo, 1997).

Related work with JPL involves research into the link between the DST techniques and low thrust trajectory design around other bodies within the Solar System, for example, Europa (Lo, Anderson, Whiffen, and Romans, 2004).

Howell and Campbell (1999) and Howell, Barden and Lo (1997) describe the motivation for the development of solutions to the three body problem in the two areas listed above:

- The identification and classification of a potentially infinite number of periodic orbit solutions is useful in anticipation of a range of potential mission
applications. The discovery of a strategy to numerically produce a desired orbit given a number of specific mission requirements would be a valuable tool for mission analysis and design. In particular, the insight afforded by the understanding of the relationship between sets of initial conditions and the subsequent orbit trajectory would be extremely valuable.

- The conic sections approach to the design of transfer trajectories to a Lagrange point orbit is not appropriate due to the sensitivity of the problem to initial conditions and nonlinearities. Numerical targeting of the desired orbit is possible by manually selecting initial conditions until the desired orbit is achieved. However, this approach is inefficient and does not provide insight into the dynamics of the L2 environment.

Instead Dynamical Systems Theory (DST, originating from the work of Poincare) and the development of manifold theory is proposed as a suitable tool for trajectory design between the collinear L1 and L2 Sun-Earth Lagrange points and the Earth (Howell et al, 1997). The establishment, initialisation and control of Lagrange point orbits is so sensitive to the nature of the arrival and potential departure dynamics of spacecraft at the Lagrange point, that in much of the subsequent literature, the emphasis of DST is stronger on its application to low thrust trajectory design for orbit transfers. However, insight into the unstable behaviour of satellites in Lagrange point orbits is gained.

Folta and Richon (1998) describe the use of DST in the design of libration point trajectories. They describe how this numerical procedure uses knowledge of the equilibrium points, periodic and quasi-periodic solutions in the three body problem, and then generates invariant manifolds, which are essentially a set of orbits that form a surface. In a study to investigate low energy transfer trajectories to the Moon, Koon, Lo, Marsden and Ross (2000) present a useful overview of the dynamic environment in the vicinity of the collinear Lagrange points. Their figure (Figure 3-4) illustrates four types of orbit in the vicinity of the L2 Lagrange point, as identified using Poincare sections and DST:

- **Planar (Lyapunov) Orbit**: A single periodic orbit which exists for a specific energy level.
- **Asymptotic Orbit**: Winds on and off the periodic orbit. The orbit is on the stable manifold of the periodic orbit when it is winding on, and on the unstable manifold when winding off (the manifolds form tubes).
- **Transit Orbit**: Passes the Lagrange point through the Lyapunov orbit but is not captured.
- **Non-Transit Orbit**: This orbit never reaches the Lagrange point or enters a manifold tube.

Howell (2001) provides a summary of the families of orbits in the vicinity of the collinear Lagrange points. These can be categorised into:

- Periodic Orbits: Halo (Northern and Southern), Lyapunov (planar), Vertical
- Quasi-periodic: Lissajous, Quasihalo
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Two types of periodic motion are possible in the centre manifold, including Lyapunov orbits (planar in the ecliptic) and vertical orbits (almost vertical and dominated by out-of-plane motion). However, when a critical amplitude of planar orbit is reached, eigenstructure analysis of the planar orbit reveals the existence of bounded orbits with an out-of-plane component. These are halo orbits which are classified into two families, northern and southern (reflected in the ecliptic). The halo orbits lie in the centre manifold and the stable and unstable manifolds are used to generate transfer trajectories. The family of halo orbits around L1 and L2 collapse back to the planar orbit near the Lagrange points, and as they extend towards the smaller primary body the orbits become perpendicular to the plane of motion of the primaries. Lissajous orbits are unbounded, and are not constrained to be a certain size. Both analytical and numerical studies have demonstrated a class of Lissajous orbits (‘quasi-halo’) with trajectories which form a surface around the vertical orbit or halo trajectories, forming a torus (Howell (1998), Gomez et al. (1998)).

Alternative approaches to orbit design in the vicinity of the Lagrange points are presented by Roithmayr and Kay-Burnell (2004) who evaluate the cost of maintaining a spacecraft at the Lagrange point (both analytically and numerically), and Shen, Kumar and Seywald (2004), who design alternative periodic orbits in the presence of Solar radiation pressure and subject to a size constraint which does not permit a halo around the Sun-Earth L2 point.

Lagrange point orbit design and control is influenced by mission objectives (science and communications requirements), and fuel cost in the mission analysis. While the former largely determines the size and location of the operational orbit, most papers describe the orbit transfer analysis and its optimisation according to energy criteria and orbit insertion ΔV. Also related to the orbit design are the permitted directions of thrusting, for example, to prevent plume impingement on sensitive optics for the observatory missions. Many related references describe low energy or zero cost transfers between, to or from libration point orbits, rather than the control of the orbits themselves (Howell,
Guzman, and Anderson, 2001), (Gomez and Masdemont, 2000). Improvements to standard numerical determination of transfer trajectories are also presented in the literature, for example, Kechichian (2001) describes the development of an iterative optimisation procedure (involving integration and interpolation) that can determine the trajectory of a satellite between LEO and the Sun-Earth L1 point to meet boundary conditions with 1m accuracy.

Two types of control of the numerically determined orbits are discussed by Howell and Keeter (1995), and other examples in the literature fall into these categories:
- Trajectory following by periodic control with optimal targeting of a future position in the orbit.
- Analysis of the stability characteristics of the dynamics continuously along the reference trajectory, and elimination of the unstable mode (using Floquet analysis which is discussed further in chapter 4).

### 3.2.3 Perturbations and the Sun-Earth L2 Environment

A number of sources in the literature describe the perturbations experienced by satellites travelling in the vicinity of the Lagrange points. They are incorporated into dynamics models, and applied to orbit control. Gravitational and radiation forces influence the natural spacecraft motion, but are considered as perturbations in the context of the circular restricted three body problem where the Lagrange equilibrium points are considered fixed in the rotating frame.

Analysis of the Sun-Earth L2 Lagrange point environment is presented by Evans (2001) in support of the Next Generation Space Telescope (now the James Webb Space Telescope, JWST) mission design. The main perturbing forces, which uncorrected will prevent a satellite maintaining its location at the L2 point, include:
- Elliptical motion of the Sun and Earth about the Barycentre
- Lunar Perturbations
- Planetary Perturbations
- Solar Radiation Pressure (SRP)

From a systems design point of view it is also important to take into account the characteristics of the radiation environment, including the:
- Dynamic Plasma Environment
- High Energy Radiation
- Thermal Radiation

Meteoroid impact would also be a feature of the L2 environment, but this has not been considered here. Earth-based measurements have provided initial estimates of the quantity, location and velocity of meteoroids in the vicinity of L2. However, for future astronomy missions, the effects of impacts on the telescope mirrors and optical path stability should be investigated as part of the system design.

**Elliptical Motion about the Barycentre**

The greatest improvement that can be made to the accuracy of analytical descriptions of a Lagrange point orbit is to include the effects of eccentricity in the motion of the primary
bodies of the circular R3BP to formulate the elliptical R3BP. In determining analytical descriptions of Lagrange point orbits, Farquhar (1970) demonstrates that for the Earth-Moon restricted three body problem, perturbations due to the eccentricity of the Moon’s orbit are greater than the nonlinearity in the equations of motion (at the Lagrange point), and also the effect of the Sun’s gravitational field and Solar radiation pressure. The effect of eccentricity in the Sun-Earth three body problem is also significant.

**Lunar and Planetary Perturbations**

Table 3-7 summarises the maximum perturbing accelerations due to Lunar and planetary perturbations in the in-plane X-Y and out-of-the-ecliptic Z directions (as described by Figure 3-2). The Lunar perturbations arise from the effect of the Moon rotating about the Earth, and are more significant than the perturbations due to other planets in the Solar system (Uranus and Neptune also have an effect but this is smaller than Mercury). Jupiter and Venus have the most significant effect on accelerations experienced by a body at the L2 Sun-Earth Lagrange point. In each case the accelerations are cyclic with different periods.

<table>
<thead>
<tr>
<th>Perturbation</th>
<th>X x10^{-10}kms^{-2}</th>
<th>Y x10^{-10}kms^{-2}</th>
<th>Z x10^{-10}kms^{-2}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lunar Perturbation</td>
<td>±5.5346</td>
<td>±5.8480</td>
<td>±0.7017</td>
</tr>
<tr>
<td>Mercury</td>
<td>-0.0360</td>
<td>±0.0085</td>
<td>±0.0044</td>
</tr>
<tr>
<td>Venus</td>
<td>-2.0789</td>
<td>±0.5972</td>
<td>±0.1231</td>
</tr>
<tr>
<td>Mars</td>
<td>+0.1529</td>
<td>±0.0623</td>
<td>±0.0049</td>
</tr>
<tr>
<td>Jupiter</td>
<td>+3.6769</td>
<td>±2.6124</td>
<td>±0.0838</td>
</tr>
<tr>
<td>Saturn</td>
<td>+0.2662</td>
<td>±0.2169</td>
<td>±0.0116</td>
</tr>
</tbody>
</table>

Table 3-7: Maximum Perturbations at the L2 Sun-Earth Lagrange Point (Evans, 2001)

**Solar Radiation Pressure**

The effect of Solar Radiation Pressure (SRP) on satellite formations in LEO was considered in section 3.1.4.3, and is evaluated in chapter 4 (section 4.2.2.4). At the L2 Lagrange point in the Sun-Earth system, the effect of SRP as a perturbing force will depend on the spacecraft area to mass ratio, the orientation of the spacecraft, and particularly for the infrared observatories (JWST and Darwin), the size of the thermal shields. Tene, Richon, Folta and Tene (1998) state that for the Microwave Anisotropy Probe (MAP) and the NGST (JWST) missions, the SRP is the largest perturbing force and has the effect of shifting the orbit centre (an overview of mission applications of Lagrange point orbits is presented in section 3.2.4).

Folta and Richon (1998) investigate the use of SRP to control the unstable mode of a Sun-Earth L2 orbit as part of the analysis for MAP and NGST (JWST) missions. The magnitudes of the perturbing accelerations due to the Moon and Solar System planets are very small, yet over a few months they are able to cause the orbit to diverge. SRP offers the opportunity to continuously control the L2 orbit, and as described above, its effectiveness and control authority will depend on the size, shape and orientation of the Solar sail or shield. The average SRP acceleration calculated for MAP is 0.2µm/s^2. They propose that the satellite can be moved a few hundred kilometres closer to the Sun to counteract the Lunar perturbations, and reorientation of the Sun-shields can control the spacecraft and force it to remain in the vicinity of L2.
3.2.4 Mission Applications

The nature of the low perturbation, thermally stable environment with the opportunity to have permanent visibility or coverage of particular celestial bodies makes missions to the Lagrange points of any three body system attractive. In particular, for the Sun-Earth and Earth-Moon systems, the Lagrange points offer the potential for uninterrupted science observations and measurements, and access to the entire surface of the different bodies through appropriate orbit design. The applications proposed or flown to date include science (Solar or Lunar observation, deep space astronomy, scientific field measurements in the vicinity of the Lagrange points) and inter-planetary communications. In this section, the orbital characteristics of some of the proposed and ongoing Lagrange point missions are summarised.

An overview of practical control of satellites in Lagrange point orbits is presented by Dunham and Roberts (2001) who review the control strategies applied to recent Lagrange point missions. Of note for consideration in chapters 6 and 7 are the following points:

- The location of a Lagrange point satellite must be monitored for 3-4 weeks for orbit determination prior to a corrective manoeuvre.
- Launch injection and halo orbit insertion manoeuvres are much more costly (two orders of magnitude) than the $\Delta V$ required for station keeping.
- Maintaining a prescribed reference trajectory through regular orbit corrections (ISEE-3 mission) is more costly than balancing orbit energy using periodic thrust to eliminate the unstable components (SOHO mission).
- Better orbit determination is likely to contribute to a reduction in mission $\Delta V$.

The first spacecraft to be flown in a libration point orbit was the International Sun-Earth Explorer-3 (ISEE-3) in 1978, thus demonstrating the feasibility of using the Lagrange points for a range of potential missions. Farquhar, Muhonen, Newman and Heuberger (1980) and Richardson (1980c) describe the trajectories and orbital manoeuvres performed by ISEE-3. In this case the spacecraft adopted a 700,000km y-amplitude (in the ecliptic plane and perpendicular to the Sun-Earth line) and 110,000km z-amplitude (out-of-the-ecliptic) halo orbit around the Sun-Earth L1 point to monitor Solar flares and the Solar wind prior to its arrival at Earth. The data acquisition was designed to complement two other ISEE missions within the Earth’s magnetosphere. The design halo orbit was tightly controlled with manoeuvres performed on average every 82 days. Annual average station keeping $\Delta V$ was approximately 10ms$^{-1}$.

Farquhar (1970) suggested that the Earth-Moon L2 point would be suitable for communications and operations on the far side of the moon. A halo orbit would be sufficiently large to enable the spacecraft to be permanently visible from Earth, and yet behind the moon. Another spacecraft at L1 would give full lunar coverage, and permit communications to be relayed to Earth. Farquhar (1991) introduces a number of other missions that were to be operated at the Sun-Earth L1 and L2 points during the 1990s.

The Solar Heliospheric Observatory (SOHO), launched 1995 adopted a halo orbit about the Sun-Earth L1 libration point with amplitude similar to ISEE-3. This is controlled in the x-axis (along the Sun-Earth line) only which has reduced station keeping fuel use to
approximately 2.3ms\(^{-1}\)yr\(^{-1}\). Unlike the ISEE-3, SOHO does not maintain its orbit by tracking an analytically derived trajectory. Instead station keeping manoeuvres are performed to guarantee that the spacecraft will maintain the halo for the next orbit. Orbit determination using the DSN established accuracies of 10km in position, 5mm/sec in velocity and 1mm/sec velocity along the Sun-Earth line.

Tene et al. (1998) describe the mission design criteria and transfer trajectories considered for MAP (the Microwave Anisotropy Probe mission, launched 2001). The small Lissajous orbit around the Sun-Earth L2 point was selected according to the upper design limit of the orbit amplitude (260,000km), based on considerations of Earth shadow, communications, and science requirements associated with avoiding thermal radiation from the Earth and Moon (Folta and Richon, 1998). The station keeping strategy for Lissajous maintenance is described in Rohrbaugh and Schiff (2002).

The Advanced Composition Explorer (ACE), launched 1997, was the third NASA libration point mission, and performed measurements of the Solar wind and Galactic cosmic rays at the Sun-Earth L1 point (Roberts, 2001). The operational orbit was a Lissajous, maintained to prevent escape from the L1 region, and selected to enable a smaller orbit to be achieved. The orbit was maintained by out-of-the-ecliptic control once per orbit and applied where the z-velocity is zero to avoid the ‘Solar exclusion zone’ where communications are overcome by background radio noise. Attitude and orbit control and determination is planned and performed from the ground, with command functions relayed through the Deep Space Network (DSN).

DST has also been applied to mission design. The Genesis mission was launched in 2001 to retrieve samples of the Solar wind from a region of space in the vicinity of the Sun-Earth L1 point. The transfer trajectory design technique was able to reduce the ∆V for orbit insertion to just 6ms\(^{-1}\).

The Sun-Earth L2 libration point is particularly suitable for infrared observatory missions. Using a combination of DST and Astrogator targeting software, mission analysis has been performed for the NGST (JWST) by Folta, Cooley and Howell (2001). A combination of numerical techniques enabled an orbit, which takes into account SRP, to be derived so that orbit maintenance could be performed in the anti-Sun direction only (the orbit y-amplitudes of 800000km and 400000km were investigated). Direct transfer to the orbit under constant acceleration was also incorporated into the design. Once in the target halo orbit, one of the proposed orbit maintenance strategies involves four corrective manoeuvres per orbit. The controller imparts a ∆V to reduce position errors with respect to the design trajectory to zero at a target time. This is based on the linear propagation of errors using the state transition matrix associated with the design solution (and the target time is that of the next manoeuvre). The proposed control interval is not claimed to be ideal, but sufficient to demonstrate that the mission can be performed and meets ∆V design requirements of 4ms\(^{-1}\)yr\(^{-1}\).

Strizzi, Kutrieb, Damphouse and Carrico (2001) propose the use of the Sun-Mars L1 and L2 points for communications relays for future Martian expeditions. In their study using the Satellite Tool Kit (Astrogator) numerical orbit propagator, the costs of transferring and station keeping two spacecraft in Lissajous orbits, one at each Lagrange
point, are evaluated. The attraction of this arrangement is that almost half of Mars would be visible to each spacecraft throughout the mission, and the Sun is always visible for power.

A number of future Lagrange point missions will involve formation flying. These are summarised in appendix A.

### 3.2.5 Dynamics and Control of Relative Motion for Satellites Formation Flying in the Three Body Problem

Compared to single satellite operations, satellite formation flying in the three body problem has received relatively little attention. While the subject of formation dynamics and control are interrelated, and most of the references address both of these aspects of formation flying, the role and methods of dynamics modelling for Lagrange point formations is emphasised in this section. The section comprises a review of the research involving both analytical and numerical approaches to relative dynamics modelling and formation control. It is appropriate to note at this point that the dynamics model development research presented in chapter 6 was proposed in 2002, and prior to some of the more recent publications on the subject described below.

As recently as 2000, Lo, Koon, Marsden and Murray (2000) presented an overview of the technology gaps which must be filled in order to implement a spacecraft formation flying mission in the vicinity of the Lagrange points. A number of points were emphasised:

- The need to exploit the natural trajectories of members of the formation and to generate the individual trajectories of each satellite in the three body problem.
- The complexity of formation deployment.
- The need for control system design for both loose and precision control.
- For interferometry applications, it must be possible to measure and control the shape and orientation of the formation.
- The need to estimate control effort and performance metrics that enable formation and system designs to be compared.
- The need for autonomous operations.

As an extension to the work on single satellite trajectories using the numerical approaches of DST and manifold theory, Barden and Howell (1998) investigate the families of Lagrange point orbits that would be appropriate for formation flying at the Earth-Moon L1 point. The role of quasihalo orbits (which form a torus around a halo) is proposed for formation design. With the appropriate initial conditions, the formation could remain planar and rotate as all the satellites move along the torus. However, a test case nonlinear solution revealed that the out of plane motion was 1% of the satellite separation. In this study the feasibility of performing formation and trajectory design using DST is demonstrated, although this was applied to a formation of diameter 130000km. The use of the approach for satellite separations of a few metres using halo orbit tori is not discussed, and the presence of small diameter tori around halo orbits is unknown without further investigation.
In section 3.2.2.2, Howell and Keeter (1995) are referenced in the description of the two main approaches to the control of unstable orbits. Scheeres and Vinh (2000) adopt the second of these approaches to stabilise the relative motion of two satellites in Sun-Earth L2 Lagrange point orbits. Initially, a halo design is identified numerically for one of the spacecraft, and it is assumed that this is maintained separately from the formation. Instead of controlling the second satellite to another (numerically sensitive) trajectory which has the same period, and therefore cannot also be a halo, the dynamics of relative motion are controlled. At each point along the halo trajectory a Taylor expansion is performed to describe the variation in position and velocity of a second spacecraft relative to the first. This is satisfactory for satellites in close proximity, and can be reduced to a time invariant form over short time intervals. At each point, the eigenstructure of the relative motion state matrix is evaluated and feedback gains are designed which control and eliminate the divergent modes. An example of formation control whereby the second satellite follows a quasihalo around the first (as described above) is presented, and the controller is found to successfully control nonlinear motion. This does not achieve precision formation flying, but will maintain the satellites in the vicinity of L2. Hsiao and Scheeres (2002) continue this work and attempt to parameterise the toroidal relative motion. The proposed application is interferometric imaging using natural spacecraft formations around L2, complementing innovative image reconstruction work which does not require precision formation flying (Hyland, 2001).

Gomez, Lo, Masdemont and Museth (2001) performed an investigation of formation flying in the vicinity of the Sun-Earth L2 point for the NASA Terrestrial Planet Finder (TPF) mission. As one of the first investigations into precision formation control, the objective of their research was to assess the feasibility and $\Delta V$ costs associated with the following mission phases:

- Launch and Transfer to L2
- Deployment into Initial Formation
- Pattern Maintenance
- Formation Reconfiguration

Initially a baseline halo orbit and a quasi-periodic orbit in the vicinity of the halo were selected to construct the planar formation travelling along the halo (both unstable orbits). The baseline halo was the target reference for formation deployment, but for the science phase, no satellite was rigidly maintained on the halo. In addition to halo maintenance, the spacecraft formation is made to slowly rotate through the use of impulsive burns to control satellites on the circumference of the formation. This causes them to move linearly between points on the circumference approximated by a many sided polygon. Impulsive manoeuvres to maintain desired formation rotation rates were estimated using numerical targeting techniques. The mission was found to be feasible, and other findings relating to rotating pattern maintenance phase included the following:

- Formation manoeuvres were practically independent of baseline orbit.
- Halo orbit maintenance manoeuvres can be absorbed into formation flying manoeuvres since the latter are relatively frequent.
- The mission can be achieved using linear control in the nonlinear environment.

An analytical approach to formation control in the CR3BP is presented in a series of papers by Gurfil and Kasdin (2001), and Gurfil, Idan and Kasdin (2002), (2003). In
earlier work (2001), the equations of motion of a satellite in the Sun-Earth CR3BP are derived in terms of distance from the Earth in a rotating frame. The solution to the equations provides a reference trajectory, and the equations of motion of a follower satellite relative to the reference are obtained by linearisation about the reference. The stability and controllability of the time varying system are investigated and a time varying LQR control law is designed. Weighting matrices in the LQR design are selected by tuning the formation response to a baseline expansion scenario (on a scale required for TPF of 50-500m). In this case, the reference trajectory is initialised in LEO, and then projected into an out-of-the-ecliptic trajectory using the nonlinear equations. The resizing manoeuvre thrust levels required are evaluated, and continuous micro-Newton thrusters (for example, FEEP) are deemed suitable for the task.

Gurfil Idan and Kasdin (2002) develop a nonlinear control law for formation control in the ER3BP, thus avoiding the linearisation assumptions of the previous study. A relative position controller is designed using approximate feedback linearisation via dynamic model inversion, LQR controller design and a neural network design to compensate for the inversion error. For a similar approach applied in the CR3BP, sub-millimetre tracking is achieved (Gurfil et al, 2003). In all cases, the out-of-the-ecliptic trajectory initialised in LEO is presented as a test case, and the approach is not demonstrated for Lagrange point orbits.

Hamilton, Carpenter and Folta (2002) apply LQR control with Kalman filtering (Linear Quadratic Gaussian, LQG, control) to formation station keeping and manoeuvring control around L2 in the CR3BP. The dynamics models used are obtained from software, developed at Purdue university (Howell, Barden and Lo (1997)), which calculates the Lissajous reference orbits including Lunar and planetary perturbations, Solar radiation pressure, and Earth orbit eccentricity. A linearised dynamics matrix is calculated by the software at each epoch along the numerical trajectory for LQR design. The hub is found to track the reference orbit satisfactorily but the telescopes only achieve a tracking accuracy of a few metres when process and measurement noise are included in the simulation. Station keeping and formation slewing are simulated and the $\Delta V$ is evaluated. Instead of linearising and redesigning the controller at each time step, Howell and Marchand (2003a) perform a related study using the same trajectory generation software, and simultaneously integrate the differential Riccati equation with the equations of motion to achieve a guarantee of optimal control. This is contrasted with input and output feedback linearisation controllers for different formation scenarios. These include the now familiar quasi-halo planar rotating relative trajectory, station keeping and orientation keeping. The nonlinear techniques are found to be more efficient for formation control.

During the model development research presented in chapter 6, a publication by Segerman and Zedd (2003) was released. They derived high order solutions to the equations of relative motion for two satellites orbiting L2. The nonlinear equations of motion for the hub (leader) satellite and the telescope satellite are derived separately in the CR3BP, assuming that both are ‘in the vicinity’ of L2. The hub equation is subtracted from the telescope equation to produce an equation of motion for the telescope relative to the hub. A series expansion is performed and the terms are evaluated and ordered by magnitude. Also, the frequency of out of plane motion is adjusted to have the same fundamental period as the in-plane motion to create a planar
formation. The analytical solutions to the equations of motion are derived using a Lindstedt-Poincare-type method (Richardson, 1980a) and compared to numerically integrated solutions. Due to the divergent nature of the relative motion, comparisons were only made over 20 day periods using initial conditions derived from the analytical solutions at time $t=0$. It was found for one test case that their solutions approximated well the numerical integration of the two separate CR3BP equations of motion (one for each satellite) for approximately 5 days in all directions. This high order analytical model of the relative motion dynamics was implemented for comparison with the dynamics model developed in chapter 6 and the Satellite Tool Kit (STK).

In more recent research, Marchand and Howell (2003b), (2004) continue to apply numerical techniques to the natural formation design and control problem, finding that the inclusion of planetary bodies and Solar radiation pressure has an insignificant impact on formation keeping near the Sun-Earth L1 and L2. In fact the control requirements for formation keeping are so small that they may not be achievable with current thruster technology, and the role of impulsive control should be investigated further (Carlson, Pernicka, and Balakrishnan, 2004).

### 3.2.6 Formation Flying Guidance and Control in Deep Space

In this section an overview of formation flying control and guidance strategies applied to formation flying in deep space is presented, with an emphasis on the guidance. The nature of the problem means that guidance and control systems are often designed together, using simple double integrator dynamics to represent satellite motion in the deep space environment. Also, in the absence of natural orbits and large perturbations, the guidance and control system is designed specifically to enable efficient task-specific manoeuvring of the formation.

A number of different formation flying guidance systems for LEO were introduced in section 3.1.5.3, and these also apply to satellite formations in the vicinity of the L2 Lagrange point. To reiterate, satellite formation flying guidance systems generate the desired trajectories for satellites to follow as a control system reference. In general they vary in complexity depending upon the nature of the manoeuvre, the conditions enforced during the manoeuvre, whether the desired trajectory has been predetermined offline, or whether the planning algorithms are continually being updated online with measured information. A significant factor influencing system complexity is the level of autonomy of the system and the number of satellites within the formation that must be simultaneously manoeuvred. The conditions of manoeuvre can include, for example:

- Plume avoidance from nearby satellite propulsion systems.
- Collision avoidance (permits certain manoeuvres only, and maintains exclusion zones).
- Operational constraints (maximum accelerations and velocities permitted, maximum thrust available).
- Initial and terminal conditions on the manoeuvre.
- Global fuel minimisation.
- Fuel balancing.

At the Lagrange points, the modes of operation of the formation considered in the literature include:
• Autonomous formation deployment and initialisation upon arrival at L2.
• Interferometry mission specific manoeuvres – slewing, resizing, rotation.
• Formation keeping in the presence of disturbances.

A number of references by Hadaegh investigate advanced control strategies outside of Earth’s gravity well (often a heliocentric Earth-trailing orbit rather than L2). These more theoretical approaches to satellite formation flying guidance and control would be applicable in both LEO and deep space, and include:

• Model Predictive Control with linearising feedback for formation keeping and attitude control (Manikonda, Arambel, Gopinathan, Mehra, and Hadaegh, 1999),
• Graph Theory, Matrix Inequalities and Switching Schemes (Mesbahi and Hadaegh (2001b), (1999)),
• Linear Matrix Inequalities (LMI) based on relative position measurement only, and incorporating control architecture redundancy and fuel optimisation (Smith and Hadaegh, 2002b).

Mesbahi and Hadaegh (2001a), (2000) define the modes of operation of the three-satellite ST-3 optical interferometer which was intended to perform imaging of distant astrophysical objects from a heliocentric orbit (this mission has now been cancelled). Fringe acquisition modes similar to those identified for Darwin are defined qualitatively, and the level of permitted thruster use is described. Control laws are designed for two of the modes:

• Translation between u-v points on the Fourier plane.
• Stabilisation of the formation to engage imaging mode.

In the first case, optimal bang-coast-bang laws are derived for a minimum fuel/time balance, although precision manoeuvre requirements are not specified. The fuel use requirements and the mission duration for the control of a single satellite are evaluated as a function of the number of sources being observed. The results are extended to the simultaneous control of two spacecraft and the fuel/time cost is found to be higher (agreeing with the findings of Vadali and Vaddi (2000) for the LEO case in section 3.1.5.2).

Through simulation, Mesbahi and Hadaegh (2000) demonstrate that the optimal control laws are not suitable for the formation stabilisation and imaging phase. Following the translation manoeuvre, the final position error, although small and acceptable for this phase, is too great for the precision control system to capture and correct. Instead a classical proportional-integral-derivative (PID) controller is applied (and contrasted with an alternative controller based on Linear Matrix Inequalities (LMIs)). The definition of acceptable regions of the u-v plane within which control law switching can occur is investigated. The controllers are not evaluated in the presence of perturbations.

Lawton, Beard and Hadaegh (1999) design a strategy to rigidly rotate an interferometer formation with two collectors in the u-v plane, and a hub satellite on the pointing axis while equalising optical path lengths. A decentralised approach is applied to trajectory generation for each individual satellite. The trajectories are derived by imparting a virtual torque to the formation, considering it as a rigid body formation. Trajectory following is enforced using adaptive control which updates according to spacecraft mass, and incorporates actuator saturation constraints. Also, formation rotation while
maintaining attitude for the same free flying interferometer problem is demonstrated using centralised and decentralised control approaches (Lawton, Beard, and Hadaegh, 2000). Control of a rotation manoeuvre while maintaining precise relative position between formation members is also investigated by Beard and Hadaegh (1999a). In this case a position error box for trajectory following during the manoeuvre is derived. When a satellite approaches the edge of the error box, or ‘tube’ for a satellite performing a planar rotation, the thrusters are fired in a predictive manner to prevent any overshoot (maximum thrust limitations are incorporated into the control). Specifying an acceptable position error in this manner reduces the frequency of thruster firings, and minimises fuel use.

Kong and Miller (1998) define a series of imaging locations in deep space to enable interferometric image reconstruction of a point spread function. Trajectory optimisation is then performed using Travelling Salesman algorithms to enforce the motion of the spacecraft through the u-v imaging points according to a minimum time or minimum fuel law.

The imaging phase of an optical interferometry mission is also considered by Bailey, McLain and Beard (2000). Fuel optimisation strategies to minimise global fuel use are investigated by solving the Travelling Salesman problem in order to cover the necessary u-v points on the Fourier plane and move to different targets. They identify the core interferometry manoeuvres to be rotation, resizing and slewing, and find that combining these manoeuvres can be more fuel efficient than performing them separately. However, the manoeuvres prescribed are suitable for imaging and not nulling interferometry, which is the ultimate objective of this research. Their approach to fuel balancing during the manoeuvres is described below.

Also for the astrophysical interferometric imaging task, PID control is employed by van der Avoort, D’Arcio and den Herder (2003) to enable telescopes to follow prescribed trajectories for the Darwin mission. The guidance trajectory combines translation and rotation of the planar circular Darwin formation to cover the u-v plane and enable imaging while manoeuvring. In this case, noise on the relative metrology and actuation systems is included in the simulation to ensure that any relative position errors can be compensated by the onboard optical path length control system in terms of path difference and bandwidth of response. They conclude a fringe tracker is necessary during imaging, and that the FEEP thrusters (Table C-2, appendix C) are saturated when responding to measurement noise. Incorporation of a suitable estimator (Kalman-filter) into the control system is recommended.

For the Darwin mission, Lagadec, Lebas and Ankersen (2003) combine optical path difference control and formation position control in the presence of noise and disturbances using LQG. A trade-off study is performed to justify whether more than one optical delay line is required, and whether a centralised or decentralised control scheme should be implemented. A centralised multi-delay line approach is selected for the baseline study. LQG is demonstrated to be a suitable control technique, meeting performance requirements for the formation.
A number of authors report the use of potential function methods, which are widely used in robotics, for formation flying formation keeping and manoeuvring (McQuade, Ward, and McInnes, 2002). McQuade et al. (2002) apply this method to the deployment of a formation of satellites near L2 using a description of the linearised dynamics of each satellite relative to the L2 point. Wang and Hadaegh (1999) investigate fuel minimisation for larger scale formations using optimal control laws and a strategy for breaking down the formation and manoeuvring a few spacecraft at a time. In later works, they apply potential function methods to formation reconfiguration with collision avoidance for decentralised formations (Wang and Hadaegh, 2000), and reduce the computational requirement by designing control laws whereby each satellite only needs to know about its nearest neighbours, and not the entire formation (Wang and Hadaegh, 2001). Singh and Hadaegh (2001) also design an autonomous onboard guidance system incorporating collision avoidance.

Guibout and Scheeres (2004b) again demonstrate the use of Hamiltonian mechanics to find optimal guidance functions, and solve two point boundary value problems with specified beginning and end times and positions for spacecraft reconfiguration in the vicinity of the Sun-Earth L2 point.

**Fuel Balancing Considerations for Deep Space Formation Flying**

The role of fuel balancing or load levelling for satellite formation manoeuvring was introduced in section 3.1.5.3. Unlike in LEO, formation manoeuvring and reconfiguration in deep space does not necessarily require the consideration of natural relative orbits, and for example, the optimum orbit positions to control particular orbit elements. Fuel balancing manoeuvres in deep space can therefore be considered more conceptually as an offline optimisation problem. A summary of the fuel balancing strategies considered in the literature is presented below:

- **Beard, McLain and Hadaegh** (1998) investigate trajectory design for an interferometer “retargeting” task, and force the satellites to follow the trajectories using proportional-derivative PD control and bang-off-bang thrust profiles to minimise time/fuel. One approach finds an optimal fixed point of rotation for the formation, based on completion of the entire manoeuvre, whereas a second approach allows this point to continually move according to the mass of remaining fuel on each spacecraft during the manoeuvre. The latter method is found to be more computationally and fuel-costly overall, and more fuel is required to achieve fuel equalisation rather than fuel minimisation across the formation. In this case, the research relates to a control architecture where the planar formation was treated as a rigid body, thus oversimplifying the problem, and manoeuvres were limited to two dimensions. Similar results were obtained in a further study where the formation was not treated as a rigid body and the satellites did not need to maintain formation during the manoeuvre (Beard and Hadaegh, 1999b). In both cases, the manoeuvres were not simulated in the perturbed environment.

- **Bailey, McLain and Beard** (2000), (2001) incorporate the fuel balancing strategies derived by Beard and Hadaegh (1999b) described above into a global optimisation problem. The fuel balancing laws are applied to a series of rotation, resizing and slewing manoeuvres for the imaging task of the NASA ST-3 two-telescope interferometer.
Vadali, Bae and Alfriend (2004) use the analytical halo orbit solution derived by Richardson (1980a) for formation design. Formation keeping, slewing and fuel-balanced reconfiguration are addressed for a rotating formation, using a similar approach to their LEO work (Vadali, Vaddi, and Alfriend, 2001).

3.2.7 Discussion

Following the introduction to the three body problem, and a review of the design and control of trajectories for single satellite Lagrange point missions in the Sun-Earth (and Earth-Moon) system, an overview of the recent research into formation flying dynamics and control has been presented. In this section the findings are summarised and discussed.

Earlier investigations provided insight into the problem of designing natural formation trajectories around Lagrange points using numerical techniques. However, the resulting planar formations travelling around a halo did not seem to be appropriate for precision formation flying applications. Also inappropriate was the strategy to control the divergent modes in the relative motion, rather than relative position and velocity directly for precision formation flying.

LQR control techniques in different forms (time varying, time invariant, and redesign at different points around the trajectory in deep space) have successfully been applied to the formation control problem. To design these control systems, a range of numerical and semi-analytical approaches have been taken for modelling the relative motion of satellites in the three body problem, and in particular in the vicinity of the Lagrange points. In each case, linearised dynamics have been evaluated along a reference orbit, which in all the formation flying control examples identified so far, has been numerically generated with varying degrees of accuracy in the three body problem. The reference trajectories reported, which do not necessarily have a satellite located or maintained along them, have been generated in different ways, using:

- Nonlinear equations of motion in the three body problem which are based at different points (the Earth, the Sun-Earth barycentre or a Lagrange point).
- Nonlinear equations in a simplified form.
- Full nonlinear equations in the presence of planetary, Lunar and Solar radiation pressure perturbations.

No fully analytical approaches to deriving a linearised dynamics model were identified prior to the work performed in chapter 6. A higher order analytical solution of relative motion around the Sun-Earth Lagrange point has, however, recently been developed. This solution is therefore compared to those obtained from the new dynamics model.

Although formation keeping control for L2 formations may require an extremely small continuous thrust, the station keeping cost for real missions is small but significant, and the thrust levels required for science manoeuvres may also be significant. The guidance literature review demonstrated a number of control techniques could be applied to rotate and expand/contract a formation, governed by simple integrator dynamics. However, different controllers may be required for different mission tasks, depending on precision requirements, and it is proposed that formation manoeuvring be investigated in the
presence of a gravity gradient. Of current interest is the ability to perform Lagrange point formation control and manoeuvring in the presence of sensor/actuator noise and dynamics, and to perform manoeuvres in an optimal manner, ideally while balancing fuel use across the formation.

3.3 Summary and Rationale for Research

A significant proportion of the literature on satellite formation flying dynamics and control in both LEO and in deep space (near L2) has been reviewed in this chapter. The material presented in this review has been used to establish a more detailed definition of the research objectives, however it should be noted that a proportion of the literature was not available at the start of the programme (2001). Where appropriate, additional literature from 2003 and 2004 has been incorporated into the review, although the majority of the work undertaken was motivated through an appreciation of papers published prior to mid-2002.

This summary comprises a brief review of the main findings of the LEO and deep space formation flying literature presented in sections 3.1 and 3.2, and concludes with a general outline of how the literature review influenced the direction of research. More detailed analysis of the motivation and justification for different aspects of the research is presented in the introductory sections of chapters 4 to 7.

3.3.1 Chapter Summary

In section 3.1, a thorough survey of literature relating to LEO formation flying dynamics and control was presented. This highlighted the scope and depth of research, primarily during the last five years, in the areas of dynamics model development, missions, applications, formation design, relative orbit perturbations, and formation flying control systems and their evaluation.

Two main approaches to the modelling of relative dynamics in LEO were identified:
- Linear Hill equations in a Cartesian frame based at a satellite on a circular reference orbit.
- Relative orbit elements.

The advantages and disadvantages of each approach for formation design and formation flying control were established by considering the following:
- Mathematical assumptions incorporated into the model derivation and the resulting model limitations (linearisation, singularities).
- Solutions to the formation flying equations and their applicability to formation design and orbit visualisation.
- The ease with which perturbations can be included in the model.
- The practical implementation of the dynamics model in the wider control system (sensors, actuators, use of the dynamics matrix for controller design).

Upon consideration of the literature, the Hill equations were found to be limited in a number of ways, but sufficiently flexible in terms of the methods by which
perturbations, eccentricity and nonlinear terms could be incorporated to more accurately describe relative motion. They describe relative motion in the frame of on-orbit relative position and velocity measurement, thus eliminating the need for complex transformations from orbit elements to the Hill frame coordinates. The orbit elements approach appears to be better for formation design and maintenance when long term bounded motion is required, however the dynamics model does not capture short period motions which may be important for interferometry applications. The Hill equations approach has therefore been selected for the LEO formation flying dynamics and control research performed in later chapters.

A number of applications of LEO formations were established through a review of formation flying mission studies for the following mission types:

- Interferometric Earth observation and imaging.
- Interferometric Astronomy.
- Scientific Earth observation and communications.

It was found that a Hill equations dynamics model approach was used almost exclusively in all this research where precision formation flying was required.

Much of the available literature on LEO formation flying involves some aspect of formation design. To reduce the fuel required to maintain a formation to a practical level, it is necessary to design the formation using any naturally available formation dynamics. Both relative orbit elements and the Hill equations provide solutions or constraints which will enforce the bounded motion of satellites over time, thus meeting this requirement. In particular the existence of $J_2$ invariant relative orbits was investigated for later consideration as a test case in chapter 4.

The effects of orbit perturbations and orbit eccentricity on satellite relative motion in LEO, according to research published in recent literature, were also investigated. In particular, the effects of the following were considered:

- Earth oblateness
- Atmospheric Drag
- Solar Radiation Pressure
- Reference orbit eccentricity

The Earth oblateness ($J_2$) perturbation has the most significant effect on satellite formation keeping in LEO, and the findings of this part of the review are discussed further in chapter 4 where alternative formation flying models incorporating the effects of $J_2$ are developed. In support of the research presented in chapters 4 and 5, any fuel use $\Delta V$ evaluations performed for formation keeping in the presence of the $J_2$ perturbation were collated for later comparisons, and techniques for augmenting relative dynamics models to incorporate these effects were surveyed.

A number of linear and nonlinear control techniques have been successfully applied to the satellite formation flying formation keeping and manoeuvring problem. The most commonly applied techniques include LQR and Lyapunov control using both Hill-frame and orbit elements relative dynamics models, and both continuous and discrete control systems. Less emphasis has been placed on the detailed review of guidance for LEO satellite formations, as much of the literature has only become available more recently, and after the LEO formation flying research performed for chapters 4 and 5.
In section 3.2 an overview of basic Lagrange or ‘libration’ point celestial mechanics for the circular restricted three body problem (CR3BP) is presented. A basic linear description of a Lagrange point orbit is derived and forms the background necessary for the model development research presented in chapter 6. An overview of the literature associated with the derivation of higher order solutions for halo orbit motion in the vicinity of the collinear libration points is also presented for later application.

An appreciation of the unstable dynamic environment in the vicinity of, in particular, the Sun-Earth L2 libration point is important as it is the planned destination of a number of future formation flying missions which require different orbital characteristics. Numerical methods are able to provide increased insight into both transfer trajectories and the stability and types of orbits that can be used for formations at the Lagrange points. In parallel is the need for an appreciation of the perturbation environment, and its effect on orbit control and formation control. This is found to be much more significant in the former case.

A brief overview of the single satellite missions, both past and present, to the Lagrange points is provided. Of particular interest is the ISEE-3 mission which adopted a trajectory following orbit maintenance approach using both analytically and numerically derived trajectories (the latter was found to reduce fuel use as this enable the satellite to adopt a more natural motion). An awareness of the cost of satellite formation keeping has therefore been gained.

In the final sections of 3.2, the relative motion dynamics models applied to control system design have been identified, and guidance strategies for formation manoeuvring, including some load-levelling, have been reviewed.

A Dynamical Systems Theory approach to formation design and control appears to be inappropriate for precision formation flying. Instead, either neglecting the orbital dynamics altogether, in favour of investigating formation manoeuvres for the science tasks of TPF or Darwin, or linearising the dynamics about a reference trajectory in the three body problem is preferred. No fully analytical approaches to deriving a linearised dynamics model were identified at the outset, and the analytical approach was therefore considered for relative motion model development prior to the formation control analysis performed in chapter 7.

3.3.2 Rationale For Research

This literature review has supported the rationale for and definition of the objectives for the dynamics and control simulation studies in the following chapters (refer to Figure 1-3, chapter 1, for the Thesis Road Map). The following sections summarise the original research plan, and particular conclusions of the literature survey that have contributed to motivating the research performed.

3.3.2.1 Original Research Plan

The original objectives for performing research into both LEO and L2 formation flying were reinforced by the literature review, and can be summarised as follows:
• A LEO study would demonstrate the methods of relative motion modelling (in the presence of significant orbit perturbations) that could be applied at L2.
• A greater insight into different approaches to tackling the formation flying problem would be gained by focussing on LEO due to the wealth of available literature.
• Familiarity would be gained with the necessary mathematical techniques for solving equations of motion and control system design.
• Performing a precursor study would enable the development of software tools for simulation and visualisation of the formation flying results that could also be applied to L2.
• Continuation of work initially carried out in support of the MUSTANG project at the Cranfield University Space Research Centre would be an appropriate starting point (Roberts, Bowling, and Hobbs, 2002).

3.3.2.2 Application of the Literature Review to the Research Plan

The more detailed conclusions from the literature review, which were directly applied to the research presented in chapters 4 to 7 are summarised below:

➢ The review confirmed that for the LEO case, the selection of a Hill-type dynamics model was appropriate and justified (section 3.1.1.4).

➢ A number of authors have attempted to incorporate the J₂ perturbation into relative dynamics models of varying complexity. The perturbing force is either included as a forcing function within the equations of motion, or the effects on orbit element drifts and secular terms in the relative motion have been identified and incorporated into the model. The effects of the J₂ perturbation have been evaluated using both numerical and analytical approaches. However, although some comparisons between different models have been made, regarding their ability to capture perturbed relative satellite motion, the comparisons have not been performed in the context of their application to control system design.

➢ Equations with nonlinear terms and other effects (quadratic drag and eccentricity) have been used for linear and nonlinear control system design. For the LQR technique, nonlinear control was found to be of no benefit for satellites in relatively close proximity, and controllers designed using the basic Hill equations were sufficient. However, many systems were not evaluated in the perturbed environment in order to appreciate fully their limitations. The contrasts in control law design technique did not include J₂.

➢ It is claimed that compensating for the smaller scale periodic motions associated with the J₂ perturbation would require excessive and impractical levels of fuel use.

➢ In terms of control system design, continuous thrust is anticipated for the science manoeuvres of Darwin. As the LEO study is a precursor, a more costly continuous LQR control method was selected. This approach is easily discretised for formation control using Pulsed Plasma Thrusters (PPT), and there are many examples of discrete, but not continuous, LQR control in the literature.
Further details of the control law selection are presented in the introductory sections of chapter 5.

- Relatively few studies performance evaluate control systems in the presence of a full set of LEO perturbations. No descriptions of the use of the Satellite Tool Kit (STK) for model validation and controller evaluation have been identified.

- An analytical description of the relative dynamics of satellite formation flying around a halo orbit at the Sun-Earth was not available at the time of proposing the research.

- The load-levelling strategies designed for deep space applications have not been evaluated in the perturbed environment, and while maintaining a halo trajectory.

These conclusions generated a number of questions which, in combination with the overall thesis aims, and recent work at Cranfield University on MUSTANG, were assembled into the following more detailed objectives for the LEO research in chapters 4 and 5.

- Evaluate the magnitude of the different relative orbit perturbations in LEO.
- Identify and compare suitable methods for incorporating the differential J\(_2\) perturbation force into the equations of relative motion in the Hill frame (based on existing models).
- Establish any limitations of the models, and improve these accordingly.
- Solve equations of motion and establish initial conditions for bounded relative motion.
- Verify the analytical models against STK numerical orbit propagators.
- Apply the models to continuous LQR control system design for formation flying scenarios in the perturbed environment.
- Evaluate the \(\Delta V\) required for a range of formation keeping tasks.
- Compare the higher fidelity J\(_2\) models against the basic Hill equations to see if benefits can be achieved.
- Develop a software interface tool for formation flying scenarios using Matlab/Simulink and STK.

The research associated with these objectives has been split between chapters 4 and 5. Model development, solution and verification is described in chapter 4, and control law design and evaluation is performed in chapter 5. For the study of a Darwin-type formation performing science manoeuvres, the following objectives have been defined:

- Derive an analytical description of absolute and relative motion for a formation in a halo orbit around the Sun-Earth L2 point.
- Implement control and guidance strategies to perform a sequence of tasks while load-levelling across the formation, and maintaining a halo orbit around L2.
- Evaluate the formation flying fuel requirements (using continuous control).
- Visualise the controlled formation flying scenario in STK.

Again, the research associated with these objectives has been split between two chapters. The model development and preliminary verification is presented in chapter 6, and the formation flying control law design and visualisation is addressed in chapter 7.
4 THE DEVELOPMENT OF LOW EARTH ORBIT FORMATION FLYING MODELS

In order to perform any aspect of design and control of a satellite formation, it is necessary to model the motion of the spacecraft in the space environment. An interferometric astronomy mission research focus was selected in chapter 2. This and the literature review, presented in chapter 3 have supported the general research aim, which ultimately involves the development of a relative motion dynamics model at the Sun-Earth L2 Lagrange point and its application to control system design for a Darwin-type mission.

Following the literature review, the LEO formation flying research enabled familiarity to be gained with the software tools and mathematical techniques that could be applied to the problem. In addition, the significant proportion of formation flying literature identified in chapter 3 related to LEO rather than deep space, and the results of many LEO studies were therefore available for comparison with those generated here.

An extensive study of the types of models which could be used for formation flying control (refer to section 3.1.1, chapter 3) was performed, and a Hill-type dynamic system was selected for a LEO interferometry application; a context adopted in preparation for the later research into the L2 formation flying problem. A significant area of interest within the literature is the effect of orbit perturbations, and in particular the effects of $J_2$ (Earth oblateness) on the formation. Schweighart and Sedwick (2001a) derived a relative motion model by extending the Hill equations to include linearised perturbations due to the Earth’s oblateness ($J_2$) and Izzo (2002b), referencing this work, tried to capture relative motion better by retaining time varying perturbation terms, but did not perform any model validation. In this case, the limitations of both models are explored, and a new one is developed by incorporating corrective terms from the analytical model into the time varying model. The resulting dynamics are verified against the Satellite Tool Kit (STK) Astrogator high precision numerical orbit propagator. Through model verification the new formation flying model limitations are also assessed, and STK is evaluated as a suitable environment in which to fly the controlled formation.

A complete discussion of the research context, drawing on the rationale outlined in section 3.3.2.2 (chapter 3), and providing justification for the approach taken is presented in section 4.1. The research into the development of LEO relative dynamics models is presented in the following sections, and the application of the models to control system design for formation keeping is presented in chapter 5.

In section 4.2, the Hill equations and their solutions are discussed, and orbit perturbation expressions are presented. A preliminary evaluation of the magnitudes of the aerodynamic drag, gravitational, third body, and Solar radiation pressure perturbation accelerations on satellites in LEO is made, and more importantly for this research, their effects on relative motion are assessed. The perturbation due to $J_2$ is
found to be the most significant disturbance acceleration affecting the relative motion of two satellites in LEO.

In the first stage of model development (section 4.3), the work performed at MIT, now published in more complete form by Schweighart and Sedwick (2002), is derived and implemented independently. A review of their analytical model development theory is therefore presented. Solutions and initial conditions associated with the equations of motion are derived for the analytical, time varying, and Hill equations LEO formation flying models. Their limitations are established by model verification against STK and the verification method and key test case results are presented. Supporting material in the form of theory and derivations from the literature are included in appendix D.

The time invariant and time varying J2 models are both found to approximate fairly well the motion of a perturbed cluster of satellites relative to a circular reference orbit. This is fundamental to the modelling of the relative motion between multiple J2 perturbed satellites. However, for bounded formations, the time invariant model captures the relative motion of two J2 perturbed satellites more accurately than the time varying J2 model or the Hill equations. Reasons for the lack of accuracy of the time varying model are sought. However, the retention of time varying parameters was found to capture the shape of the small-scale motion dynamics for a wider range of conditions (including non-bounded formations) than the time invariant model and Hill equations.

4.1 The Context of LEO Model Development

A preliminary evaluation of the relative accelerations experienced by satellites in LEO revealed that the Earth’s oblateness was the primary perturbation. Over the past five years, significant research has been performed into the development of LEO formation flying models that incorporate the effects of the J2 perturbation, and many of these were reviewed in chapter 3. In this section, the J2 modelling research performed in this chapter is described in the context of the reviewed literature. The ultimate aim of the LEO research is to find a way to maintain a formation of satellites in the perturbed environment in a more fuel efficient and spatially accurate manner.

The research detail was motivated by the following considerations:
- Why mathematical models of relative satellite motion are required.
- Whether the J2 perturbation is the most disturbing factor on the formation and to understand how this can be included in the equations of motion.
- Whether there was a simple way to incorporate the J2 perturbation into the equations, to improve model fidelity without introducing significant complexity.
- The way in which modelling approaches in LEO could be adapted to model development in the vicinity of L2.
- The fact that the selected models already developed had limitations (and the importance of establishing what these are).
- The model verification processes and results of other researchers in terms of ΔV estimates for formation keeping in LEO.
• Whether it was possible to further develop recent models and use them for controller design.
• The fact that in the literature, model nonlinearity has been incorporated into control law design and compared to linear model control, and has been found not to demonstrate improved performance for very close formations. However, this was in the absence of J2, and the nonlinear system did demonstrate improvements for the formation keeping control of larger formations.

4.1.1 Relative Dynamics Models and Model Fidelity

The advantages of a Hill-type relative dynamics model for satellite formation flying over orbit elements approaches were presented in chapter 3 (sections 3.1.1.4 and 3.3), and the literature review revealed a number of techniques for including perturbations in relative motion models. The curvilinear or Cartesian Hill frame based on a circular or elliptical reference orbit respectively would appear to be the most practical coordinate system for formation flying dynamics modelling and controller design. In the Hill frame, it is more straightforward to visualise the relative motion between satellites, and there are fewer variables to control. Linearised disturbance accelerations can also be more easily implemented. It is easier to model and describe sensor and thruster behaviour, and their measurement of relative motion parameters (relative positions, velocities and accelerations) to higher accuracy in the context of a satellite-based Cartesian coordinate frame rather than through conversions to orbital elements.

A relative dynamics model is less complex for establishing relative motion, compared to obtaining the individual positions and velocities of satellites and differencing them. The relative dynamics models can be more easily applied to formation flying controller design, where the relative motion parameters become the controlled state variables, rather than the orbital elements of separately controlled satellites within the formation.

The unperturbed Hill equations (introduced in section 3.1.1.1 and considered further in section 4.2.1) were described as sufficient for modelling and control design for the rendezvous of satellites in LEO over short periods of time, but not sufficient to predict the relative motion of spacecraft flying in formation over longer periods. However, these equations can be developed to allow relative motion to be predicted more accurately for the duration of the mission lifetime (section 4.3).

A case for the development of high fidelity analytical models describing satellite relative motion was made in chapter 2. Relative dynamics models have a role to play in primarily:
• On-board orbit determination (autonomous).
• Control system design (and simulation studies).
• Providing physical insight into formation dynamics for formation design and control.

Improvements in model fidelity will improve the accuracy with which simulations of the relative behaviour of two or more satellites in the perturbed environment can be performed, either as a stand-alone model, or as a more representative environment for
controller evaluation. A high fidelity analytical model will also provide increased insight into the relative motion dynamics caused by the additional perturbations (rather than by observation of individual trajectories in the ECI frame). An improved dynamics model may enable controller designs to be tuned to provide a more optimal response to state errors, and higher fidelity solutions can be used to optimise guidance for a particular application by enabling as much of the natural relative orbit dynamics to be taken into account as possible. Also, given a measured set of conditions, the higher fidelity models can more accurately predict future relative spacecraft motion as part of onboard guidance systems.

In this case, the $J_2$ perturbation is included in the Hill equations, as this is the most significant relative perturbation on a LEO formation, with short period dynamic effects which will disrupt precision formation keeping. Through the following model developments, the effects of $J_2$ on the relative dynamics are identified, and although the dynamics of the secular drift are slow, and the state matrices for the Hill and time invariant $J_2$ models are similar, these are applied to control system design in chapter 5. Here, the solutions of the Hill and $J_2$ models are also used as guidance functions prescribing relative trajectories for satellites separated by up to 1km. Feedback control is used for trajectory following by the follower satellite in a leader-follower architecture, and the implementation of alternative control strategies using the time averaged and time varying models is explored, and any performance benefits noted. In order to assess the benefits of including the $J_2$ perturbation in trajectory planning, continuous linear quadratic regulator (LQR) control is applied. The motivation for exploring this particular control technique is discussed further in chapter 5 (section 5.1).

### 4.1.2 The Context of $J_2$ Model Development

The assumption that the Earth is a perfect sphere, rather than an oblate spheroid, introduces the most significant error to LEO formation flying models. Therefore, it is necessary to investigate the modelling and potential controller design improvements that could be achieved if the acceleration specifically due to $J_2$ was included in the linearised equations of relative motion. Likely improvements include reduced fuel use for formation keeping and the provision of greater facility for choosing the optimum operational orbits for the formation. The effects of relative aerodynamic drag and relative spacecraft attitude also need to be included in any dynamics model when the spacecraft are dissimilar and have different ballistic coefficients, however here we assume this is not the case. The perturbing effects of aerodynamic drag, higher order zonal harmonics ($J_3$), and higher order Hill equations terms are briefly considered at the end of this chapter.

Schweighart and Sedwick (2002), (2001a) developed a high fidelity linearised set of differential equations for describing the relative motion of satellites in the presence of the Earth oblateness ($J_2$) gravity perturbation. In their model, the accelerations due to the $J_2$ effect are linearised and included in the equations of relative motion, and the Hill equations are also modified further to take into account the change in orbit period and drift of the longitude of ascending node caused by the $J_2$ perturbation (discussed in section 4.2.2.2). The cross-track motion is not captured in the first instance by the
linearised equations because the gradient of \(J_2\) disturbance is modelled by taking its time average. In their study, their equations of relative motion are compared to their own in-house numerical orbit propagator. However, when first investigated, they had only published model verification data for one test case. Since then they have published maximum error measurements over 10 orbits for different combinations of reference orbit altitude and inclination, but did not define the model limitations or apply the model to control law design.

In the formation flying work performed for MUSTANG at Cranfield (Izzo, 2002b), (Roberts, Bowling, and Hobbs, 2002) the gradient of \(J_2\) term in the equations of relative motion was allowed to remain time varying, thus removing the problems associated with time averaging of the perturbation term. However, no corrective terms (due to the effects of \(J_2\) on the orbital period and longitude of ascending node) were included in the model, rendering the linearisation assumption invalid. Initial conditions analyses that are required for an accurate, useable set of equations of motion were not included in the study, and no model validation was performed.

Because of the limitations of the analytical model developed by Schweighart and Sedwick, and the omissions in the time varying study by Izzo, the derivation of a new orbit period and nodal drift-corrected version of the time varying model is proposed. The three (Hill, time averaged \(J_2\), and time varying \(J_2\)) models are then verified against STK to establish their fidelity and comparative limitations. A significant proportion of the model development work in this chapter is based on the work of Schweighart and Sedwick (2001a), although the publication of their new geometric cross-track model and additional model validation results occurred after this study had already begun. A detailed overview of their model is presented in section 4.3, and referenced as appropriate, as it is integral to the development of the time varying model, and in this way the differences between the models can be highlighted.

### 4.1.3 Incorporating the \(J_2\) Perturbation into Relative Dynamics Models

In section 4.2.1, the linearised Hill equations describing relative motion of one satellite relative to a reference satellite are introduced. To derive analytical solutions and initial conditions the \(J_2\) perturbation is included in the equations as a periodic forcing function, and then in linearised form. The Hill equations are firstly extended to examine the effects of the perturbation due to \(J_2\) on a circular reference orbit, and secondly to examine the effects of \(J_2\) on the relative motion behaviour of two perturbed satellites, neither being constrained to the circular reference orbit. In this case, the contributions of different terms are presented in more detail to highlight aspects of the relative motion dynamics due to \(J_2\).

In addition to exploring the model limitations, the purpose of model verification against STK is to also to gain familiarity with the implementation of initial conditions in non-Hill frame coordinates, and to assess the use of STK as a ‘real environment’ within which a controller (effectively onboard a satellite) could be evaluated. Neither the time averaged or time varying models have been applied and evaluated in the control law design process before, and this model development and verification is therefore an
essential step in preparing for future model application, and the contrast in performance of the unperturbed and perturbed Hill equations.

4.1.4 Conclusion on Model Development

In conclusion, relative dynamics models are more practical for control system design, and require much less processing power to solve for relative motion compared to the propagation of the absolute motion parameters of individual satellites and differencing them. In the former case, only approximately half of the calculations would be required.

The Hill frame (illustrated in Figure 3-1, section 3.1.1.1) is suitable for the implementation of perturbing accelerations within the equations of relative motion, and the inclusion of additional perturbations is relatively simple. Before investigating the use of higher fidelity models on improved controller design to minimise fuel use in the formation keeping task in LEO, it is necessary to compare model performance and their suitability for the task, and to verify them to establish their limitations. In the absence of available, prior modelling and simulation work in the field of satellite formation flying at Cranfield, the motivation for the model derivation and verification has been presented, and the modelling approach proposed as a suitable way forward.

4.2 Background and Theory

The derivation of the Hill equations and their basic solutions are described in this section as a precursor to the development of perturbed relative motion equations. The important LEO disturbance forces and their effects on the orbit of a single satellite are introduced and a preliminary assessment of their relative effects on a satellite formation is also presented.

4.2.1 The Hill Equations

Although only the linearised form of the Hill equations are applied to the formation flying modelling and control problem in this work, the nature of the higher order and nonlinear behaviour of Hill’s equations is briefly considered. In the first section, the basic equations of motion are introduced, and in the second section the higher order terms and their effects are discussed.

4.2.1.1 Basic Equations of Motion

The basic relative motion equations were originally developed by Hill (1878), and later applied to satellite rendezvous by Clohessy and Wiltshire (1960) (refer to the review of the original papers in section 3.1.1.1). These linearised equations describe the relative motion of two satellites under the point-mass gravitational influence of a central body, each governed by the inverse square gravity law in the form of equation (4-1).
For the Hill equations, the Earth is assumed to be a perfect sphere and approximates point mass behaviour. In equation (4-1) $\mu$ is the Earth gravitational parameter ($GM_E$) and $r$ is the orbit radius of the satellite from the centre of the Earth.

In this case, the equations of relative motion are based in a Cartesian coordinate frame, made to travel around a circular orbit with an angular velocity, $\omega$. The circular orbit traced by this ‘Hill’ frame will be referred to as the ‘reference orbit’ from which relative motion is described, and the radius of the reference orbit is $r_{ref}$. In this case one of the satellites in the formation may be considered to be located on the reference orbit as perturbations are not considered. The role of the reference orbit in the presence of perturbations is discussed further in section 4.3.6. The equations can be derived using either an ECI coordinate frame (I, J, K), or the moving Hill frame (i, j, k) (Kaplan, 1976), (Wie, 1998). Both coordinate frames are illustrated in Figure 4-1. The relative acceleration of $P_1$ with respect to $P_0$ can be simply transformed between the ECI and Hill frames.

\[
g(r) = -\frac{\mu}{r^3} \mathbf{r} \tag{4-1}
\]

Because the main source of reference for the development of the analytical models (Schweighart and Sedwick, 2002) uses ‘$x$’ as the relative position vector, this is maintained for ease of comparisons with later model derivations. In the local vertical local horizontal (LVLH) x-y-z Cartesian coordinate system (Figure 4-1), relative position, velocity and acceleration are given by equations (4-2).

\[
\begin{align*}
\mathbf{x} &= \mathbf{r} - \mathbf{r}_{ref} \\
\mathbf{x} &= x_i + y_j + z_k \\
\dot{\mathbf{x}} &= \dot{x}_i + \dot{y}_j + \dot{z}_k \\
\ddot{\mathbf{x}} &= \ddot{x}_i + \ddot{y}_j + \ddot{z}_k 
\end{align*}
\tag{4-2}
\]
The local coordinate frame is in fact an approximation to a curvilinear coordinate system. In this curvilinear system (Figure 4-1), the \( \hat{x} \) axis lies along the radius vector (radial direction), the \( \hat{y} \) axis is on the orbital plane, normal to the radius vector and curving around the orbit, and the \( \hat{z} \) axis curves around the Earth in the out-of-plane direction. The LVLH x-y-z Cartesian coordinate system is related to the curvilinear \( \hat{x}-\hat{y}-\hat{z} \) system by equations (4-3) to (4-5). For small distances between satellites, the Cartesian x-y-z frame approximates the true curvilinear frame.

\[
\hat{x} = \frac{(r_{\text{ref}} + x)}{\cos\left(\tan^{-1}\left(\frac{y}{r_{\text{ref}} + x}\right)\right)} \cos\left(\tan^{-1}\left(\frac{z}{r_{\text{ref}} + x}\right)\right) - r_{\text{ref}} \tag{4-3}
\]

\[
\hat{y} = r_{\text{ref}} \tan^{-1}\left(\frac{y}{r_{\text{ref}} + x}\right) \tag{4-4}
\]

\[
\hat{z} = r_{\text{ref}} \tan^{-1}\left(\frac{z}{r_{\text{ref}} + x}\right) \tag{4-5}
\]

For the second satellite, \( P_1 \), in the vicinity of the reference, \( P_0 \), the velocity relative to the centre of the Earth is given by equation (4-6). This velocity (\( \hat{r} \)) can be expressed in terms of the velocity at \( P_0 \) plus relative motion terms in the Hill frame that takes into account both its translation and rotation.

\[
\hat{r} = \hat{r}_{\text{ref}} + \hat{x} + \omega \times \hat{x} \tag{4-6}
\]

The rotation vector is expressed as

\[
\omega = n \hat{k} \tag{4-7}
\]

For a constant orbital velocity, \( \omega \) (for a satellite tracing a circular reference orbit), the acceleration of \( P_1 \) is given by equation (4-8)

\[
\ddot{r} = \ddot{r}_{\text{ref}} + \ddot{x} + 2(\omega \times \ddot{x}) + (\omega \times (\omega \times x)) \tag{4-8}
\]

\( \ddot{x} \) is the relative acceleration of \( P_1 \) to \( P_0 \) in the Hill frame, \( 2(\omega \times \ddot{x}) \) is the Coriolis acceleration due to the rotation of the axis system, and the centrifugal acceleration due to the angle between \( \omega \) and \( x \) is \( \omega \times (\omega \times x) \). The terms in \( r \) in equation (4-8) are point-mass gravitational accelerations of the satellite at the reference orbit, \( P_0 \) (\( r_{\text{ref}} \)) and at \( P_1 \) (\( r \)). In linearised form the relative acceleration at \( P_1 \) relative to \( P_0 \) is given by equation (4-9) (Kaplan, 1976).

\[
\ddot{r} - \ddot{r}_{\text{ref}} \approx \frac{\mu}{r_{\text{ref}}^3} \left(-\ddot{x} + 3 \left(\frac{r_{\text{ref}} \cdot \ddot{x}}{r_{\text{ref}}^2}\right) \ddot{r}_{\text{ref}}\right) + O(x^2) \tag{4-9}
\]
In the Hill frame, equation (4-9) can be rewritten in component form to give equation (4-10)

\[
\begin{bmatrix}
\frac{2\mu}{r_{\text{ref}}^3} & 0 & 0 \\
0 & -\frac{\mu}{r_{\text{ref}}^3} & 0 \\
0 & 0 & -\frac{\mu}{r_{\text{ref}}^3}
\end{bmatrix}
\begin{bmatrix}
x \\
y \\
z
\end{bmatrix}
= \begin{bmatrix}
2n^2x \\
- n^2y \\
- n^2z
\end{bmatrix}
= \nabla g(r_{\text{ref}}) \cdot \mathbf{x}
\]

where the orbital rate, or mean motion of a satellite on the reference orbit is given by equation (4-11)

\[
n = \sqrt{\frac{\mu}{r_{\text{ref}}^3}}
\]

By substituting expression (4-10) into equation (4-8), the linear differential equations of relative motion between a satellite at P_1 and a satellite on a circular reference orbit, P_0, in the Hill frame result. The x-y-z components in the expressions are measured in the curvilinear frame.

\[
\begin{align*}
\ddot{x} - 2n\dot{y} - 3n^2x &= 0 \\
\ddot{y} + 2n\dot{x} &= 0 \\
\ddot{z} + n^2z &= 0
\end{align*}
\]

The Hill equations can be easily solved analytically, and form the basis for the development of expressions for relative satellite motions in a perturbed environment, and a baseline with which to compare analytical solutions and control law behaviour.

### 4.2.1.2 Higher Order Terms

In section 4.2.1.1, all the nonlinear, higher order terms in the Hill equations were neglected, however, it is appropriate to perform at least some preliminary analysis to quantify these terms, and the errors associated with linearization. The full nonlinear relative equations are given by equations (4-15).

\[
\begin{align*}
\ddot{x} - 2n\dot{y} - n^2(r_0 + x) &= -\frac{\mu(r_0 + x)}{\left((r_0 + x)^2 + y^2 + z^2\right)^{\frac{3}{2}}} \\
\ddot{y} + 2n\dot{x} - n^2y &= -\frac{\mu y}{\left((r_0 + x)^2 + y^2 + z^2\right)^{\frac{3}{2}}}
\end{align*}
\]

Richardson and Mitchell (2002) derive the third order Hill equations in non-dimensional form, and find an accurate periodic solution by the method of successive approximations. The nonlinear contributions are on the right hand side of their
equations (4-16) and include both unidirectional and cross-coupled terms. Clearly, without these terms, the equations reduce to the linear Hill equations (4-12) to (4-14).

\[
\begin{align*}
\ddot{x} - 2\dot{y} - 3x &= -\frac{3}{2}(2\dot{x}^2 - y^2 - z^2) + 2x(2x^2 - 3y^2 - 3z^2) \\
\ddot{y} + 2\dot{x} &= 3xy - \frac{3}{2}y(4x^2 - y^2 - z^2) \\
\ddot{z} + z &= 3xz - \frac{3}{2}z(4x^2 - y^2 - z^2)
\end{align*}
\] (4-16)

Their evaluation of the numerical solution to these equations and their analytical solutions was found to be consistent with the truncation errors arising from the solution method. Physically, the relative position errors encountered by the analytical solution were of the order of centimetres radially, millimetres along-track, and tenths of a millimetre in the cross-track direction over one day when the initial separations were 20km and 4km in the radial direction and cross-track directions respectively. The contribution of nonlinear terms are compared to the effects of orbit perturbation accelerations on relative motion in section 4.2.2.5.

4.2.1.3 Solutions and Initial Conditions

In all cases, the model development work has been separated into in-plane and cross-track analysis. The in-plane (x-y) equations are coupled and therefore solved together. The cross-track (z) motion analysis is summarised separately.

The in-plane equations of motion are combined by integrating equation (4-13) and substituting the resulting y velocity (equation (4-17)) into equation (4-12) to give equation (4-18).

\[
\begin{align*}
\dot{y} &= -2nx + 2nx_0 + \dot{y}_0 \\
\ddot{x} + n^2x &= 4n^2x_0 + 2n\dot{y}_0
\end{align*}
\] (4-17) (4-18)

Using the standard complementary function and particular integral solution method to solve equation (4-18), a general solution for the x-motion is obtained. This can be substituted back into equation (4-17) to derive a solution for the y-motion. The terms containing the subscript ‘0’ represent the initial position and velocity conditions at time t = 0. The in-plane and cross-track relative position solutions to the Hill equations are given by equations (4-19) to (4-21) and the velocity expressions are included in the Hill equations summary in appendix D.

\[
\begin{align*}
x(t) &= x_0(4 - 3\cos nt) + \frac{\dot{x}_0}{n}\sin nt + \frac{2\dot{y}_0}{n}(1 - \cos nt) \\
y(t) &= x_0(6\sin nt - 6nt) + y_0 + \frac{2\dot{x}_0}{n}(\cos nt - 1) + \dot{y}_0\left(\frac{4}{n}\sin nt - 3t\right) \\
z(t) &= z_0\cos nt + \frac{\dot{z}_0}{n}\sin nt
\end{align*}
\] (4-19) (4-20) (4-21)
4.2.1.4 Relative Motion

An overview of model implementation in Matlab/Simulink for both the Hill equations and the other analytical models investigated in this chapter is given in section 4.5. Also, the equations are compared to individually propagated satellites as part of the model verification process in section 4.7. At this stage, the purpose of this section is to illustrate the relative motion behaviour of two satellites according to the Hill equations derived above for some example sets of initial conditions.

The undisturbed relative motion behaviour exhibited here is important for later comparisons with perturbed results. The satellites separated in the along-track y-direction with zero relative velocity simply follow the same track at the same rate around the circular reference orbit. Therefore, only a constant along-track (y) offset is observed in Figure 4-2a.

Figure 4-2: Effects of Initial Separation (x,y,z in metres) on Relative Motion in the Hill Frame for:
(a) y-Separation (0,100,0)  (b) x-Separation (100,0,0)  (c) z-Separation (0,0,100)
When the satellites are separated radially by 100m (x), and again have zero relative velocity, the slower satellite at the higher altitude begins to lag behind the satellite in the reference orbit, and the radial relative motion is oscillatory (Figure 4-2b). The relative motion due to a cross-track z-separation is oscillatory and uncoupled to the in-plane motion (Figure 4-2c).

4.2.2 Orbital Perturbations

In the following subsections, the orbit perturbations experienced by a satellite formation in Low Earth Orbit (LEO) are described. Figure 4-3 illustrates the relative magnitude of the accelerations from different sources that affect individual satellites in LEO. Note that the accelerations on the chart are normalised with respect to the point mass acceleration on the Earth’s surface at the equator. The dominant force of ‘primary gravity’ is of course the point mass gravity effect of the central body, spherical Earth, which maintains the satellite on a basic circular or elliptical orbit. The former was considered in the derivation of the Hill equations in section 4.2.1.1. The other perturbations each prevent the satellite from maintaining and exactly repeating its orbit, and cause small deviations from the two-body motion. The different perturbation contributions are described in order of descending importance in the following subsections and analytical expressions to describe these accelerations are presented.

![Figure 4-3: Orbit Perturbations (Fortescue, Stark, and Swinerd, 2003)](image)

4.2.2.1 Atmospheric Drag

Atmospheric drag is the most significant perturbing force for satellites in very low altitude orbits, and reduces quickly with decreasing atmospheric density and therefore increasing altitude. According to Figure 4-3, beyond approximately 130km altitude other gravitational perturbations become more important.
Newtonian free molecular flow aerodynamics can be used to describe the forces experienced by a satellite in LEO. Drag forces will act in opposition to the direction of travel relative to the atmosphere, and are greater at lower altitude, and therefore at perigee for an elliptic orbit. Drag removes energy from the system, causing an elliptic orbit to circularise and the semi-major axis to reduce. For a circular orbit, the orbital period and radius will continuously reduce, eventually causing re-entry. The atmosphere rotates at almost the same speed as the Earth, and generates small sideways forces that will reorient the orbit plane. King-Hele (1987) describes expressions for the drag force experienced by a single satellite in a rotating atmosphere in terms of the orbital elements: Drag causes changes in $i$ which slowly increase, small periodic changes in $\Omega$, a reduction in $e$ and $a$, and it also affects $\omega$, particularly for near-circular orbits when drag levels vary around the orbit at the same altitude due to atmospheric oblateness and diurnal density variations. Relative motion will also be affected as these variations will cause density gradients whose effects will be accentuated for satellites in a formation with different ballistic coefficients. Perpendicular to the direction of motion, the body will experience lift, but this is usually much less significant than drag (although may be included in the perturbation calculations). Fortescue et al. (2003) describe the drag force in standard form as

$$D = \frac{1}{2} \rho V^2 S C_D \left( \frac{V_r}{|V_r|} \right)$$

(4-22)

where $V_r$ is the satellite velocity (relative to the atmosphere), $S$ is the vehicle area exposed to the flow, $C_D$ is the satellite’s drag coefficient, and $\rho$ is atmospheric density. The value of $C_D$ depends on the flow regime within which the satellite is flying. This is usually free molecular flow where the molecules that impact on the satellite do not interact further with the flow field, and typically $C_D \sim 2.2$.

4.2.2.2 Gravitational Perturbations

The effects of the Earth’s oblateness on an orbiting satellite are significant. The Earth bulges at the equator and the path of an orbiting satellite is distorted. The expression for the most significant LEO perturbation force above approximately 130km altitude, the $J_2$ geopotential force, can be derived from the expression for the gravitational potential for the oblate Earth.

$$U(r, \varphi) = -\frac{GM_E}{r} \left\{ 1 - \sum_{n=2}^{\infty} \left( \frac{R_E}{r} \right)^n J_n P_n (\sin \varphi) \right\}$$

(4-23)

This is described in terms of Legendre Polynomials ($P_n$), and in spherical coordinates where $r$ is geocentric distance, $R_E$ is equatorial radius, and $\varphi$ is geocentric latitude. The $J$ parameters are dimensionless coefficients (zonal harmonic constants) for the Earth (Sidi, 1997). At three orders of magnitude greater than the other $J$ terms, $J_2$ is the largest constant, and for initial modelling purposes the higher order terms will be neglected. Further detail of the effects of tesseral and sectoral harmonic coefficients associated
with equation (4-23) can be obtained from orbital mechanics texts, for example Fortescue et al. (2003) and Chobotov (2002). The corresponding gravitational force in geocentric spherical coordinates \((r, \varphi, \theta)\) is given by

\[
F_{J2} = -\nabla U \tag{4-24}
\]

In order to be able to introduce the \(J_2\) force into the equations of relative motion (equations (4-12) to (4-14)), the forces in equation (4-24) must be transformed so that they are expressed in terms of the rotating curvilinear reference orbit frame (Figure 4-1). The transformation uses the relationship between the geocentric latitude and the orbital elements, and is obtained by spherical trigonometry. The resulting force acting on a single satellite due to \(J_2\) in the curvilinear reference orbit frame is given by equation (4-25), where \(i\) and \(\theta\) are inclination and true latitude respectively (Wie, 1998).

\[
J_2(r) = \frac{3J_2 \mu R^2}{2\pi^4 r^4} \left[ \left( 1 - 3\sin^2 \theta \sin^2 i \right) \hat{x} + \left( 2\sin^2 i \sin \theta \cos \theta \right) \hat{y} + \left( 2 \sin i \cos \theta \right) \hat{z} \right] \tag{4-25}
\]

In terms of orbital elements, the primary effects of \(J_2\) on a single satellite orbit are the regression of the line of nodes and the precession of the line of apsides (variation in \(\Omega\) and \(\omega\)). For a prograde orbit, the secular rate of nodal regression can be shown to be

\[
\Delta \Omega = -\frac{3\pi J_2 R^2}{a^2 \left( 1 - e^2 \right)^2} \cos i \text{ rad/rev} \tag{4-26}
\]

and the precession of the line of apsides can be shown to be given by equation (4-27).

\[
\Delta \omega = \frac{3\pi J_2 R^2}{a^2 \left( 1 - e^2 \right)^2} \left( 2 - \frac{5}{2} \sin^2 i \right) \text{ rad/rev} \tag{4-27}
\]

4.2.2.3 Third Body Perturbations

Solar and Lunar (and Jovian to a lesser extent) gravity cause periodic variations in all of the orbit elements, and secular variation in the longitude of ascending node, \(\Omega\), argument of perigee, \(\omega\), and mean anomaly, \(M\) (Larson and Wertz, 1996). The Sun causes a regression of the orbit around an axis normal to the ecliptic, and the Moon will have a similar effect normal to its orbit plane. The effects are more significant for high altitude orbits, for example, for orbits with a period of 12 hours or more (Chobotov, 2002).

To include these effects, the equations of motion for the two-body problem can be extended for an \(n\)-body problem. This is discussed further in chapter 6 when orbits in the vicinity of Lagrange points are considered in the context of the three-body problem. In the general case, the acceleration due to a \(j^{th}\) perturbing body in an Earth centred coordinate frame is given by equation (4-28)
\[ a_j = \mu_j \left( \frac{\rho_j}{\rho_j^3} - \frac{r_j}{r_j^3} \right) \]  

(4-28)

where \( \mu_j \) is the gravitational parameter for the \( j \)th body, \( \rho_j \) is the separation between the satellite in Earth orbit and the perturbing body, and \( r_j \) is the distance from the centre of the Earth to the perturbing body. The maximum acceleration experienced by a satellite in LEO will occur when the satellite is nearest the perturbing body and the Earth, satellite and \( j \)th body are aligned. Equation (4-28) is simply the direct gravitational effect of the \( j \)th body on the satellite minus the perturbing effect of the \( j \)th body on the Earth itself. For multiple-perturbing bodies, the total acceleration would be the sum of all the components forces. The multi-body problem cannot be solved analytically without simplifying assumptions.

4.2.2.4 Solar Radiation Pressure

A satellite experiences Solar radiation pressure (SRP) perturbations when its surfaces are illuminated by Solar radiation, and photon momentum is exchanged. In Earth orbit, SRP produces periodic variations in all the orbital elements, although this effect is less significant compared to other perturbations in LEO, and the variations produced depend on the nature of the desired orbit. SRP becomes a primary perturbing force at high altitudes and in deep space.

In LEO, the mean Solar energy flux incident on a satellite is \( W_E = 1400 \text{W/m}^2 \) and this energy flux is proportional to the inverse square of the distance from the Sun (Sidi, 1997). The perturbing acceleration along the Sun-spacecraft (\( a_{\text{SRP}} \) in equation (4-29)) line due to SRP depends on this, the area to mass ratio of the satellite (\( A \) is the cross-sectional area perpendicular to the Sun-line), the mean Earth-Sun and satellite-Sun distances (\( a_\theta \), \( r_\theta \) respectively), and the SRP coefficient, \( C_p \), which varies between 0 and 2, depending on the transmission/absorption/reflection properties of the illuminated material (\( C_p = 1 \) for a black body, and \( C_p = 2 \) for perfect reflection) (McInnes, 2004).

\[ a_{\text{SRP}} = C_p \frac{A}{m} \left( \frac{W_E}{c} \right) \left( \frac{a_\theta}{r_\theta} \right)^2 \]  

(4-29)

4.2.2.5 The Effect of Orbit Perturbations and Nonlinearity on Relative Motion

The primary orbit perturbation accelerations have been introduced, and clearly the aerodynamic drag and \( J_2 \) perturbation forces have the greatest influence on the motion of a single satellite in LEO (Figure 4-3). However, in formation flying, it is the relative magnitude and direction of the perturbations experienced by the satellites that are the most important, and not the absolute accelerations individually experienced. In this section a preliminary assessment of the maximum magnitude of the relative acceleration between two satellites in LEO, using the equations presented in sections 4.2.2.1 to 4.2.2.4 for each type of disturbance is made. This involves the evaluation of the
acceleration at selected points, and differencing the results, depending on the satellite separation. In this case, the two satellites are separated by 100m in altitude (radial x-direction in the Hill frame), and in the absence of perturbations they will experience the relative motion illustrated in Figure 4-2b, section 4.2.1.4. Sample calculations of relative accelerations are repeated for altitudes of 200km, 600km and 1000km and the results are presented in Table 4-1.

The drag force at each altitude was calculated using equation (4-22). The different values of atmospheric density (ρ) were obtained by performing a logarithmic fit to density-altitude data (obtained from tables in Larson and Wertz (1996)). The velocity of the first satellite was taken to be the circular orbit velocity at that altitude, and the second satellite was assumed to be at apogee when separated radially by 100m from the first. The results obtained are given in a generalised form as an acceleration parameter multiplied by area over mass (S/m), and also as a pure acceleration, by multiplying the acceleration parameter by a typical value for S/m. A typical satellite ballistic coefficient, \( B_0 \), is 100kg/m² where \( B_0=m/C_D S \), giving a typical S/m ratio of 4.5x10⁻³m²/kg (Larson and Wertz, 1996). The relative drag accelerations correspond only to a radial satellite separation, as there would be zero relative drag experienced by satellites separated in the along-track or cross-track directions.

The acceleration at each satellite due to J₂ was evaluated at different altitudes for zero inclination and true anomaly using equation (4-25). The resulting relative radial accelerations are given in Table 4-1. Also, the magnitudes of the maximum perturbing accelerations of a third body in the satellite reference frame at different altitudes were evaluated using equation (4-28). By differencing these results, relative accelerations were obtained for both Solar and Lunar perturbations.

Equation (4-29) was applied to calculate the SRP on satellites in the different orbit altitudes. Table 4-1 includes relative accelerations, acting along the Sun-satellite line, between two satellites separated in altitude by 100m. The first row of terms is given as a function of the satellite area to mass ratio, A/m. (The area, A, is perpendicular to the incident radiation). For the second row of terms, A/m takes the typical ballistic coefficient value used for determining the relative drag acceleration (4.5x10⁻³m²/kg).

<table>
<thead>
<tr>
<th>Relative Acceleration (m/s²)</th>
<th>200km</th>
<th>600km</th>
<th>1000km</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aerodynamic Drag</td>
<td>6x10⁻⁷S/m</td>
<td>6x10⁻⁷S/m</td>
<td>8x10⁻⁷S/m</td>
</tr>
<tr>
<td></td>
<td>(3x10⁻⁷)</td>
<td>(3x10⁻⁷)</td>
<td>(4x10⁻⁷)</td>
</tr>
<tr>
<td>Oblateness (J₂)</td>
<td>7x10⁻⁷</td>
<td>5x10⁻⁷</td>
<td>4x10⁻⁷</td>
</tr>
<tr>
<td>Solar Gravity</td>
<td>7.92800x10⁻¹²</td>
<td>7.92805x10⁻¹²</td>
<td>7.92812x10⁻¹²</td>
</tr>
<tr>
<td>Lunar Gravity</td>
<td>1.817x10⁻¹¹</td>
<td>1.822x10⁻¹¹</td>
<td>1.828x10⁻¹¹</td>
</tr>
<tr>
<td>Solar Radiation Pressure</td>
<td>4.67956x10⁻¹⁵A/m</td>
<td>4.67958x10⁻¹⁵A/m</td>
<td>4.67960x10⁻¹⁵A/m</td>
</tr>
<tr>
<td></td>
<td>(2.12707x10⁻¹⁷)</td>
<td>(2.12708x10⁻¹⁷)</td>
<td>(2.12709x10⁻¹⁷)</td>
</tr>
<tr>
<td>Nonlinear Hill Terms</td>
<td>-6.3863x10⁻⁹</td>
<td>-5.0432x10⁻⁹</td>
<td>-4.0353x10⁻⁹</td>
</tr>
</tbody>
</table>

Table 4-1: Magnitude of Relative Perturbation Accelerations for Two Satellites in LEO, Separated Radially by 100m, and for Different Reference Orbit Altitudes (terms in brackets include values for S/m=A/m=4.5x10⁻³m²/kg and additional significant figures are included to distinguish between results)

These relative accelerations are either cyclic, secular or both. Non-cyclic terms will produce secular drifts in relative position that will grow over time. In this case, the order
of magnitude of the relative accelerations at the instant where the satellites are separated by 100m radially are of primary interest. These results show a significant decrease in relative aerodynamic drag with altitude, paralleling the behaviour of drag experienced by a single satellite with altitude. The drag experienced by a single satellite at 200km altitude is approximately $2 \times 10^{-2}$N/m which is much greater than the relative motion value of $6 \times 10^{-5}$N/m.

The relative acceleration due to $J_2$ will vary around the orbit, however, the values shown here, acting along the radial reveal that it has the most significant effect on relative satellite motion throughout LEO. The effect of the $J_2$ perturbation on relative satellite motion is therefore the focus of this chapter. The implementation of linearised $J_2$ effects within formation flying models and the justification for this approach were discussed in section 4.1.

The third-body and SRP accelerations experienced by the satellites individually are smaller than those due to $J_2$ and drag, at approximately $10^{-6}$m/s$^2$. The Lunar perturbations are greater than the Solar perturbations, both on individual satellites and in terms of relative motion. However, in all cases, the relative accelerations are much smaller (Table 4-1), and in LEO these perturbations have little effect on the formation.

For this test case, the effects of nonlinearity in the Hill equations can be evaluated by differencing the forcing term in the radial (x) equation (of equations (4-15)) in its nonlinear and linearised form. (This is equivalent to differencing equations (D-6) and (D-7) in section D.1, appendix D). The nonlinear acceleration omitted by linearising the Hill equations in this 100m radial separation example is just $10^{-9}$m/s$^2$ at all three altitudes investigated, and is therefore more significant than the SRP and third body effects in LEO, but less significant than drag or the relative $J_2$ perturbation.

### 4.3 Development of the $J_2$-Perturbed Equations of Relative Motion

A summary of the mathematical model development is presented in this section in order to highlight the differences between the time averaged and the proposed alternative periodic time varying linearised relative motion models, both including the perturbation due to $J_2$. The reader is also referred to Schweighart and Sedwick (2002) for further details relating to the time averaged model, particularly in relation to the cross-track motion. The use of their model as a starting point for the research was proposed following earlier studies performed at Cranfield, and justified through the literature review (refer to section 3.3.2 and the introductory discussions of this chapter (section 4.1)).

The model development work of Schweighart and Sedwick (2001a) was reviewed and implemented as one of the three relative dynamics models considered in this study. In this section both of the $J_2$ models are derived (the Hill equations were introduced in section 4.2.1). They are developed by initially considering the relative motion between one satellite tracing a circular reference orbit under the gravitational influence of a spherical Earth (at orbit altitude $r_{ref}$) and another satellite subject to the additional $J_2$ perturbation. Throughout much of the model development, the effects of $J_2$ on only one
of the two satellites are considered. The ‘gradient of $J_2$’ terms, derived using a Taylor series expansion about the reference orbit, are then implemented as time averaged and time varying coefficients in the state matrix. Eventually, the more realistic formation scenario concerned with the relative motion of two perturbed satellites (neither being constrained to the circular reference orbit) is considered. Corrective terms are applied to maintain the assumptions associated with linearisation, and at each stage of development, the performance of the models is evaluated (section 4.7). The analytical solutions to and associated initial conditions of the equations of motion are derived in section 4.4.

4.3.1 The Basic Equations

The model is developed by considering the relative motion between one satellite tracing a circular orbit, not subjected to any disturbance forces, and another satellite subject to the $J_2$ perturbation. The equation of motion for an unperturbed satellite in a circular orbit, under the gravitational influence of a spherical Earth, can be expressed as equation (4-30).

\[ \ddot{r}_{\text{ref}} = g(r_{\text{ref}}) \quad (4-30) \]

This satellite orbits at a chosen reference orbit altitude, $r_{\text{ref}}$, at $P_0$ (Figure 4-1). The second satellite ($P_1$) experiences the same gravitational force as the reference, but in addition is acted upon by $J_2$ (equation (4-31))

\[ \ddot{r} = g(r) + J_2 (r) \quad (4-31) \]

where $g$ and $J_2$ were given by equations (4-1) and (4-25) respectively.

The motion of the perturbed satellite, $P_1$ at $r$, can be linearised by applying a Taylor series expansion at the reference orbit ($r_{\text{ref}}$) to give

\[ \ddot{r} = g(r_{\text{ref}}) + V g(r_{\text{ref}}) \cdot \dot{x} + J_2 (r_{\text{ref}}) + V J_2 (r_{\text{ref}}) \cdot \dot{x} \quad (4-32) \]

where $\dot{x}$ is the relative position vector between the reference and perturbed satellites in the curvilinear $\hat{x} - \hat{y} - \hat{z}$ frame based at $P_0$. $\dot{x}$, initially introduced in section 4.2.1.1 (equations (4-2)) must remain relatively small for the linearisation to hold. In this equation, the values of $g(r_{\text{ref}})$ and $J_2(r_{\text{ref}})$ are evaluated at the reference orbit and the gradient of each term is also calculated at this point. The relative acceleration of the perturbed satellite to the reference in the rotating Hill frame was also derived in section 4.2.1.1 and is repeated here as equation (4-33).

\[ \ddot{x} = \ddot{r} - \ddot{r}_{\text{ref}} - 2 \omega \times \dot{x} - \dot{\omega} \times x - \omega \times (\omega \times x) \quad (4-33) \]
For two satellites tracing circular orbits of similar altitude, undisturbed by additional external forces, equation (4-33) reduces to the basic Hill equations given by expressions (4-12) to (4-14).

### 4.3.2 Basic Equations of Relative Motion Including the J₂ Perturbation

In this section the effects of J₂ are incorporated into the equations of relative motion between a single perturbed satellite and the reference, but before any linearisation of J₂ has been performed. In other words, there is no gradient of J₂ term (\(\nabla J_2\)) being considered. The reason for looking at the relative motion equations in their basic form is so that the effects of including \(\nabla J_2\) can be assessed as the model is developed further. The gravity gradient term (\(\nabla g\)) is given by equation (4-10) (section 4.2.1.1). The equations are derived by substituting for the acceleration terms, \(\ddot{r}_{\text{ref}}\) and \(\ddot{r}\) in equation (4-33) before the J₂ linearisation has been performed. In this case equation (4-34) is obtained.

\[
\ddot{x} + 2\omega \times \dot{x} + \omega \times x + \omega \times (\omega \times x) = \nabla g(\ddot{r}_\text{ref}) \cdot x + J_2(\ddot{r}_\text{ref}) \tag{4-34}
\]

Expanded from the vectorial form, the radial, in-track, and cross-track relative motion equations subjected to J₂ in their simplest form are given by equations (4-35) where \(t\) is time since perigee passage (with \(\omega=0\)). For a circular reference orbit, the orbital rate is constant, and therefore \(\ddot{\omega} = 0\).

\[
\begin{align*}
\ddot{x} - 2n\dot{y} - 3n^2x &= -\frac{3J_2 R_e^2 n^2}{2r_{\text{ref}}} (1 - 3\sin^2i \sin^2nt) \\
\ddot{y} + 2nx &= -\frac{3J_2 R_e^2 n^2}{r_{\text{ref}}} (\sin^2i \sin nt \cos nt) \\
\ddot{z} + n^2z &= -\frac{3J_2 R_e^2 n^2}{r_{\text{ref}}} (\sin i \cos \sin nt) 
\end{align*}
\tag{4-35}
\]

### 4.3.3 Basic Equations of Relative Motion Including the Gradient of J₂

In this section, the equations to describe the motion of the perturbed satellite with respect to the reference on a circular orbit are derived using the linearised expressions for the perturbed satellite acceleration (given by equation (4-32) in vectorial form). By substituting for the acceleration terms, \(\ddot{r}_{\text{ref}}\) and \(\ddot{r}\), this time from equations (4-30) and (4-32), equation (4-36) is obtained.

\[
\ddot{x} + 2\omega \times \dot{x} + \omega \times x + \omega \times (\omega \times x) = \nabla g(\ddot{r}_\text{ref}) \cdot x + J_2(\ddot{r}_\text{ref}) + \nabla J_2(\ddot{r}_\text{ref}) \cdot x \tag{4-36}
\]

In this study the gradient of J₂ term (\(\nabla J_2\)) is expressed in both time averaged and time varying form. Written in this form, the coefficients in the equations of motion become
time varying and in the state space form, the state matrix will therefore vary with each time step. \( \nabla J_2 \) is only constant for an equatorial orbit.

Using tensor calculus in the spherical coordinate frame (Figure 4-4), an expression for the \( J_2 \) gradient tensor can be derived (equation (4-37)). Partial derivatives of the components of the \( J_2 \) perturbation force given by equation (4-25) are taken with respect to the spherical coordinate directions illustrated below. Note that the curvilinear and spherical coordinate systems can be aligned. The \( \hat{\mathbf{r}} - \hat{\mathbf{\theta}} - \hat{\mathbf{i}} \) vectors coincide with the curvilinear \( \hat{x} - \hat{y} - \hat{z} \) vectors respectively (Figure 4-1), and \( \theta \) is the true latitude.

\[
\nabla J_2 = \begin{bmatrix}
\frac{\partial J_{2\theta}}{\partial \theta} & \frac{\partial J_{2\phi}}{\partial \phi} & \frac{\partial J_{2i}}{\partial i} \\
\frac{1}{r} \left( \frac{\partial J_{2\theta}}{\partial \phi} \right) - \frac{J_{2\theta}}{r} & \frac{1}{r} \left( \frac{\partial J_{2\phi}}{\partial \phi} \right) + \frac{J_{2\phi}}{r} & \frac{1}{r} \left( \frac{\partial J_{2i}}{\partial i} \right) \\
\frac{1}{rsin\theta} \left( \frac{\partial J_{2\theta}}{\partial \theta} \right) - J_2 sin\theta & \frac{1}{rsin\theta} \left( \frac{\partial J_{2\phi}}{\partial \theta} \right) - J_2 cos\theta & \frac{1}{rsin\theta} \left( \frac{\partial J_{2i}}{\partial \theta} \right) + J_2 cos\theta + J_2 sin\theta
\end{bmatrix}
\]

(4-37)

By substituting for \( J_2 \) from equation (4-25), \( \nabla J_2 \) can be derived (equation (4-38)).

\[
\nabla J_2(r, \theta, i) = \frac{6J_2 \mu R^2}{r^5} \begin{bmatrix}
(1-3sin^2\theta) & sin^2\theta & -sin2\theta \\
isin^2\theta & -\frac{3}{4} - sin^2\theta(\frac{i}{2} - \frac{3}{4} sin^2\theta) & -\frac{sin2\theta}{4} \\
-\frac{3}{4} - sin^2\theta & -sin2\theta & -\frac{3}{4} + sin^2\theta(\frac{i}{2} + \frac{3}{4} sin^2\theta)
\end{bmatrix}
\]

(4-38)

In order to derive analytical solutions to the equations of relative motion, the \( \nabla J_2 \) expression (equation (4-38)) must be time averaged over one orbit. Schweighart and Sedwick (2002) calculate the time average, but do not derive these equations. The vectorial equation of relative motion including the time averaged gradient of \( J_2 \) is given by equation (4-39).
\[
\ddot{x} + 2\omega \times \dot{x} + \dot{\omega} \times x + \omega \times (\omega \times x) = \nabla g(r_{\text{ref}}) \cdot \dot{x} + \dot{J}_2(r_{\text{ref}}) + \frac{1}{2\pi} \int_0^{2\pi} \nabla J_2(r_{\text{ref}}) \, d\theta \cdot \dot{x} \quad (4-39)
\]

where

\[
\frac{1}{2\pi} \int_0^{2\pi} \nabla J_2(r) \, d\theta = \begin{bmatrix}
4s & 0 & 0 \\
0 & -s & 0 \\
0 & 0 & -3s
\end{bmatrix} \quad \text{and} \quad s = \left( \frac{3J_2R_e^2}{8r^2} \right) (1 + 3\cos^2 i) \quad (4-40)
\]

In full, the equations of relative motion (with \( \dot{\omega} = 0 \)) in the radial (x), in-track (y), and cross-track (z) directions become

\[
\ddot{x} - 2ny - 3n^2 x - 4n^2 sx = -\frac{3J_2R_e^2n^2}{2r_{\text{ref}}} (1 - 3\sin^2 i \sin^2 nt)
\]

\[
\ddot{y} + 2nx + n^2 sy = -\frac{3J_2R_e^2n^2}{r_{\text{ref}}} (\sin^2 i \sin nt \cos nt) \quad (4-41)
\]

\[
\ddot{z} + n^2 z + 3n^2 sz = -\frac{3J_2R_e^2n^2}{r_{\text{ref}}} (\sin i \cos nt)
\]

Equations (4-41) and (4-35) were implemented in Matlab/Simulink to investigate the effects of time averaging the gradient of \( J_2 \) term in the equations of relative motion.

### 4.3.4 Equations of Relative Motion with the Orbital Rate and Nodal Drift Correction Terms

In equation (4-36), the values of \( g(r_{\text{ref}}) \) and \( J_2(r_{\text{ref}}) \) and the gradients of these terms are evaluated at the reference orbit. \( x \) must remain relatively small for the first order Taylor expansion to apply and therefore, the mean radii and orbital rates of the perturbed and reference satellites must be similar. An effect of the \( J_2 \) perturbation is to cause a change in the orbital rate as well as a drift in the longitude of ascending node. The \( J_2 \) perturbed satellite will experience this drift, but the reference orbit will not, thus the two orbits will gradually separate unless some correction to the orbital rate and nodal drift of the reference satellite is included in the model.

Schweighart and Sedwick (2002) determined that the change in the orbital rate experienced by the perturbed satellite is, on average, related to the time averaged \( J_2 \) acceleration. Averaged over the orbit, this additional acceleration is related to the orbital rate as it effectively modifies the gravitational constant. They also determined that the drift in the longitude of ascending nodes is due to the cross-track component of \( J_2 \) (this can be shown by analysis of the variation of orbital parameters due to \( J_2 \)). The time averaged \( J_2 \) acceleration is given by equation (4-42).
This results in a non-zero value for acceleration in the radial $\ddot{x}$ direction only. This can be visualised as equivalent to a force acting to increase or decrease the Keplerian gravity term (depending on the sign of ‘s’). Therefore, if a perturbed satellite is to remain in close proximity to the circular reference orbit, the reference orbital rate must be increased or decreased.

Originally, the reference orbit had a basic equation of motion including only the gravitational influence of a spherical Earth ($g(r)$). The reference orbit with the modified time orbital rate has a new equation of motion (equation (4-43)) incorporating the time averaged $J_2$ acceleration and cross-track component of $J_2$. ($\hat{z}$ is the unit vector in the cross-track direction).

$$\ddot{r}_{\text{ref}} = g(r_{\text{ref}}) + \frac{1}{2\pi} \int_0^{2\pi} J_2(r_{\text{ref}}) \, d\theta + \left[ J_2(r_{\text{ref}}) \cdot \hat{z} \right] \hat{z}$$  

(4-43)

As the rate of the reference orbit has changed, so has the average angular velocity of the reference satellite, and the coordinate system which is based there. The new angular velocity can be found by equating the accelerations to give

$$\omega \times (\omega \times r_{\text{ref}}) = g(r_{\text{ref}}) + \frac{1}{2\pi} \int_0^{2\pi} J_2(r_{\text{ref}}) \, d\theta$$  

(4-44)

The new angular velocity becomes

$$\omega = n c \hat{z} \quad \text{where} \quad c = \sqrt{1+s}$$  

(4-45)

The resulting linear vectorial equation of relative motion of one $J_2$-perturbed satellite relative to the reference, including the reference orbital rate and nodal drift correction terms is given by equation (4-46) for the time averaged case.

$$\ddot{x} + 2\omega \times \dot{x} + \ddot{x} + \omega \times (\omega \times x) = \nabla g(r_{\text{ref}}) \cdot x + J_2(r_{\text{ref}}) + \frac{1}{2\pi} \int_0^{2\pi} \nabla J_2(r_{\text{ref}}) \, d\theta \cdot x - \frac{1}{2\pi} \int_0^{2\pi} J_2(r_{\text{ref}}) \, d\theta - \left[ J_2(r_{\text{ref}}) \cdot \hat{z} \right] \hat{z}$$  

(4-46)

In full, the equations of relative motion in the radial (x), in-track (y), and cross-track (z) directions become

$$\ddot{x} - 2nc\dot{y} - (5c^2 - 2) \dot{h}^2 x = - \frac{3J_2 R^2 \sin^2 t}{r_{\text{ref}}} \left( \frac{3}{2} \sin^2 t \sin^2 \theta \right) + \frac{3J_2 R^2 \sin^2 t}{r_{\text{ref}}} \left( \frac{1}{8} + \frac{3}{8} \cos 2\theta \right)$$

$$\ddot{y} + 2nc\dot{x} = - \frac{3J_2 R^2 \sin^2 t}{r_{\text{ref}}} \left( \sin^2 t \sin \theta \cos \theta \right)$$

$$\ddot{z} + (3c^2 - 2) \dot{h}^2 z = 0$$  

(4-47)
The orbital period correction factor, c, remains within the dynamics on the left hand side of equations (4-47). The forcing terms on the right hand side of the in-plane equations now occur at a modified frequency, k. The cross-track (z) motion now has a zero forcing function due to the nodal drift correction term. Physically, k can be considered as the frequency of equator crossing of the satellites which is modified by the shift in the line of nodes after each orbit.

\[ k = nc + \frac{3nJ_2 R^2}{2r_{ref}^2} \cos^2 i \]  

By integrating the perturbation equations which describe the variation with time of the orbital elements due to the normal component of the J2 acceleration, the true latitude can be expressed as

\[ \theta = kt \]  

The model described by equation (4-46) was implemented both with and without the nodal drift correction term, and also in time varying form (equation (4-50)) to investigate the effects of time averaging the gradient of J2, and including nodal drift.

\[ \ddot{x} + 2\dot{\omega} \times \dot{x} + \omega \times x + \omega \times (\omega \times x) = \nabla g(r_{ref}) \cdot x + J_{1x}(r_{ref}) + \nabla J_{2x}(r_{ref}) \cdot x - \frac{1}{2\pi} \int_0^{2\pi} J_{2x}(r_{ref}) \cdot [\dot{J}_{2x}(r_{ref}) \cdot z] \]

**4.3.5 Cross-Track Modelling**

Schweighart and Sedwick (2002) derived a new model specifically to capture the cross-track motion due to J2. This was developed in order to rectify a problem introduced by taking the time average of the gradient of J2 (equation (4-47)). Instead of rotating about the Earth’s polar axis, the orbit plane was caused to rotate about a vector normal to the reference orbit. Their new equation describing cross-track motion was derived using a geometric approach based on the movement of the intersection of the orbit planes of the perturbed satellite and the reference orbit and is given as equation (4-51).

\[ \ddot{z} + q^2 z = 2lq \cos(qt + \varphi) \]

The argument of the cross-track periodic motion in the absence of J2 is equal to the orbital rate, n. When the reference orbit is modified to take into account the time averaged J2 acceleration over the orbit, this rate becomes ‘nc’ (equation (4-45)), and the point of intersection of the orbit planes of the reference orbit and J2 perturbed satellites remains the same over time. However, Schweighart and Sedwick (2002) identified that this should not be the case, and time averaging of the J2 acceleration introduced an error by preventing the perturbed orbit from rotating about the polar axis. The model was therefore modified to capture the new orbital rate, ‘q’ which is defined in appendix D.2 (equation (D-23)) as ‘nc minus the rate of change in location of the intersection of the orbit planes due to J2’. The maximum separation between the planes therefore also
varies with time at a rate given by ‘$l$’ (defined through spherical trigonometry and given by equation (D-26)). $\phi$ in equation (4-51) is the phase angle of the satellite in the cluster, as determined by the formation initialisation. (A brief summary of the model is included for reference in section D.2 of appendix D and further detail can be found in Schweighart and Sedwick (2002)). Equation (4-51) was also implemented within the Matlab models and compared to STK.

### 4.3.6 Equations of Relative Motion for Two Perturbed Satellites

The relative motion between two perturbed satellites is the application towards which the model development has been directed in sections 4.3.1 to 4.3.5. The notation used by Schweighart and Sedwick (2002) to describe the relative position of the two perturbed satellites is adopted in Figure 4-5 which illustrates the relative positions ($x_1$ and $x_2$) of two $J_2$ perturbed satellites ($P_1$ and $P_2$) with respect to the reference orbit ($P_0$).

![Figure 4-5: Relative Motion of Two Perturbed Satellites](image)

By subtracting the relative motion equations which describe the motion of any two $J_2$ perturbed satellites, $P_1$ and $P_2$, with respect to the reference satellite, $P_0$, the equation describing the relative motion between the two perturbed satellites is given in linear time invariant form by equation (4-52). The time averaged $\nabla J_2$ was derived in equation (4-40). It is important to note that the only terms affecting the relative motion are the gradients.

\[
\Delta \dot{x} + 2\dot{\omega} \times \Delta x + \dot{\omega} \times \Delta x + \omega \times (\omega \times \Delta x) = \nabla g(r_{ref}) \cdot \Delta x + \frac{1}{2\pi} \int_{0}^{2\pi} \nabla J_2(r_{ref}) \, d\theta \cdot \Delta x \tag{4-52}
\]

where

\[
\Delta x = x_1 - x_2 \tag{4-53}
\]

In full, the equations of relative motion for two perturbed satellites, from equation (4-52) in the radial (x) and along-track (y) directions are given by equations (4-54) and (4-55). The cross-track (z) equation (4-56) is derived by the same process from equation (4-51). Clearly these equations are much simplified and comparable in form to the Hill equations.
\[ \Delta \ddot{x} - 2nc \Delta \dot{y} - \left( 5c^2 - 2 \right) \Delta x = 0 \]  
(4-54)

\[ \Delta \dot{y} + 2nc \Delta \ddot{x} = 0 \]  
(4-55)

\[ \Delta \ddot{z} + q^2 \Delta z = 2lq \cos(qt + \varphi) \]  
(4-56)

The corresponding equation with time varying coefficients describing the relative motion of two $J_2$ perturbed satellites is given by equation (4-57).

\[ \Delta \ddot{x} + 2\omega \times \Delta \dot{x} + \omega \times (\omega \times \Delta x) = \nabla g(r_{\text{ref}}) \cdot \Delta x + \nabla J_2(r_{\text{ref}}) \cdot \Delta x \]  
(4-57)

The substitution of expressions into equation (4-57) results in the following equations of motion in the radial, along-track and cross-track directions. Note that the expression for cross-track motion contains terms from equation (4-38), and is not related to the geometric model described by equation (4-56). In this model, $\theta$ is given by equation (4-49).

\[ \Delta \ddot{x} - 2nc \Delta \dot{y} - n \left[ c^2 + 2 \left( \frac{6J_2R_z^2}{r_{\text{ref}}^2} \right) \left( t - 3 \sin^2 \theta \sin^2 \varphi \right) \right] \Delta x - \left( \frac{6J_2n^2R_z^2}{r_{\text{ref}}^4} \right) \sin^2 \varphi \sin 2\Delta y - \left( \frac{6J_2n^2R_z^2}{r_{\text{ref}}^4} \right) \sin 2\sin \theta \Delta z = 0 \]  
(4-58)

\[ \Delta \ddot{y} + 2nc \Delta \ddot{x} - \left( \frac{6J_2n^2R_z^2}{r_{\text{ref}}^2} \right) \sin^2 \varphi \sin 2\Delta x - n \left[ c^2 - 1 \left( \frac{6J_2R_z^2}{r_{\text{ref}}^2} \right) \left( \frac{1}{4} + \sin^2 \varphi \left( \frac{1}{2} - \frac{3}{4} \sin^2 \theta \right) \right) \right] \Delta y + \left( \frac{6J_2n^2R_z^2}{r_{\text{ref}}^4} \right) \left( 2 \sin \varphi \cos \theta \right) \Delta z = 0 \]  
(4-59)

\[ \Delta \ddot{z} - \left( \frac{6J_2n^2R_z^2}{r_{\text{ref}}^2} \right) \sin 2\sin \varphi \Delta x + \left( \frac{6J_2n^2R_z^2}{r_{\text{ref}}^2} \right) \left( \frac{2 \sin \varphi \cos \theta}{4} \right) \Delta y + n \left[ - \left( \frac{6J_2R_z^2}{r_{\text{ref}}^2} \right) \left( \frac{3}{4} - \sin^2 \varphi \left( \frac{1}{2} + \frac{3}{4} \sin^2 \theta \right) \right) \right] \Delta z = 0 \]  
(4-60)

If equations (4-58) to (4-60) are written together in state space form, the gradient of $J_2$ terms create a periodic time varying state matrix as the true anomaly varies with time.

For the development of an analytical relative dynamics model (particularly when perturbations are included), it is necessary to define a reference orbit as a virtual orbit with a known trajectory which remains as close as possible to the satellite formation. This enables force gradients in the vicinity of the formation to be quantified and ensures that any modelling linearisation assumptions hold. The existence of a known reference point travelling with the formation enables the coordinate frame for relative motion measurement to be transferred to a real satellite in the formation without significant loss of accuracy. A numerically generated satellite trajectory, based on the orbit of a member of the formation, could be used as a reference orbit, but this requires orbit determination from the ground and adds complexity to the model, as the positions of the individual spacecraft must be measured in addition to the relative positions between spacecraft. This formulation does not provide the necessary insight for formation design in the perturbed environment, and the force gradients would have to be reevaluated at every time step as the reference satellite position was determined.
4.3.7 Summary

The main aim of this description of model development has been to introduce the new equations of relative motion, (4-58) to (4-60). These and other previously undocumented interim equations of motion (for example, equations (4-41)), derived during the model development process, are compared to STK in section 4.7. A detailed overview of the analytical model derived by Schweighart and Sedwick (2001a) (equations (4-54) to (4-56)) has also been presented, although the majority of their expressions were separately derived in support of the development of the time varying equations of motion.

4.4 Solutions and Initial Conditions

The following sections summarise the solutions and initial conditions associated with the time averaged model and their application to formation design and trajectory generation for bounded relative satellite motion. The techniques used to analyse the solutions and initial conditions for the time varying model are also explored. In the former case, the solutions to the equations of relative motion at a selection of stages of model development have been derived. In most cases, these analytical solutions have been implemented in Matlab in order to compare the results with numerical solutions.

4.4.1 Solutions and Initial Conditions for Bounded Motion from the Time Averaged J₂ Model

The linear time averaged equations describing the relative motion of one J₂ perturbed satellite relative to a reference or another J₂ perturbed satellite can be solved using standard techniques. The in-plane model equations are coupled and are therefore solved together. The cross-track motion analysis is performed separately. If the equations of motion are initialised so that the satellites cross the equator at t = 0, and bounded motion is enforced for formation flying (refer to section 3.1.3, chapter 3), the relationships between the initial relative position and velocity in Table 4-2 are required. The initial conditions are based on the fact that any secular drift and offset terms in the analytical solutions are equated to zero when t = 0. Effectively, bounded motion causes the reference or ‘chief’ satellite to be the point about which all the perturbed ‘deputy’ satellites describe a relative orbit.

All the parameters within the equations in Table 4-2 were introduced through the model development overview in section 4.3, except for the leader-follower conditions. These and the time varying model are both discussed further below.

The first entry comprises the initial conditions for bounded motion as described by the unperturbed Hill equations. These conditions and their implications for formation design were introduced in section 3.1.3.1, and the periodic solutions obtained were given as equations (3-19). The elliptical relative motion in the orbit plane ensures that the satellites do not drift apart during the orbit, but appear to circle around each other.
The next three entries in the left column of Table 4-2 refer to the early stages of the time averaged model development where the relative motion of a reference satellite and a second satellite perturbed by $J_2$ is considered. There are similarities between the initial condition formulae. The addition of the $J_2$ perturbation force (not including the gradient term) affects the initial y-velocity. When orbital rate and nodal drift correction terms are applied to the reference orbit, terms in $s$ and $c$ (from equations (4-40) and (4-45) respectively) are introduced, reflecting the inclusion of the time averaged gradient of $J_2$ perturbation term in the equations of motion. The only difference between the orbital rate and nodal drift conditions lies in the initial y-velocity where $k$ becomes the new rate parameter on the denominator ($k$ is given by equation (4-48)).

<table>
<thead>
<tr>
<th>Model (including satellite conditions)</th>
<th>Initial x-Condition</th>
<th>Initial y-Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Hill Equations</strong> (no perturbations)</td>
<td>$\dot{x}_0 = \frac{y_0 n}{2}$</td>
<td>$\dot{y}_0 = -2nx_0$</td>
</tr>
<tr>
<td><strong>Basic Equations including $J_2$ only</strong> (1 reference, 1 $J_2$-perturbed)</td>
<td>$\dot{x}_0 = \frac{y_0 n(1-s)}{2c}$</td>
<td>$\dot{y}<em>0 = -2ncx_0 + \frac{3J_2 R^2 n}{8R</em>{ref}}(1 - \cos 2i)$</td>
</tr>
<tr>
<td><strong>Orbital Rate Corrected Model</strong> (1 reference, 1 $J_2$-perturbed)</td>
<td>$\dot{x}_0 = \frac{y_0 n(1-s)}{2c}$</td>
<td>$\dot{y}<em>0 = -2ncx_0 + \frac{3J_2 R^2 n}{8c</em>{ref}}(1 - \cos 2i)$</td>
</tr>
<tr>
<td><strong>Nodal Drift Corrected Model</strong> (1 reference, 1 $J_2$-perturbed)</td>
<td>$\dot{x}_0 = \frac{y_0 n(1-s)}{2c}$</td>
<td>$\dot{y}<em>0 = -2ncx_0 + \frac{3J_2 R^2 n^2}{8k</em>{ref}}(1 - \cos 2i)$</td>
</tr>
<tr>
<td><strong>Two Perturbed Satellites</strong> (2 $J_2$-perturbed)</td>
<td>$\Delta \dot{x}_0 = \frac{n\Delta y_0 (1-s)}{2\sqrt{1+s}}$</td>
<td>$\Delta \dot{y}_0 = -2\Delta x_0 \sqrt{1+s}$</td>
</tr>
<tr>
<td><strong>Two Perturbed Satellites in Leader-Follower Formation</strong> (2 $J_2$-perturbed)</td>
<td>$\Delta \dot{x}_0 = \frac{n(\Delta y_0 - \Delta y_0)(1-s)}{2\sqrt{1+s}}$</td>
<td>$\Delta \dot{y}_0 = 0$</td>
</tr>
</tbody>
</table>

Table 4-2: Initial Conditions for Bounded In-Plane Motion (*entries from Schweighart and Sedwick (2002), Note: $\Delta y_d$ is desired satellite separation)

The initial conditions simplify considerably when the equations are describing the relative motion of two $J_2$ perturbed satellites. By the same solution methods, the analytical model described by equations (4-54) to (4-56), can be solved to give the following closed-form expressions for relative radial, along-track and cross-track motion respectively (Schweighart and Sedwick, 2002), and the corresponding initial conditions for bounded motion are given in Table 4-2.

\[
\Delta x = \Delta x_0 \cos(nt\sqrt{1-s}) + \frac{\Delta \dot{x}_0}{n\sqrt{1-s}} \sin(nt\sqrt{1-s})
\]  \hspace{1cm} (4-61)

\[
\Delta y = \frac{2\Delta \dot{x}_0 \sqrt{1+s}}{n(1-s)} \cos(nt\sqrt{1-s}) - \frac{2\Delta \dot{x}_0 \sqrt{1+s}}{\sqrt{1-s}} \sin(nt\sqrt{1-s})
\] \hspace{1cm} (4-62)

\[
\Delta z = (lt + m) \sin(qt + \phi)
\] \hspace{1cm} (4-63)

The initial conditions associated with the cross-track motion for the time averaged analytical model were user defined. Equations (4-64) and (4-65) then provided values for the parameters $l$, $m$, $q$ and $\phi$ in equation (4-63) (refer to section D.2 of appendix D or
Schweighart and Sedwick (2002)). For the analytical model, the inclinations of both satellites, and the initial separation and velocity are specified, and the motion is deemed uncoupled to the in-plane $x$-$y$ motion, therefore no bounded motion initial conditions have been derived in this case.

\[ \Delta z_o = m \sin \phi = \Delta \Omega_0 r_{ref} \sin i_{ref} \quad (4-64) \]

\[ \Delta \dot{z}_o = l \sin \phi + q_m \cos \phi = (i_{sat1} - i_{sat2}) k r_{ref} \quad (4-65) \]

For the leader-follower formation, with a desired separation in $y$ (along-track) of $\Delta y_d$ at an inclination of $i$, the initial conditions for generating the relative motion of two perturbed satellites, according to the analytical model, would need to be $\Delta x_o = 0, \Delta y_o = \Delta y_d, \Delta z_o = 0, \Delta \dot{z}_o = 0$ with $i_{sat1}, i_{sat2} = i$. In this case it is necessary to consider the full solution to the equations of motion including the drift and offset terms. When $t = 0$, the secular term disappears, leaving a desired offset. The initial conditions that result are given in the final row of Table 4-2.

All the forms of bounded initial conditions summarised in Table 4-2 relate in-plane radial and along-track positions and velocities. Different types of bounded formations, as natural solutions to the Hill equations, were introduced in section 3.1.3.1 in chapter 3. The initial conditions presented in Table 4-2 are shown later (section 4.7) to be the circumstances under which the analytical models are most accurate due to the assumptions inherent within the derivation of the linearised Hill equations. Any deviation from these initial conditions and the model describes the real relative motion less accurately.

### 4.4.2 The Application of Analytical Solutions to Formation Design

The derivation of natural formations in the unperturbed environment from the Hill equations was described in section 3.1.3.1. Sabol et al. (1999), (2001) considered the following formations:

- Along-track (leader-follower)
- In-track (ground-track repeating)
- Circular
- Projected Circular (relative elliptical orbit)

The relative motion solutions provide useful reference trajectories for formation keeping control (trajectory following), and formation design and visualisation. However, the development of the analytical linearised $J_2$ model offers the opportunity to modify the reference trajectories to include the effects of the $J_2$ perturbation, and improve formation stability in the perturbed environment.

The along-track separation can be implemented as described above with an initial $y$-offset. The circular formation initial conditions can be derived by considering the geometry of the relative orbit.
For an unperturbed orbit, equations (3-19) in chapter 3, section 3.1.3.1, give the closed form solutions to the Hill equations. If these are compared to equations (4-61), (4-62), and (4-63) above, in the in-plane direction, bounded motion is now given by a new ratio in x-y amplitude. For the Hill equations this ratio produces a 1 by 2 ellipse, however for the J₂ perturbed orbit, this is now a 1 by \[\sqrt{\frac{1+s}{1-s}}\] ellipse. For a bounded circular orbit, the following condition must hold.

\[x^2 + y^2 + z^2 = r^2\]  \hspace{1cm} (4-66)

This requires the following initial conditions for the Hill bounded solutions (equations (4-67) (Sabol et al, 2001))

\[
\begin{align*}
\dot{y}_0 &= -2nx_0 \\
y_0 &= \frac{2\dot{x}_0}{n} \\
z_0 &= \pm\sqrt{3}x_0 \\
\dot{z}_0 &= \sqrt{3}\dot{x}_0
\end{align*}
\]  \hspace{1cm} (4-67)

and the equivalent for J₂ near-bounded motion (equations (4-68))

\[
\begin{align*}
\Delta\dot{y} &= -\frac{2n}{\sqrt{1+s}}\Delta x_0 \\
\Delta y_0 &= \frac{2\sqrt{1+s}}{n(1-s)}\Delta\dot{x}_0 \\
\Delta z_0 &= \sqrt{\frac{3 + 5s}{1-s}}\Delta x_0 \\
\Delta\dot{z}_0 &= \sqrt{\frac{3 + 5s}{1-s}}\Delta\dot{x}_0 \quad \text{and} \quad q = n\sqrt{1-s}
\end{align*}
\]  \hspace{1cm} (4-68)

where from equation (4-42), \(s\) is given by

\[s = \left(\frac{3J_2R_c^2}{8r^2}\right)(1+3\cos2\theta)\]  \hspace{1cm} (4-69)

Of course, the assumption in this case is that the cross-track frequency, \(q\), is equal to the rates in equations (4-61) and (4-62), otherwise a closed formation is not possible. This slight change in rate worsens the cross-track model, but controlling the formation to this modified circular formation should be less costly than forcing the satellites to trace a Hill solution in the perturbed environment. The modelling errors associated with this approach are presented in section 4.7, and any benefits in terms of station keeping cost are investigated in chapter 5.

Although part of formation design considerations (refer to section 3.1.3), the phasing of multiple satellites around a relative orbit has not been considered in this chapter. The relative motion models and control system design (chapter 5) have been restricted to description of just two satellites. A cluster of three or more spacecraft could be modelled by simultaneous computation of a number of relative motion models, for example calculating motion of each satellite relative to a communal hub.
4.4.3 Solutions and Initial Conditions for the Time Varying Model

The in-plane and cross-track time varying equations are clearly coupled, and it is appropriate to investigate the relationship between relative positions and velocities for formation flying in all three axes. Both state transition matrix (STM) and numerical approaches were pursued to investigate the solutions and initial conditions of the time varying equations of relative motion.

For a linear time varying system described by equation (4-70),

\[ \dot{x} = A(t)x \]  

(4-70)

a state transition matrix (STM), \( \Phi \), maps the initial state vector to a final state vector at time \( t \) according to equation (4-71)

\[ x(t) = \Phi(t, t_0)x(t_0) \]  

(4-71)

if and only if the state matrix and integral matrix multiplication is commutative (and equation (4-72) holds) (Schaub and Junkins, 2003).

\[ A(t)\int A(t)dt = \int A(t)dtA(t) \]  

(4-72)

Note that the STM has the following properties.

\[ \Phi(t, t_0) = A(t)\Phi(t_0, t_0) \text{ and } \Phi(t_0, t_0) = I \]  

(4-73)

In this case, the state matrix describing equations (4-58), (4-59) and (4-60) does not obey (4-72) Instead, the terms in \( A(t) \) were split between constant, \( A_0 \), and time varying, \( A_{TV} \), components (equation (4-74)).

\[ A(t) = A_0 + A_{TV}(t) \]  

(4-74)

However, the new state matrix, \( A_{TV} \), could also not yield useful analytical initial conditions using the approach proposed in equations (4-75) to (4-77)

\[ x(t) = \phi(t, t_0)x_0 = e^{\int A(t)dt}x_0 \]  

(4-75)

where the exponential can be obtained by expansion

\[ e^{At} \approx I + At \]  

(4-76)

and therefore for the time varying and constant terms the form of solution is given by

\[ x(t) = \left[ I + A_0t + \int_0^t A_{TV}(t)dt \right]x_0 \]  

(4-77)
Instead, the time varying model behaviour was investigated using the initial conditions derived from the analytical model, and by numerical analysis. The latter are derived using a ‘targeting’ function within STK (section 4.7).

In its original form, the state matrix of equations (4-58) to (4-60), \( A(t) \), is time varying, and in particular, time periodic. It is therefore possible to derive solutions and perform a stability analysis using Floquet theory (Calico and Wiesel, 1984). According to Floquet theory, the STM can be factored into the following form.

\[
\Phi(t, t_0) = F(t) e^{J(t - t_0)}
\]  

(4-78)

The diagonal matrix, \( J \), comprises constant Poincare exponents which can be interpreted as eigenvalues of the state matrix, and demonstrate system stability. \( F(t) \) is equivalent to the eigenvector matrix, but remains time varying and periodic. It is relatively straightforward to obtain values for \( J \), and \( F(t_0) \) through numerical simulation of equation (4-73) but the transformation of the time periodic equations into equations with constant coefficients is less so. A new set of variables, \( \eta(t) \), are introduced by Calico and Wiesel (1984) (equation (4-79)),

\[
\eta(t) = F(t) \eta(t_0)
\]

(4-79)

leading to the constant coefficient equations of relative motion below.

\[
\dot{\eta} = J\eta
\]

(4-80)

\( F(t) \) can be calculated over one orbit by solving equation (4-81) numerically. Wiesel (2001) states that periodic \( F(t) \) can eventually be expressed as a Fourier series expansion.

\[
\dot{F}(t) = A(t)F(t) - F(t)J
\]

(4-81)

This enables a numerically determined STM solution (equation (4-82)) to be obtained which gives greater insight into the relative dynamics than a purely numerical integration of the time varying state matrix, \( A(t) \). Equation (4-82) is derived by substituting equation (4-78) into equation (4-71).

\[
\dot{x}(t) = F(t)e^{J(t - t_0)}x(t_0)
\]

(4-82)

Techniques for solving time varying equations and examples of their application were sought in the literature. A number of sources describe the solution of time varying relative dynamics for elliptical orbits (Izzo, 2002), (Melton, 2000), (Yamanaka and Ankersen, 2002), (Inalhan and How, 2000), and others relate to other fields of research (dynamic buckling of structures (Natarajan, Kapania, and Inman, 2001) and RF communications (Demir, 2000)). These involved either Floquet analysis, or the less generally applicable approximation and transformation of terms in the time varying state matrix to generate a set of time invariant equations. Wiesel (2003) is tackling the general solution of any periodic time varying system, using an extension of Floquet theory in the decomposition of the time varying state matrix.
For the time varying $J_2$ dynamics model described by equations (4-58) to (4-60), the numerical solutions were obtained using a 4th order Runge-Kutta solver, and elements of Floquet analysis were performed. Initial conditions were either obtained numerically, or derived from the same scenarios implemented in the time invariant $J_2$ model. The results are discussed in section 4.7.

4.5 Model Implementation in Matlab/Simulink

The equations of relative motion in their various levels of complexity have been implemented in Matlab/Simulink. The vectorial equations, derived in section 4.3, are implemented as separate models in Simulink. An m-file associated with each model requests orbital parameters (inclination, radius and initial satellite separations) which the user can input through the workspace. The m-file runs the model for the specified duration using discrete (usually 1 or 10 second) interval time steps and a fourth order Runge Kutta solver, and then plots the relative motion results.

For all the models where either there was no gradient of $J_2$ term ($\nabla J_2$) (including the Hill equations), or the term was time averaged, the equations of motion had constant coefficients and it was possible to implement them using an inbuilt Simulink block as the state space model.

Figure 4-6 illustrates a model of this type. The remainder of the diagram implements any forcing functions on the right hand side of the equations of motion. In this example, the Basic Time Averaged model, derived as equation (4-39) in section 4.3.3, and repeated below as equation (4-83) is implemented.

$$\ddot{x} + 2\omega \times \dot{x} + \omega \times x + \omega \times (\omega \times x) = \nabla g(r_{ref}) \cdot x + J_2(r_{ref}) + \frac{1}{2\pi} \int_0^{2\pi} \nabla J_2(r_{ref}) \, dt \cdot x \quad (4-83)$$

![Figure 4-6: Matlab/Simulink Implementation of the Basic Time Averaged Model](image-url)
For the equations where $\nabla J_2$ is time varying, the coefficients of the state matrix vary at each time step. In these cases, the Simulink state space block cannot be applied. Instead, the new state matrix is computed at each time step and integrations are performed on each state separately. Despite their additional complexity, the time varying models run quickly.

Figure 4-7 illustrates the top level diagram of one of the time varying Simulink models. This example illustrates the Orbital Period Corrected Time Varying Model, described by equation (4-84).

\[
\ddot{\mathbf{x}} + 2\omega \times \dot{\mathbf{x}} + \dot{\omega} \times \mathbf{x} + \omega \times (\omega \times \mathbf{x}) = \nabla g(\mathbf{r}_{\text{ref}}) \cdot \dot{\mathbf{x}} + J_2(\mathbf{r}_{\text{ref}}) + \nabla J_2 \cdot \mathbf{x} - \frac{1}{2\pi} \int_0^{2\pi} J_2(\mathbf{r}_{\text{ref}}) d\theta \quad (4-84)
\]

![Figure 4-7: Matlab/Simulink Implementation of the Orbital Period Corrected Time Varying Model (Top Level)](image)

The model outputs are the relative position and velocity of the perturbed satellite compared to either another satellite on the circular reference orbit, or another perturbed satellite. All measurements are in a curvilinear coordinate system based at the reference satellite. These data were either written to an Excel spreadsheet or used in other Matlab programs where the final comparisons between the theoretical and numerical scenarios from STK could be made.

The solutions obtained for different sets of analytical equations have also been implemented in Matlab. This has served as a check for the model implementation, and the derivation of the analytical solutions. For each set of relative motion equations, the corresponding set of expressions (the analytical solutions) were implemented term by term in a Matlab m-file, and evaluated for a range of values of time. The results were plotted in Matlab and could be compared with the state space model output from Simulink.
4.6 Model Verification

Before the models are applied to control law design and evaluation, it is necessary to verify their response in a range of conditions. A suitable tool for model verification is the Satellite Tool Kit Astrogator software (Satellite Tool Kit, 2005). Astrogator is essentially a highly accurate numerical orbit propagator application with the facility to incorporate a full range of external disturbances to the simulation. The purpose of verifying the Matlab model against STK is twofold. Firstly, it is appropriate to verify the solutions and initial conditions for the analytical Hill and J2 models, and also the time varying model for a number of test cases using this commercially available software. It is important to ensure that the models function correctly and are sufficiently accurate in a range of conditions, and also to define their limitations. Secondly, the suitability of STK to be used as a ‘real environment’ within which a controller (effectively on board a satellite) can be evaluated is being assessed. By embedding the Matlab controller in the STK software, the facility of this technique will be tested in chapter 5, in particular with a view to simulating formation flying scenarios of greater complexity in the future.

4.6.1 General Application of the Satellite Tool Kit to Model Verification

In initial simulations, one satellite was created to orbit in a perfect circle at the reference orbit altitude, subject to point mass gravity, and a second satellite with the same basic properties was made to experience the J2 perturbation. Comparisons were later made with the relative motion predicted by the Matlab model where two satellites experienced J2. The scenario used to validate each stage of model development is described in turn later in this section. A number of settings associated with the propagator and satellite properties within STK remained constant throughout all the scenarios:

- The axis system in STK was selected to be the Earth Centred Inertial (ECI) J2000 which is defined by the following description. ‘X points toward the mean vernal equinox and Z points along the mean rotation axis of the Earth on 1 Jan 2000 at 12:00:00.00 TDB’. To minimise errors, all satellite orbit propagation runs were performed during an epoch beginning 1 Jan 2000 at 12:00:00.00.
- The satellite properties were selected so that there was no aerodynamic drag or Solar radiation pressure affecting either satellite at this stage.

It is also necessary to include any initial conditions that are applied to the analytical model to the STK simulation. For example, if the satellites have an initial separation in the radial (x), in-track (y) or cross-track (z) directions in the Matlab model, the same separations can be implemented in STK. For the radial separation, the orbit eccentricity and the semi-major axis can be adjusted. For the in-track separation (curvilinear), a non-zero value for the initial true anomaly (true latitude with \( \omega = 0 \)) can be entered, and for the cross-track separation (also curvilinear), the initial inclination, longitude of ascending node, and true anomaly can be altered. The conversion between relative orbit elements and the Hill frame coordinates described by equations (3-13) (section 3.1.1.3) were applied where appropriate.
If initial relative velocities in the x-y-z directions are non-zero in the Matlab model, it is also possible to simulate these within the STK Astrogator software by applying an impulse equivalent to the value of the relative velocity in any direction to one or both of the satellites. (The impulse magnitude is also related to the initial orbit element settings already applied). An illustration of the STK Astrogator window is included as Figure 4-8. The orbital parameters were entered on the right hand side of the window, and the initial relative velocities were entered through the ‘Impulsive Manoeuvre’ segment using the ‘Thrust Vector’ option with LVLH axes.

![Figure 4-8: An example of the STK Astrogator window (Satellite Tool Kit, 2005)](image)

For each scenario, the two satellites were propagated simultaneously and their motion reported using a selected time step size (1 or 10 seconds) within STK for the chosen number of orbits (usually 5). A routine within the STK software enables the relative position between any number of satellites to be computed as a Cartesian LVLH set, based at one of the satellites (the reference). Absolute and relative motion data can be produced in graphical or report format. The STK reports containing the relative position data were either copied into an Excel spreadsheet, or extracted from STK through its Matlab Engine. The STK report data was converted to curvilinear coordinates using expressions (4-3) (4-4) and (4-5) (section 4.2.1.1) before being compared to the Matlab model solutions.
4.6.2 Verification of the Basic Equations

The same ‘Basic’ STK scenario was compared to all three of the Matlab models where the relative motion between one J2 perturbed satellite and one reference satellite was calculated. The three basic models, derived in sections 4.3.2 and 4.3.3, all incorporated the J2 perturbation force with the following different characteristics.

- The J2 perturbation force before it was linearised.
- The J2 perturbation force plus the time average of the gradient of J2 (\( \nabla J_2 \)).
- The J2 perturbation force plus the time varying gradient of J2 (\( \nabla J_2 \)).

The Basic scenario in STK was established by creating one satellite, P₀, which would orbit in a perfect circle (eccentricity set to zero), subject to point mass gravity. A second satellite (P₁) with the same basic properties was created, but the J2 Propagator within Astrogator was selected to propagate this satellite. P₀ and P₁ are illustrated in Figure 4-1 (section 4.2.1.1).

The radius of the circular reference orbit for the reference satellite was made equal to the initial orbit radius of the perturbed satellite. The initial conditions for zero drift and offset, summarised in section 4.4, Table 4-2, were applied to the perturbed satellite. These initial relative positions and velocities effectively make the mean radius of the perturbed satellite equal to the reference orbit radius, and create a formation with a bounded relative orbit. Despite experiencing different disturbances, the satellites remain together throughout the scenario without any orbit correction. Without this initial relative velocity, the satellites would rapidly drift apart, and this is easily visualised in both Matlab and STK at the output of the relative dynamics model (Matlab) or for two separate satellites whose relative motion is computed following individual spacecraft propagation in STK. It is important to use the relative dynamics model under conditions where the satellites (or reference points if the reference is not located at one of the spacecraft) remain in close proximity as the model is linearised. (The gravity gradients will not be representative when the spacecraft are separated over long distances). The effects of zero drift and offset initial conditions are demonstrated in the results section (4.7). For the verification of the particular set of equations list above, the same initial conditions were applied to the Matlab model, and the STK and Matlab data compared. The differences between the results (denoted as ‘error’) were evaluated and are also presented in section 4.7.

4.6.3 Verification of the Orbital Rate and Nodal Drift Corrected Model

For the reference orbit corrected for both the change in mean angular velocity and for nodal drift, the implementation of an equivalent scenario in STK was possible using either of the following approaches. In both cases it was first necessary to generate an orbital rate and nodal drift corrected reference orbit in Matlab (rather than STK). This was achieved by implementing the expressions for the variation in orbital elements due to the cross-track component of the J2 perturbation according to the Lagrange Planetary Equations (equations (3-6) to (3-11)). Schweighart and Sedwick (2002) proposed an
alternate expression for inclination which improves reference orbit accuracy, and this was therefore also implemented.

**Method 1 - ECI Conversion**
- Convert the osculating orbit elements of the reference orbit at each time step to positions and velocities in ECI coordinates (Prussing and Conway, 1993).
- Write the ephemeris file to STK and import it to produce the artificial reference orbit in the STK environment.
- Propagate the J2 perturbed satellite with the initial conditions for the nodal drift corrected case given in Table 4-2, section 4.4.
- Generate STK reports of relative position and velocity with respect to the new reference orbit in the local LVLH frame.
- Convert the relative data into the curvilinear frame in Excel and compare to the Matlab dynamics model (equations (4-47)).

**Method 2 - Relative Orbit Elements**
- Propagate the J2 perturbed satellite with the initial conditions for the nodal drift corrected case given in Table 4-2, section 4.4.
- Generate STK report for the perturbed satellite of the osculating orbit elements during the orbit.
- Copy the orbit element data into Excel, and subtract the reference orbit elements derived for the Matlab reference orbit to obtain relative orbit elements.
- Convert the relative orbit elements to the Hill curvilinear Hill frame using equations (3-13).
- Compare results to the Matlab dynamics model (equations (4-47)) output, also copied into Excel.

Both approaches were successful in extracting the relative motion data, and the model verification results are presented in section 4.7.

**4.6.4 Verification of the Cross-Track Model**

A separate test scenario was implemented in STK for comparison with the cross-track relative motion model implemented in Matlab (refer to section 4.3.5). For a simple initial cross-track offset, measured from the equator, the equivalent changes in the orbital elements (longitude of ascending node and true latitude) had to be calculated as inputs to the satellite properties in STK. By using approximations and spherical trigonometry (equations (4-85)), the same initial satellite separation was generated in STK.

\[
\begin{align*}
\Omega &= -\frac{z_0}{r_{ref}\sin\theta} \\
\theta &= \frac{z_0}{r_{ref}\tan\theta}
\end{align*}
\] (4-85)
In addition to the cross-track relative motion data, the radial and along-track data from STK also had to be obtained to enable the conversion of z-axis results to curvilinear coordinates so that the model verification could be performed.

### 4.6.5 Verification of the Time Averaged Model for Relative Motion of Two Perturbed Satellites in STK

For the purposes of dynamics model verification using an STK scenario where the relative motion of two perturbed satellites is to be evaluated, there is no need to include a reference orbit satellite on a circular orbit (only the relative positions and velocities of two perturbed satellites need to be measured to examine the effect of \(J_2\) on relative motion). In this case one of the perturbed satellites becomes the ‘reference’ and the relative position data is generated within STK in terms of a Cartesian LVLH set based at the \(J_2\) perturbed reference satellite.

The inclination and reference orbit radius data for a particular case are set for the perturbed reference satellite, and the position of the second satellite is established by varying the semi-major axis (for x separation), true anomaly (for y separation), and longitude of ascending node and true anomaly (for z separation). Impulsive manoeuvres (initial relative velocities) must be applied to both perturbed satellites in order to eliminate drift and offset with respect to the ‘invisible’ circular reference orbit. This is to ensure that like scenarios are being compared. The proximity of both \(J_2\) perturbed satellites to the reference orbit (with modified orbital rate and nodal drift) is implicit within the Matlab model. This must therefore still be accounted for through the STK initial conditions in order to allow fair comparisons between the model and STK to be made.

The initial relative positions of the first perturbed (reference) satellite with respect to the circular reference orbit are zero, and the initial relative velocities are given by equations (4-86) (introduced in Table 4-2, section 4.4)

\[
\begin{align*}
\dot{x}_{01} &= \frac{y_{01}n}{2c}(1-s) \\
\dot{y}_{01} &= -2ncx_{01} + \frac{3J_2R_0^5n^2}{8kr_{ref}}(1 - \cos 2i)
\end{align*}
\]  

(4-86)

where the \(x_{01}\) and \(y_{01}\) terms are separations and velocities with respect to the circular reference orbit (and not the second satellite). The \(\dot{y}_{01}\) expression was derived for the nodal drift and orbital period corrected model, and represents the most accurate initial condition achieved through the model development stages.

Even though the reference satellite is collocated with the circular reference initially, a y-velocity must still be applied in STK. The additional \(J_2\) effect (described in the second part of the y-equation above) is applied to both perturbed satellites. Equations (4-86) represent an in-track relative velocity change over and above the relative velocity
change due to the orbital rate, \( n \), becoming \( n_c \). Therefore, equation (4-87) gives the velocity which must be applied to the perturbed reference satellite in STK.

\[
\dot{y}_{\text{ISTK}} = \dot{y}_{\text{ISTK}0} + n_c r_{\text{ref}} - n r_{\text{ref}} \tag{4-87}
\]

The second perturbed satellite will have an offset applied through changes in the initial orbital parameters in STK. Equations (4-88) describe the initial relative velocities of the second satellite relative to the circular reference, based on these initial separations.

\[
\begin{align*}
\dot{x}_{02} &= \frac{\dot{y}_{02} n}{2c} (1 - s) \\
\dot{y}_{02} &= -2n c x_{02} + \frac{3J_2 R_c^2 n^2}{8kr_{\text{ref}}} (1 - \cos 2i)
\end{align*}
\tag{4-88}
\]

These equations are the same as equations (4-86), but the \( y \)-velocity will be different due to the initial separations between the satellites. Equation (4-89) is used to calculate the initial velocity to be implemented in STK.

\[
\dot{y}_{\text{STK}} = \dot{y}_{\text{STK}0} + n_c r_{\text{ref}} - \left( \frac{\mu}{(r_{\text{ref}} + x_{02})^3} \right) \left( r_{\text{ref}} + x_{02} \right) \text{factor} \tag{4-89}
\]

The first two terms are the derived initial velocity, and the reference orbit velocity with the modified period. The term containing \( x_{02} \) is equivalent to ‘\( nr_{\text{ref}} \)’, but allows for an initial separation in the radial (\( x \)) direction. ‘Factor’ is the remaining term that must be included to ensure that the STK and Matlab initial conditions are matched. The initial relative velocities in Matlab are given by equations (4-90) and (4-91) (also in Table 4-2).

\[
\begin{align*}
\Delta \dot{x}_0 &= \frac{n \Delta y_0 (1 - s)}{2\sqrt{1 + s}} \tag{4-90} \\
\Delta \dot{y}_0 &= -2n \Delta x_0 \sqrt{1 + s} \tag{4-91}
\end{align*}
\]

It is important that the initial relative along-track (\( y \)) velocity computed by STK is equal to \( \Delta \dot{y}_0 \) of equation (4-91). Whether the factor is required depends on how the initial \( x \) separation was implemented using the orbital elements. For example, a different factor is required if the eccentricity was used to define the offset. The reasons for these small but necessary adjustments are unknown, but probably due to the methods used by STK to read and apply initial orbit element conditions within its own software. One of the limitations of STK is the lack of visibility of the initialisation process and propagation algorithms.

With the correct initial conditions implemented in STK, the relative motion data can be extracted in LVLH coordinates. These are converted to curvilinear coordinates before
being compared to the time averaged equations of relative motion implemented in Matlab.

4.6.6 Verification of the Time Varying Model for Relative Motion of Two Perturbed Satellites in STK

The generation of initial conditions for the time varying J₂ relative dynamics model was important in order to identify the conditions in which reliable model verification could be performed. The time varying model is linear, and as soon as the formation begins to drift away from the reference orbit, the same assumptions regarding the validity of the equations as the time averaged case no longer hold. In section 4.4, two approaches for obtaining initial conditions for the time varying model were introduced.

As demonstrated in section 4.6.5, the initial conditions specified for the Matlab model for the case of two perturbed satellites cannot be applied directly to the STK orbit propagator, and instead some measure of the absolute motion of both satellites is required in relation to the reference orbit, correcting for the effects of the J₂ perturbation on orbital rate and nodal drift. This is also the case for the time varying model, and therefore both absolute and relative initial conditions must be defined.

Earlier analysis demonstrated that it was not possible to derive a set of analytical conditions with sufficient accuracy using the time varying A matrix and state transition matrix approach to the solutions. However, instead they could be derived numerically within STK. The time varying model is very similar in basis to the time averaged model but requires a numerical solution and therefore at this stage it is not clear whether the analytically derived initial conditions (described in section 4.6.5) will produce more closely bounded motion than a purely numerical approach using STK. It is possible that neither set of initial conditions will create bounded motion for the time varying model, preventing the best performance of the model to be achieved in the verification. The effects of both sets of initial conditions were investigated and the results are presented in section 4.7.

In this section (4.6), the use of STK for model verification is presented. Applying the STK ‘targeter’ routine to derive numerically initial conditions is therefore part of this process for the time varying model, and the method is described below.

- In STK, specify the orbit elements of two satellites, separated according to formation requirements (select one satellite to be the reference).
- Set the desired terminal conditions of each satellite to be equal to the initial conditions after one orbit.
- Compute the \( \Delta V(x,y,z) \) required to enforce the final conditions using the STK targeter algorithm.
- Apply the corrective \( \Delta V(x,y,z) \) to the non-reference satellite, and specify the terminal conditions to be the new initial conditions (positions and velocities).
- Repeat the cycle until the initial and terminal conditions are the same, and no additional \( \Delta V \) is required. In this case bounded motion has been achieved.
This function was found to be a reasonably efficient method of determining bound initial conditions for the numerical propagator as few iterations were required. Over a large number of orbits, the motion ceases to remain bounded, but the drift is extremely gradual. However, early simulations revealed the sensitivity of the model behaviour to the initial conditions, and therefore, the results obtained for the time varying model could be deemed an unfair comparison to the other linear time invariant models.

4.7 Results of Model Verification

In this section, the results of the comparisons between the Matlab models and STK scenarios are presented for a number of test cases. In some cases, the model output and scenario data are included separately, but most graphical results display the difference in relative position predicted by the Matlab model and STK, or ‘modelling error’, although it should be noted that this error may arise from the minor uncertainties associated with the implementation of initial conditions through the graphical user interface in STK. The areas addressed through these comparisons include the effects of the initial conditions, the limits of linearisation, the effects of leaving the gradient of $J_2$ term in the equations of relative motion time varying and establishing model limitations in the test cases described below.

The test cases considered in this results section are listed below, where $i_{\text{ref}}$ is the reference orbit inclination.

- General Test Case ($i_{\text{ref}} = 35^\circ$)
- Polar Orbit
- Equatorial Orbit
- Sun Synchronous Orbit
- Circular Formation
- $J_2$ Invariant Relative Orbit and Critical Inclination Orbit
- MUSTANG Orbit
- Zero Orbital Rate Change Orbit ($i_{\text{ref}} = 54.74^\circ$)

All test cases apart from the MUSTANG orbit have a reference orbit radius ($r_{\text{ref}}$) of 7000km, whereas the MUSTANG mission design radius is 6978.1km (600km altitude). Additional model comparisons were made at orbits of different inclinations and altitudes, but the above cases were better able to highlight different features of the models and aspects of model behaviour.

Some of the results illustrate model behaviour at a general test case with a reference orbit inclination ($i_{\text{ref}}$) of $35^\circ$ and orbit radius ($r_{\text{ref}}$) of 7000km. This was originally the only test case published by Schweighart and Sedwick (2001a), and therefore the results of this general case, produced early in the verification process, were used to ensure correct implementation of their analytical model and to confirm their results. The general test case has been more extensively applied here.

The remaining test case not already introduced is the ‘Zero Orbital Rate Change’ orbit. In this case, the $J_2$ perturbation on average does not speed up or slow down the
perturbed satellite relative to the ‘uncorrected’ circular reference orbit, thus simplifying
the rate matching problem. (The orbit rate correction factor, \(c\) defined in the model
derivation by equation (4-45) is equal to one, and the corresponding inclination is
calculated by setting ‘s’ equal to zero in equation (4-40)).

In the following subsections, the Hill equations model is first compared to STK, and the
effects of bounding the initial conditions are demonstrated. The mathematical
descriptions of the motion of one \(J_2\) perturbed satellite relative to the reference orbit are
then verified. In the next subsection, the more realistic scenarios where both satellites
are perturbed by \(J_2\) are investigated. The findings are summarised in section 4.7.4

4.7.1 The Hill equations

The relative motion predicted by the Hill equations for initial separations in the radial
\((x)\), along-track \((y)\) and cross-track \((z)\) directions was illustrated in Figure 4-2, although
the conditions for bounded motion described in section 3.1.3.1 (chapter 6) and section
4.4 were not applied.

Figure 4-9 illustrates the effect of the bounded initial conditions which remove the
along-track drift in the absence of \(J_2\) perturbations.

Figure 4-10 demonstrates that despite the bounded motion initial conditions, the Hill
equations do not capture relative motion in the presence of the \(J_2\) perturbation. The
radial error \((x)\) increases to approximately 1m over 5 orbits, the along-track error \((y)\)
increases to approximately 2m over 5 orbits, and the small cross-track \((z)\) motion in the
third graph is not captured at all. The errors encountered are later compared to those
arising from the analytical and time varying \(J_2\) models for the equivalent test case.
Figure 4-10: Modelling Error Between the Unperturbed Relative Motion Predicted by the Hill Equations and the $J_2$ Perturbed STK Scenario for Two Perturbed Satellites for the General Test Case ($r_{ref}=7000\text{km}$, $i_{ref}=35^\circ$) and Initial Conditions $\Delta x_0=0$, $\Delta y_0=50\text{m}$, $\Delta z_0=0$, $\Delta \dot{x}_0=0.02695\text{m/s}$, $\Delta \dot{y}_0 = 0$, $\Delta \dot{z}_0 = 0$

4.7.2 Equations of Relative Motion for One Perturbed Satellite

In this section, the motion of one $J_2$ perturbed satellite relative to a circular reference orbit is considered. The relative motion is equivalent to that which a cluster of satellites would experience relative to a Keplerian circular orbit at the same altitude. This motion is significant if the relative motion between perturbed satellites is to be controlled in an efficient manner. It is also an extremely important aspect of the relative model development as the whole formation must remain in close proximity to the circular reference orbit along which linearised forcing terms are evaluated. However, as described in section 4.3, rather than forcing the perturbed satellites to essentially follow Keplerian orbits at great and impractical fuel expense, it is necessary to modify the reference orbit which does not have a satellite physically located on it, and can remain ‘virtual’. This modification was applied to both time averaged and time varying equations of motion. The equations considered in this section are included below with
the descriptions of figures for ease of reference, although the reader is referred to section 4.3 for their development.

In this section the following models are compared and verified (equations (4-92) to (4-96)) in order to establish:

- The effects of $J_2$ on a single satellite compared to the Keplerian orbit without reference orbit correction.

\[ \ddot{x} + 2\omega \times \dot{x} + \dot{\omega} \times x + \omega \times (\omega \times x) = \nabla g(r_{ref}) \cdot x + J_2(r_{ref}) \]  \hspace{1cm} (4-92)

- The effects of including the time averaged gradient of $J_2$ ($\nabla J_2$) without reference orbit correction.

\[ \ddot{x} + 2\omega \times \dot{x} + \dot{\omega} \times x + \omega \times (\omega \times x) = \nabla g(r_{ref}) \cdot x + J_2(r_{ref}) + \frac{1}{2\pi} \int_0^{2\pi} \nabla J_2(r_{ref}) d\theta \cdot x \]  \hspace{1cm} (4-93)

- The effects of including the time varying $\nabla J_2$ without reference orbit correction.

\[ \ddot{x} + 2\omega \times \dot{x} + \dot{\omega} \times x + \omega \times (\omega \times x) = \nabla g(r_{ref}) \cdot x + J_2(r_{ref}) + \nabla J_2(r_{ref}) \cdot x \]  \hspace{1cm} (4-94)

- The effects of $J_2$ on a single satellite compared to a circular reference orbit with orbit rate correction.

\[ \ddot{x} + 2\omega \times \dot{x} + \dot{\omega} \times x + \omega \times (\omega \times x) = \nabla g(r_{ref}) \cdot x + J_2(r_{ref}) - \frac{1}{2\pi} \int_0^{2\pi} J_2(r_{ref}) d\theta \]  \hspace{1cm} (4-95)

- The effects of including time averaged $\nabla J_2$ with orbit rate correction.

\[ \ddot{x} + 2\omega \times \dot{x} + \dot{\omega} \times x + \omega \times (\omega \times x) = \nabla g(r_{ref}) \cdot x + J_2(r_{ref}) + \frac{1}{2\pi} \int_0^{2\pi} \nabla J_2(r_{ref}) d\theta \cdot x - \frac{1}{2\pi} \int_0^{2\pi} J_2(r_{ref}) d\theta \]  \hspace{1cm} (4-96)

- The effects of including time varying $\nabla J_2$ with orbit rate correction.

\[ \ddot{x} + 2\omega \times \dot{x} + \dot{\omega} \times x + \omega \times (\omega \times x) = \nabla g(r_{ref}) \cdot x + J_2(r_{ref}) + \nabla J_2(r_{ref}) \cdot x - \frac{1}{2\pi} \int_0^{2\pi} J_2(r_{ref}) d\theta \]  \hspace{1cm} (4-97)

- The effects of including time varying $\nabla J_2$ with orbit rate and nodal drift correction.

\[ \ddot{x} + 2\omega \times \dot{x} + \dot{\omega} \times x + \omega \times (\omega \times x) = \nabla g(r_{ref}) \cdot x + J_2(r_{ref}) + \nabla J_2(r_{ref}) \cdot x - \frac{1}{2\pi} \int_0^{2\pi} J_2(r_{ref}) d\theta - \frac{1}{2\pi} \int_0^{2\pi} J_2(r_{ref}) d\theta \]  \hspace{1cm} (4-98)

It should be noted that most of the graphs presented in section 0 have a horizontal axis quantifying the ‘number of orbits’ according to the period of the reference orbit in the Matlab model (usually this has been selected to be 5). The data comparison between the Matlab models and STK simulations are made at the same points in time to obtain a measure of modelling error. For each test case evaluated, the reference (virtual) and perturbed satellites were initialised at the same position on orbit, but an additional velocity was imparted to the perturbed satellite to enforce the zero drift and offset conditions where appropriate.
Figure 4-11 illustrates relative motion predicted by equations (4-92)-dashed line, (4-93)-solid line and (4-96)-dotted line. In order to perform a direct comparison between these models, the satellites start at the same point with zero relative velocity, resulting in an unbounded solution.

The dashed lines in Figure 4-11 illustrate the effect of including the \( J_2 \) term as a disturbing function to the Hill equations of motion. The radial \( (x) \) response does not drift (due to the implementation of a curvilinear coordinate system) or vary in amplitude. However, the along-track drift between the \( J_2 \) perturbed satellite and the reference is significant due to the effect of \( J_2 \) in speeding up the perturbed satellite relative to the reference. The cross-track relative motion gradually increases in amplitude. For a reference orbit with an inclination greater than 54.74° (for Zero Orbital Rate Change where the orbit rate correction factor, \( c \) is one) \( J_2 \) actually slows the perturbed satellite relative to the reference. This effect is also captured by the analytical and time varying models.

In contrast, the solid line in Figure 4-11 illustrates the effect of including the time averaged \( \nabla J_2 \), also with zero initial conditions. The \( \nabla J_2 \) term multiplied by separation distance causes significant drift in the radial \( (x) \) and along-track \( (y) \) directions and in this case, the inclusion of \( \nabla J_2 \) increased the modelling error in all axes. This would be expected in the absence of orbit rate correction due to linearisation errors introduced by the along-track drift. The physical magnitude of the \( J_2 \) perturbation acceleration, according to equation (4-25), is of the order \( 10^{-2}\text{m/s}^2 \) whereas the \( \nabla J_2 \) has a magnitude

Figure 4-11: Motion of a J\(_2\) Perturbed Satellite Relative to a Satellite on the Circular Reference Orbit for the General Test Case \((r_{\text{ref}}=7000\text{km}, i_{\text{ref}}=35^\circ)\), with all Initial Conditions=0. Note: This demonstrates the need for the reference orbit to take \( J_2 \) effect into account.
of the order of $10^{-9}/s^2$. The $\nabla J_2$ in the equations of motion is multiplied by the separation of the perturbed and reference satellites to give an acceleration in m/s$^2$. When this separation reaches 100km, the gradient of $J_2$ acceleration is of order $10^{-4}$ m/s$^2$, and for the General test case this occurred after just one orbit. When this term becomes large, the linearisation of the $J_2$ force in the equations of motion no longer holds. This example illustrates and reinforces the need to adjust the circular reference orbit so that the reference satellite can maintain the orbital rate of the perturbed satellite, and linearisation error can be reduced.

A similar result was obtained for the time varying $\nabla J_2$ (equation (4-94)). Any differences in the effects of including either the time averaged $\nabla J_2$ or time varying $\nabla J_2$ in the equations were far outweighed by the linearisation error associated with the large separation between the reference and perturbed satellites.

The dotted line in Figure 4-11 illustrates the relative motion achieved when the orbital rate correction was applied to the reference orbit (equation (4-96)). Clearly the radial drift has been eliminated, but the along-track drift remains because of the zero initial conditions. The cross-track motion is only slightly affected (by approximately 1km in 5 orbits) compared to the scale of the motion when $\nabla J_2$ and the orbital rate correction are included in the equations.

Figure 4-11 illustrates the effects of the component terms in the time averaged $\nabla J_2$ equation (4-96). However, the ability of equations (4-95) and (4-96) to capture satellite behaviour is established by comparing the analytical Matlab models to bounded motion scenarios in STK and measuring the modelling error. In the following case, bounded initial conditions for the in-plane motion were provided to the perturbed satellite.

Figure 4-12 illustrates modelling error between the analytical model and STK, with and without time averaged $\nabla J_2$ for a Sun synchronous orbit (with one $J_2$ perturbed satellite and one orbit rate corrected reference orbit). The lighter line represents the error associated with equation (4-95) and the darker line represents the modelling error associated with equation (4-96). The in-plane (x,y) results show a significant modelling error reduction when the time averaged $\nabla J_2$ term is included in the model. However, in time averaged form, $\nabla J_2$ does not correctly capture cross-track motion and actually increases modelling error. This supports the motivation for investigating the effects of retaining $\nabla J_2$ in time varying form within the equations of relative motion. The relative dynamics model being compared to STK in Figure 4-12 is simplified by linearisation, time averaging of the $J_2$ acceleration, and decoupling of in-plane and cross-track motion. Clearly for matched initial conditions (initial errors are zero in all three axes), the cross-track error is significant and the dynamics are not captured, and associated with this, a growing along-track error is expected, despite the inclusion of an orbit rate correction term in the reference orbit equation.
A Sun synchronous orbit maintains its initial orientation relative to the Sun, and in order to achieve this, the orbit must have nodal regression rate equal to the Earth’s mean rate of revolution about the Sun. The Sun synchronous orbit inclination is dependent on the orbit radius and can be calculated by equating nodal regression rates described by equations (4-99) and (4-100).

\[
\Delta \Omega_{\text{required}} = \frac{2\pi T}{T_{\text{ES}}} \text{ rad/rev} \tag{4-99}
\]

where \( T \) is the orbit period of the satellite and \( T_{\text{ES}} \) is the orbit period of the Earth around the Sun (3.155815x10^7 seconds).

\[
\Delta \Omega = -\frac{3\pi J_2 R_e^2}{r_{\text{ref}}^2} \cos(i) \text{ rad/rev} \tag{4-100}
\]

For a circular orbit of radius 7000km (621.9km altitude), the Sun synchronous reference inclination, \( i_{\text{ref}} \), is 97.87°.

The Sun synchronous orbit test case was implemented both during model development to examine the relative motion of one perturbed satellite with respect to the reference and also for the two perturbed satellites case. By applying the Sun synchronous conditions, the errors introduced by the nodal drift of the perturbed orbit away from the reference are reduced, allowing the performance of models with just orbit rate correction to be evaluated (equations (4-95), (4-96) and (4-97)). A polar inclination would be required to completely remove the nodal drift, and enable improved model
verification, but this could not be implemented in the cross-track model as singularities in the spherical trigonometry arise. This and other model limitations associated with the polar orbit test case are considered later for two perturbed satellites.

The actual relative motion predicted by the model including time averaged $\nabla J_2$ and the orbit rate correction (equation (4-96)), and therefore associated with the darker line in Figure 4-12, is illustrated in Figure 4-13.

![Figure 4-13: Bounded Relative Motion of a J_2 Perturbed Satellite Relative to a Satellite on the Circular Reference Orbit with Corrected Rate and Time Averaged Gradient of J_2 for a Sun Synchronous Orbit (Relative Dynamics Model Output) (r_{ref}=7000km, i=97.87° and Initial Conditions x_0=0, y_0=0, z_0 = 0, \dot{x}_0 = 4.9931m/s, \dot{y}_0 = 0)'](image)

More generally, all test cases demonstrated that the orbit rate correction term was required to eliminate along-track drift, and that modelling error increased the further away from the ideal bounded motion conditions that the satellite formation operated. Where changes were made to the in-plane initial conditions, for example changing them from zero to bounded motion conditions, the cross-track initial conditions remained unchanged (zero in this case). The cross-track equations are decoupled from the in-plane equations for the time averaged models, and therefore the motion predicted by the Matlab models remains the same. However, the modelling errors differed because of the changing initial conditions applied to STK. The fact that changing the in-plane initial conditions in STK causes a change in cross-track relative motion predicted by the propagator highlights the level of cross-coupling between the in-plane and cross-track motion. Again, a further justification for retaining the time varying gradient of $J_2$ terms in the linear equations is provided. The only other way of incorporating the coupling effects between the cross-track and in-plane dynamics is by including nonlinear terms in the equations (refer to equations (4-15) and (4-16) in section 4.2.1.2).
The scenario implemented in Figure 4-13 was repeated for the time varying model including orbit rate correction (equation (4-97)). The model response is illustrated in Figure 4-14.

![Figure 4-14: Relative Motion of a J₂ Perturbed Satellite Relative to a Satellite on the Circular Reference Orbit with Corrected Rate and Time Varying Gradient of J₂ for a Sun Synchronous Orbit (Relative Dynamics Model Output) (\(r_{ref}=7000\text{km}, i=97.87^\circ\) and Initial Conditions \(x_0=0, y_0=0, z_0=0, \dot{x}_0 = 4.9931\text{m/s}, \dot{y}_0 = \dot{z}_0 = 0\))](image)

Upon comparing Figure 4-13 and Figure 4-14, an additional drift can be observed in the along-track response for the time varying case. The same bounded motion initial conditions, derived from the analytical solutions to the time averaged equations, were applied to both models. When compared to STK, the in-plane modelling error was found to be greater for the time varying model with analytical initial conditions, however, the cross-track modelling errors were reduced.

For the scenario illustrated in Figure 4-12, the new cross-track modelling error resulting from the inclusion of time varying \(\nabla J_2\) is shown in Figure 4-15a, superimposed on the results of Figure 4-12. For a relative cross-track motion of \(\pm 40\text{km}\) over 5 orbits (Figure 4-15b), the maximum modelling error is \(+60\text{m}\) to \(-110\text{m}\) over the same period. In contrast, the time averaged \(\nabla J_2\) model produced errors of approximately \(+350\text{m}\) to \(-310\text{m}\). Of concern for the time varying model verification is the magnitude of the oscillatory cross-track relative motion displayed in Figure 4-14. Due to the cross coupling between all axes, the magnitude of this motion is likely to be detrimental to the linearisation approximations inherent in the equations. However, the results displayed in Figure 4-15 are as expected. The nodal drift effect of \(J_2\) has not been included in the reference orbit and therefore cross-track relative motion will grow with time. The associated modelling error therefore also grows for all three relative dynamics models considered. However, the time varying model captures relative motion the most accurately as expected.
The targeting procedure in STK, introduced in section 4.6.6, was applied to identify the initial along-track velocity required to produce bounded in-plane motion. Further investigations were performed which involved varying the initial conditions of the Matlab model to visually reduce the along-track drift. However, the resulting numerically determined initial conditions from STK were found to be almost exactly the same as those predicted by the analytical equations for the Sun Synchronous case (with orbit rate correction). The trial and error approach suggested that improved performance would be obtained with a slightly higher initial relative along-track velocity. In conclusion, a more likely cause of the error for the time varying model was due to the omission of another significant effect of the J2 perturbation in the model – the drift in longitude of ascending node. The verification of the orbital rate corrected time varying model was deemed too unphysical to warrant sensible results without taking into account the nodal drift.

Figure 4-15: (a) Modelling Error Associated with Cross-track Relative Motion of a J2 Perturbed Satellite Relative to a Satellite on the Circular Reference Orbit with Corrected Rate and Time Varying Gradient of J2 for a Sun Synchronous Orbit (r_{ref}=7000km, i=97.87° and Initial Conditions x₀=0, y₀=0, z₀ = 0, \dot{x}_0 = 4.9931m/s, \dot{y}_0 = 0) (b) Cross-track Relative Motion
The nodal drift term ‘k’ was included in the time averaged and time varying equations of motion (equations (4-46), (4-47) and (4-50) in section 4.3.4)). Figure 4-16 illustrates the same motion for a Sun synchronous orbit with all correction terms included. Compared to Figure 4-14, the along-track drift has been reduced and its direction changed, but the motion is not completely bounded even though the analytically derived bounded initial conditions were applied (listed in Table 4-2 - Nodal drift corrected model). Of particular note is the reduced cross-track motion of the perturbed satellite relative to the nodal drift and orbit rate corrected circular reference orbit.

Figure 4-17 superimposes the results of Figure 4-16 and the equivalent scenarios generated by both STK and the time averaged J2 model. Both models capture relative motion fairly well, apart from the cross-track time averaged model. However, examination of the modelling error this time demonstrated that the initial conditions derived from the analytical model including both orbit rate and nodal drift correction are not suitable for creating near bounded motion in STK for model verification.

For the STK scenario, the new nodal drift corrected reference orbit was firstly generated in Matlab by integrating the Lagrange Planetary Equations subject to J2 forces (equations (3-6) to (3-11), section 3.1.1.2, chapter 3). The resulting orbit elements were evaluated around the reference orbit, and in this case, converted to positions and velocities in the ECI frame. The data was written to an ephemeris file in STK and a reference orbit with nodal drift was visualised. This is illustrated for a Sun synchronous orbit in Figure 4-18.
A J₂ perturbed satellite was created in STK with the initial conditions derived from the analytical model, and relative positions in the Cartesian Hill frame were extracted using the reporting tool before being converted to curvilinear coordinates in Excel. The differences between the responses of both the time averaged and time varying Matlab models and the STK data were evaluated and these are displayed in Figure 4-19. This and an alternate verification procedure are summarised in section 4.6.3 (the alternative verification procedure involves conversion between the relative orbit elements and the Hill frame, and was found to produce similar results).

Figure 4-17: Relative Motion Predicted by STK, the Time Averaged J₂ Model, and the Time Varying J₂ Model for a Sun Synchronous Orbit (r_{ref}=7000\text{km}, i_{ref}=97.87° and Initial Conditions x₀=0, y₀=0, z₀=0, \dot{x}_0 = 0, \dot{y}_0 = 4.9929\text{m/s}, \dot{z}_0 = 0 )

Figure 4-18: STK Scenario with Orbital Rate Corrected Circular Reference Orbit with Nodal Drift (r_{ref}=7000\text{km}, i_{ref}=97.87°) Note: Nodal Drift is Exaggerated for Illustration
Figure 4-19 illustrates the modelling error corresponding to the scenario in Figure 4-17. In the radial direction a much greater error was obtained for the time varying model after 5 orbits and this is likely to be due to a mismatch in radial frequency, and may be overcome by a slight change in the initial conditions. However, for a third of the first orbit, the time varying modelling error is significantly smaller. The modelling error is not zero after every orbit for both the time averaged and time varying models, and therefore both models do not exactly capture the correct period in radial motion. The relative motion is a maximum of 3km, and the error over one orbit is approximately 10m for both models.

In the along-track direction neither model matched the STK results perfectly and the error is greater for the time averaged model over 5 orbits. The time averaged model experiences a large secular error (approximately 70m per orbit), and the time varying model error is more oscillatory although it returns close to zero every half orbit. Over the first third of an orbit, the time varying model is again more accurate, and the oscillatory motion is likely to be coupled to the more extreme radial error. Figure 4-17 clearly shows the closely matched along-track relative motion over the first orbit, and then the drift separates the plots slightly. The relative motion is also on a 3km scale with errors of 50-70m over one orbit.

For the initial condition where the perturbed satellite starts on the reference frame, the time averaged cross-track model has a zero response according to the cross-track analytical model given by equation (4-47). However, the time varying model captures the shape but not the magnitude of the cross-track motion. The modelling error arises due to a cross-track magnitude and frequency mismatch. The horizontal axis (orbit number) in each case corresponds to the reference orbit equator crossing, including the effects of nodal drift.

Figure 4-19: Modelling Error Associated with the Relative Motion of a J2 Perturbed Satellite Relative to a Satellite on the Circular Reference Orbit with Corrected Rate, Corrected Nodal Drift and Time Averaged and Time Varying Gradient of J2 for a Sun Synchronous Orbit (r_ref=7000km, i_ref=97.87° and Initial Conditions x0=0, y0=0, z0=0, x0=0, y0 = 4.9929m/s, z0 = 0)
A new cross-track model derived by Schweighart and Sedwick (2002) (equation (4-51)) was also implemented in Matlab. The model was evaluated for small initial offsets in cross-track position, and for a perturbed satellite initialised 50m from the reference orbit, the error increased to approximately 2.5m over 5 orbits. All in-plane parameters were initialised to zero as the motion was decoupled from the in-plane motion in the analytical model. However, this does not provide a meaningful comparison of relative behaviour when in-plane bounded conditions caused a 40km cross-track motion (Figure 4-15b). Generally, the modelling error increases with increased relative motion, and extrapolating these results would give errors of the same order of magnitude as the error associated with the time varying model (Figure 4-15a). Again, the significant coupling between the in-plane and cross-track motion is demonstrated in the STK scenario, but is still not captured by the time averaged model with new cross-track component.

Tuning the STK initial conditions to prevent drift was proposed as a better basis from which to compare the time averaged and time varying models. As the analytical initial conditions do not create bounded motion in STK, the targeter (introduced in section 4.6.6) was applied to derive fully coupled initial velocity impulses which would give close to bounded motion of a J2 perturbed satellite relative to the new orbit rate and nodal drift corrected reference orbit (Figure 4-18). Clearly these would not produce bounded motion in the analytical model, and therefore would be expected to reduce its performance, although they may improve the time varying results.

Figure 4-20 illustrates the errors associated with modelling this STK-bounded scenario. In the radial direction, the time varying model captures the relative motion for longer during the first orbit. Subsequently the errors increase, again due to a mismatch in the period of relative motion. Secular drift is lower for the time varying model than the analytical model, however, surprisingly, the cross-track modelling error is greater. This may be due to coupling between in-plane and cross-track motion associated with the change in initial conditions. The cross-track modelling is more accurate for the time varying model during the first third of the first orbit. The errors are slightly greater for both models using the STK bounded initial conditions than those derived from the analytical model.

It is therefore not clear which model captures the numerical scenario more accurately for bounded relative motion in STK, and cumulatively there is little difference in performance between the J2 models. It is here that model application should be considered. It is likely that a satellite formation would be controlled at certain intervals during an orbit, and therefore, although it is important to look at the longer term dynamics, it is also useful to just consider the model behaviour during the first quarter or third of an orbit. In this case, the time varying model captures the motion of a J2 perturbed satellite relative to an orbital rate and nodal drift corrected reference orbit more accurately than the time averaged model.
Figure 4-20: Modelling Error Associated with the Relative Motion of a J_2 Perturbed Satellite Relative to a Satellite on the Circular Reference Orbit with Corrected Rate, Corrected Nodal Drift and Time Averaged and Time Varying Gradient of J_2 for a Sun Synchronous Orbit (r_{ref}=7000km, \ i_{ref}=97.87^\circ \text{ and Numerically Determined Initial Conditions } x_0=0, \ y_0=0, \ z_0=0, \ \dot{x}_0=4.9889\text{m/s, } \dot{y}_0=1.9723\text{m/s})

**Summary**

For the case of one J_2 perturbed satellite moving with respect to a circular reference orbit, some modelling improvement is visible from the time varying model compared to the time averaged model for bounded motion in STK, and particularly for periods of one third of an orbit when analytical initial conditions are applied to both models and STK. These initial conditions ensure that the performance of the time averaged model is at its best, but clearly the relative motion predicted by STK is not captured. For very short periods of time, the time averaged model predicts relative motion sufficiently accurately, but the time varying model predicts relative motion for slightly longer. In practice, this might enable the frequency of impulsive formation control to be lowered while station keeping. However, the analytical initial conditions do not create sufficiently bounded motion in STK, and these were therefore tuned numerically while incorporating the important cross coupling between both in-plane and cross-track behaviour. However, with the new STK-bounded conditions, increased error resulted for both models.

Initial tests incorporating the orbital rate correction to the reference orbit but no nodal drift correction demonstrated the importance of the latter. Without this, the separation of the perturbed satellite from the reference orbit in the cross-track direction became very large, and cross coupling between axes caused an increasing along-track error. When nodal drift was included in the reference orbit, the cross-track relative motion between the reference orbit and perturbed satellite was significantly reduced, and consequently, along-track drift was also reduced. However, with nodal drift included in the reference orbit, the along-track drift error for the time averaged model changed direction.
One factor not taken into consideration is the precession in the argument of perigee due to the assumption of a circular orbit. It is proposed that this effect is investigated further. It should also be noted that although initial conditions for STK and the dynamics models were matched to high order (sixteen decimal places) any small differences would affect long term propagation results and modelling errors. A summary of the results and conclusions from this part of the model verification process is presented in section 4.7.4.

4.7.3 Equations of Relative Motion for Two Perturbed Satellites

In this section, the relative motion of two J2 perturbed satellites is considered. The motion of each satellite relative to the circular reference orbit is implicit within the relative motion equations in either time averaged (invariant) or time varying form and remains important for the verification process in STK. The test cases considered in this section were introduced at the start of section 4.7. Graphical results for every test case have not been included due to the large amount of data available, and instead the main findings have been summarised. The analytical model based on the time averaged gradient of J2 is verified in section 4.7.3.1, and the time varying dynamics model is verified in section 4.7.3.2.

4.7.3.1 Time Averaged J2 Model

For the first four test cases listed in the introduction to section 4.7, bounded initial conditions are applied according to equations (4-95) and (4-96) for the time averaged model given by equations (4-101). The terms are defined in section 4.3.

\[
\begin{align*}
\Delta \ddot{x} - 2nc\Delta \dot{y} - (5c^2 - 2)h^2 \Delta x &= 0 \\
\Delta \ddot{y} + 2nc\Delta \dot{x} &= 0 \\
\Delta \ddot{z} + q^2 \Delta z &= 2lq\cos(qt + \varphi)
\end{align*}
\]  

(4-101)

General Test Case \((i_{\text{ref}}=35^\circ)\)

The following graphs (Figure 4-21, Figure 4-22 and Figure 4-23) illustrate the predicted relative motion and the modelling error associated with offsets in the radial (x), along-track (y) and cross-track (z) respectively in the General test case described earlier in the section.

The zero drift and offset in-plane initial conditions in the Matlab model for two perturbed satellites cause them to orbit around each other (Figure 4-21a). The model compares well to the relative motion predicted by STK, and captures the period of the motion. In Figure 4-21 the small radial error is due to the time averaging of the gradient of J2, which does not capture these 13cm periodic variations. The error in the along-track direction increases by approximately 65cm per orbit, and this is due to the initial along-track velocity conditions, calculated from the derived formulae in the analytical model. The cross-track motion was only 3cm, but the model predicted zero motion due to the decoupling of the in-plane and cross-track equations.
For an initial along-track offset, the radial error is periodic with a maximum magnitude of just over 1cm, and the along-track error is just over 5cm (Figure 4-22). The cross-track motion is not captured, but the maximum magnitude of the motion is approximately 4.2cm. A slight drift is still visible from the along-track error graph of 1mm per orbit.

In both cases, the nature of the radial and along-track errors could be investigated further by matching exactly the periods of the circular reference orbit and perturbed satellite orbits using numerical methods in STK. It has already been shown that the conditions that create bounded motion for the analytical model are not the same as those which will create motion even closer to bounded in STK (section 4.7.2). However, any deviation from the analytically derived initial conditions will prevent bounded motion in the analytical model, although this may improve results for the time varying model (this was investigated in section 4.7.3.2).

Figure 4-21: Time Averaged Relative Motion and Modelling Error for Initial Radial Offset – General Test Case with Initial Conditions $\Delta x_0 = -50m$, $\Delta y_0 = 0$, $\Delta z_0 = 0$, $\Delta x_0 = 0$, $\Delta y_0 = 0.10784m/s$, $\Delta z_0 = 0$ (a) Relative Motion (b) Radial Error (c) Along-Track Error (d) Cross-Track Error
The modelling error in Figure 4-22 can be directly compared to Figure 4-10, which describes the modelling error between the Hill equations and equivalent STK scenario for an initial along-track offset. In the presence of the $J_2$ perturbation, the analytical $J_2$ model captures the radial and along-track motion much more accurately.

For the cross-track model (derived from the geometric model, appendix D.2), the initial conditions must be non-zero in order to generate a non-zero response. The values of $\Delta z_0$ and $\Delta \dot{z}_0$ enable the relative inclination of the orbit planes to be calculated without the knowledge of the reference orbit inclination, $i_{\text{ref}}$. However, $i_{\text{ref}}$ must still be selected and input into the model so that other terms can be calculated. It is therefore still necessary to retain a physical insight into the initial position of the satellites relative to the reference orbit, rather than just their relative cross-track position. In this implementation of the model, one of the perturbed satellites is initialised at the reference orbit inclination, although this does not have to be the case, and instead the reference can be considered the ‘virtual’ centre of a constellation.

![Figure 4-22: Time Averaged Relative Motion and Modelling Error for Initial Along-Track Offset – General Test Case with Initial Conditions $\Delta x_0=0$, $\Delta y_0=50m$, $\Delta z_0=0$, $\Delta \dot{x}_0 = 0.02692m/s$, $\Delta \dot{y}_0 = 0$, $\Delta \dot{z}_0 = 0$ (a) Relative Motion (b) Radial Error (c) Along-Track Error (d) Cross-Track Error](image)
Figure 4-23a illustrates the model response for two perturbed satellites with an initial cross-track offset and velocity. The in-plane responses remain constant at zero as all the in-plane initial conditions are zero and the in-plane and cross-track equations are uncoupled. An equivalent scenario was implemented in STK using the true anomaly and longitude of ascending node to effect the initial 50m offset (equations (4-90)). Both of the satellites required an additional y-velocity to be applied as an initial impulse so that their resultant angular velocities were equal to that of the time period corrected circular reference orbit in the presence of J2. An initial z-velocity of 0.1m/s was applied as a cross-track impulse.

Figure 4-23: Cross-Track Geometry Model Relative Motion and Error for Initial Cross-Track Offset – General Test Case with Initial Conditions $i_{\text{ref}} = i_{\text{sat2}} = 35^\circ$, $\Delta z_0 = 50\text{m}$, $\Delta \dot{z}_0 = 0.1\text{m/s}$, $\Omega = -0.0007135^\circ$, $\theta = 0.0005845^\circ$. (a) Relative Cross Track Motion (b) Radial Error (c) Along-Track Error (d) Cross-Track Error

Figure 4-23 (b and c) illustrates the radial and along-track motion predicted by STK (since the Matlab model predicts zero relative motion). The final graph (d) shows that the cross-track model captures the ±100m out of plane relative motion with a maximum error of approximately 3.5cm. In this case the error actually decreases during the 5 orbits.
The initial z-velocity will change the velocity vector just as much as an initial velocity in x or y. The cross-track motion is coupled to the radial and along-track motion although the analytical model of Schweighart and Sedwick (2002) does not capture this. In fact, the same observations made regarding the coupling of in-plane and cross-track motion for the case of the single perturbed satellite moving with respect to the reference also apply here. Effectively, by adding an initial cross-track velocity to the model, the ‘zero drift and offset’ conditions cannot be applied as before and the STK results show that the satellites will drift apart in the along-track direction. This drift can be compensated for by applying additional y-velocity impulses as initial conditions to the satellites in STK. It was found that for cross-track velocities of the order of 0.1 m/s, as in this test case, there was a negligible effect on the perturbed orbit period, and no y-velocity adjustments were actually necessary. The correction parameter is calculated in the Matlab model and the software user can choose whether to include this value as an initial condition in STK, depending on the size of the initial z-velocity.

**Polar Orbit**

This test case ($i_{ref} = 90^\circ$) revealed that singularities arise in the cross-track model and it is unable to compute the relative motion in its current form. The cross-track initial conditions were therefore set to zero just to enable the in-plane part of the model to function.

The bounded motion Polar orbit scenarios in STK for in-plane offsets demonstrated that the relative cross-track motion was negligibly small ($\mu$m), as predicted by the $J_2$ equations. These indicate that there should be zero cross-track motion for a polar orbit cluster relative to a $90^\circ$ reference orbit, and for satellites with small separation about a polar orbit, the cross-track motion would be extremely small. Setting the model response to zero in this case is therefore within the limits of model accuracy. However, the modelling errors both along-track and radially were both (three times) greater than for the General test case ($i_{ref} = 35^\circ$) for the same along-track separation. Very similar results were obtained for the near-polar Sun synchronous orbit.

**Equatorial Orbit**

As for the polar orbit, the cross-track model is unable to compute relative motion for an equatorial reference orbit ($i_{ref} = 0^\circ$). This is because the separation in longitude of ascending node between the satellites cannot be defined (refer to appendix D.2 for the cross-track model derivation).

The decoupled in-plane model was given bounded initial conditions for the same range of offsets as the other models and the resulting relative motion was found to be the most accurately captured when compared to STK (Figure 4-24). For example, for an along-track separation of 50m, the radial error (on a motion of $\pm 25m$) was 0.3mm, the along-track error was secular at 1mm per orbit, and the cross-track error was a few $\mu$m (the actual motion predicted by STK for this scenario). In this scenario, the satellites had to be given the greatest initial along-track $\Delta V$ in addition to the prescribed bounded motion initial conditions.
Circular Formation

This formation was generated using the new formulae derived in section 4.4 (equations (4-68)). Figure 4-25a and Figure 4-25b illustrate the relative orbits of the time averaged J₂ model and those generated by STK for the same analytically derived initial conditions. Of course, the STK relative orbits will drift over time as a circular formation cannot naturally occur in the presence of the J₂ perturbation. To create the bounded circular orbit in the analytical model, a cross-track rate error must be introduced. It is proposed, however, that this circular orbit will be less costly to maintain than that derived from the solutions to the Hill equations in the J₂ perturbed environment. Figure 4-26 illustrates the relative motion and modelling error associated with the circular relative orbit. For a 100m radial motion, the periodic error is 40cm in amplitude. The cross-track error is steadily increasing due to the forced mismatch in the frequency of the model and STK. The introduction of the cross-track motion to create this formation in STK contributes to increasing the along-track drift. For the same scenario, without cross-track motion (Figure 4-21c), the along-track drift was approximately 65cm per orbit. This has increased to 1.88m per orbit for the circular formation.
Figure 4-25: Circular Formation for Two $J_2$ Perturbed Satellites over 5 Sun Synchronous Orbits with Initial Conditions $\Delta x_0=-50m$, $\Delta y_0=0$, $\Delta z_0=-86.53m$, $\Delta x_0=0$, $\Delta y_0=0.1078m/s$ $\Delta z_0=0$ ($r_{ref}=7000km$, $i_{ref}=97.87^\circ$) (a) Time Averaged $J_2$ Model with Modified Cross-Track Frequency (b) STK

Figure 4-26: Time Averaged Relative Motion and Modelling Error for the Sun Synchronous Circular Formation over 5 Orbits with Initial Conditions $\Delta x_0=-50m$, $\Delta y_0=0$, $\Delta z_0=-86.53m$, $\Delta x_0=0$, $\Delta y_0=0.1078m/s$ $\Delta z_0=0$ ($r_{ref}=7000km$, $i_{ref}=97.87^\circ$) (a) Relative Motion (b) Radial Error (c) Along-Track Error (d) Cross-Track Error
If the analytical model retains the more accurate cross-track model and therefore replicates the natural motion to create an elliptical formation (and not a circular formation), for this test case the radial and along-track errors remain almost exactly the same, but the much reduced cross-track error fluctuates between 0 and 5cm for the 86m amplitude motion.

**J₂ Invariant Relative Orbit**

The J₂ invariant relative orbit was introduced in section 3.1.3.2 and a test case was selected from recent literature for comparison with the time averaged J₂ relative motion model. Since the concept has arisen from the relative orbit elements approach to LEO dynamics modelling, the initial conditions were defined in this form, and converted to the Hill frame either by using the relations described by equations (3-13), or through parameter conversions implemented within STK. The mean anomaly was converted to true anomaly using Kepler’s equation. Table 4-3 summarises the initial conditions supplied to STK and the relative motion model.

<table>
<thead>
<tr>
<th>Reference Orbit Elements</th>
<th>Relative Orbit Elements</th>
<th>Hill Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>a = 7555km</td>
<td>δa = -0.00192995km</td>
<td>Δx₀ = 2008.481m</td>
</tr>
<tr>
<td>e = 0.05</td>
<td>δe = 0.000576727</td>
<td>Δy₀ = 0.021149m</td>
</tr>
<tr>
<td>i = 48°</td>
<td>δi = 0.006°</td>
<td>Δz₀ = 598.8061m</td>
</tr>
<tr>
<td>ω = 10°</td>
<td>δω = 0</td>
<td>Δẋ₀ = 3.549801ms⁻¹</td>
</tr>
<tr>
<td>Ω = 0°</td>
<td>δΩ = 0</td>
<td>Δẏ₀ = -3.87772ms⁻¹</td>
</tr>
<tr>
<td>M = 120°</td>
<td>δM = 0</td>
<td>Δż₀ = -0.47580ms⁻¹</td>
</tr>
<tr>
<td>θ = 122.4183°</td>
<td>δθ = 0</td>
<td></td>
</tr>
</tbody>
</table>

Table 4-3: Initial Conditions for the J₂ Invariant Orbit Test Case (Reference Orbit Elements and Relative Orbit Elements taken from Schaub, Vadali, Junkins and Alfriend (1999))

Figure 4-27 illustrates the J₂ invariant relative orbit defined by the parameters in Table 4-3. The near-bounded conditions achieved in STK (Figure 4-27a) were applied to the model, but since these were not the same as the analytically derived ‘bounded’ initial conditions, drift is visible in the time averaged model response over 5 orbits (Figure 4-27b). The errors illustrated in figures (c), (d), and (e) demonstrate that the model is unsuitable for mildly eccentric orbits with large satellite separations.

An alternative set of initial relative velocities, derived from the analytical model for bounded motion, rather than from the orbit elements were also compared to the STK scenario and the errors were found to increase further.
Figure 4-27: STK Relative Motion, Time Averaged Model Relative Motion and Modelling Error for the J2 Invariant Orbit defined in Table 7-3  (a) STK Relative Motion (b) Time Averaged Model Relative Motion (c) Radial Error (d) Along-Track Error (e) Cross-Track Error
**MUSTANG Leader-Follower**

For this leader-follower example, the time averaged model reduces to the Hill equations (Figure 4-28a). The satellites are separated in the along-track direction, and this time, they are not provided with additional impulses to create a ‘zero drift and offset’ formation. This leads the STK orbit propagator to predict the relative motion illustrated in Figure 4-28b. Clearly, the time averaged model does not capture the relative motion at all, highlighting the specific nature of the formations which the analytical model can represent.

![Figure 4-28: Relative Motion of Two J2 Perturbed Satellites in Leader-Follower Formation with 100m Initial Along-Track Separation for $i=85^\circ$, radius=6978.1km over 5 Orbits (a) Time Averaged Model (b) STK](image)

4.7.3.2 Time Varying J2 Model

In this section, almost all the model verification was performed using the initial conditions derived from the time averaged model since these achieved better performance in the test cases for one J2 perturbed satellite considered in section 4.7.2. The equations derived in section 4.3.6 (equations (4-58) to (4-60)) were implemented in Matlab and solved numerically for comparison with the STK fully numerical solution.

**General Test Case ($i_{ref}=35^\circ$)**

The same STK scenarios for the General test case were simulated for two J2 perturbed satellites with an initial x, y and z offset. In each case the relative motion appeared bounded in both STK and the time varying model output. However, evaluation of the modelling errors revealed a poorer performance than that achieved by the time averaged model in section 4.7.3.1. The following examples include the relative motion predicted by the time varying model, and the error between this and STK for initial x and y offsets.

For an initial radial offset, Figure 4-29a appears to show that bounded relative in-plane motion is captured by the time varying model. For the scale of the motion (50 to 100m), the errors only increase to 70cm in x over 5 orbits due to a frequency mismatch in the radial motion, and along-track a secular error grows at the rate of 75cm per orbit.
Although these results are worse than those achieved by the time averaged model in Figure 4-21 (the equivalent test case), relative motion is still well approximated by the model. That the time varying model is less accurate is unexpected and reasons for this are investigated in the following subsections.

Figure 4-29: Time Varying Modelling Error for Initial Radial Offset – General Test Case with Initial Conditions \( \Delta x_0 = -50m, \Delta y_0 = 0m, \Delta z_0 = 0 \), \( \Delta y_0 = 0.10784m/s \), \( \Delta z_0 = 0 \) (a) Relative Motion Predicted by Time Varying Model (b) Radial Error (c) Along-Track Error (d) Cross-Track Error over 5 Orbits

Figure 4-30a illustrates the bounded relative motion predicted by the time varying model due to an initial along-track offset of 50m. Again, the model output appears to capture the motion, but the errors between this and STK remain larger than those for the time averaged model (Figure 4-22). However, if the time varying results are compared to those of the equivalent scenario for the Hill equations (Figure 4-10) (section 4.7.1), the in-plane errors from the time varying model over five orbits are still significantly smaller. The cross track motion is not captured at all by the Hill equations, but the shape of the motion is captured by the time varying model. However, because the motion is so small, the zero response approximation to the motion is actually closer to the STK results than the time varying model response.
Figure 4-30: Time Varying Modelling Error for Initial Along-Track Offset – General Test Case with Initial Conditions $\Delta x_0=0$, $\Delta y_0=50m$, $\Delta z_0=0$, $\dot{\Delta}x_0 = 0.02692m/s$, $\dot{\Delta}y_0 = 0$, $\dot{\Delta}z_0 = 0$

(a) Relative Motion Predicted by Time Varying Model (b) Radial Error (c) Along-Track Error (d) Cross-Track Error over 5 Orbits

**Polar Orbit**

Unlike the time averaged model, the time varying model does not experience implementation problems in polar orbits. This is due to the change in cross-track modelling approach. The time varying model appears to produce a good approximation to bounded motion for this test case ($i_{ref}=90^\circ$). However, even with the negligible cross-track motion, the in-plane modelling errors exhibited growth to 1 or 2 metres radially and along-track respectively for relative motion over 100m. Errors at the cm level were achieved for the time averaged model. Again, similar results were obtained for the near-polar Sun synchronous orbit.

**Equatorial Orbit**

In this case, the time varying cross-track model also does not experience implementation problems. The time varying gradient of $J_2$ simplifies to the time averaged case, and the same results are achieved (Figure 4-24).
Circular Formation

Although errors of a similar magnitude to those observed for the General test case were expected, this example has been included here for the time varying model as it is implemented as one of the test cases for formation control in chapter 5.

The circular formation initial conditions (equations (4-68)) were again applied to the time varying model to investigate its behaviour, although only a near-circular formation could be achieved (as for STK). The time varying model cross-track equation cannot be decoupled from the in-plane equations, and therefore the frequency cannot be modified. The circular relative orbits obtained from the time varying model are illustrated below (Figure 4-31a). The errors between STK and the time varying model motion are also illustrated, and again are greater in the radial and along-track directions than those for the time averaged model with cross-track frequency modification (Figure 4-25 and Figure 4-26). Of course, the cross-track errors are reduced for the time varying model as the cross-track frequency modification is not applied.

![Relative Circular Orbit with Time Varying J2](image)

![Radial Error (Time Varying)](image)

![Along-Track Error (Time Varying)](image)

![Cross-Track Error (Time Varying)](image)

Figure 4-31: Near-Circular Formation Relative Motion and Modelling Error for the Time Varying J₂ Model over 5 Sun Synchronous Orbits with Initial Conditions $\Delta x_0=-50\text{m}$, $\Delta y_0=0$, $\Delta z_0=-86.53\text{m}$, $\Delta \dot{x}_0=0$, $\Delta \dot{y}_0=0.1078\text{m/s}$ $\Delta \dot{z}_0=0$ ($r_{ref}=7000\text{km}$, $i_{ref}=97.87^\circ$) (a) Time Varying J₂ Model (b) Radial Error (c) Along-Track Error (d) Cross-Track Error
Due to the unexpected lower performance of the time varying model compared to the time averaged model observed in the test case results so far, further test cases were implemented to reduce the number of variables in the model. It was anticipated that allowing the gradient of $J_2$ terms to remain time varying in the model would improve the fidelity, and enable the model to be applied to additional scenarios beyond those for zero drift and offset. Further analysis of the role of different terms in the equations of motion was performed (this is discussed further below and in section 4.7.4).

**Critical Inclination Orbit**

The time varying model takes into account the effect of the $J_2$ perturbation on the orbital rate and the drift in longitude of ascending node of the reference orbit, but because a circular reference orbit is assumed, the rotation of the line of apsides has not been considered. As a potential source of error, a critical inclination test case was evaluated to set this rotation rate to zero. Even though this does not affect the time varying model, the secular terms intrinsic to the STK scenario should be reduced. The precession of the line of apsides is described by equation (4-27) (section 4.2.2.2). By setting this to zero, the critical inclination to prescribe a frozen orbit is either $63.43^\circ$ or $116.57^\circ$. The prograde orbit was selected for this test case.

Errors of a similar magnitude to those shown in Figure 4-29 and Figure 4-30 were achieved, and no further modelling improvement was visible by using a critical inclination.

**MUSTANG Leader-Follower**

This scenario was implemented in the time averaged model in section 4.7.3.1. The satellites are separated in the along-track direction, but are not provided with additional velocity impulses to generate relative motion around each other in a ‘zero drift and offset’ formation. Again the STK relative motion is presented for comparison in Figure 4-32a. The relative motion predicted by the time varying model is presented in Figure 4-32b. The time varying model captures the shape of the in-plane orbit propagator relative motion, but is subject to an along-track drift. The cross-track model does not capture the STK motion in this case, but this approaches zero for both the time varying model and STK as the inclination increases towards $90^\circ$.

![Figure 4-32](image_url)

**Figure 4-32:** Relative Motion of Two $J_2$ Perturbed Satellites in a Leader-Follower Formation with 100m Initial Along-Track Separation for $i=85^\circ$, radius=6978.1km over 5 Orbits (a) STK (b) Time Varying Model
Zero Orbital Rate Change Orbit ($i=54.75^\circ$, $c=1$, $s=0$)
This test case was briefly introduced in the introduction to section 4.7. One of the reasons for the mismatch between the STK, time averaged and time varying models was potentially the orbit rate correction term. Clearly a drift can be observed in the time varying model response for the MUSTANG test case (above). It was proposed that the orbital rate may need to vary around the orbit for the time varying model to hold, or that perhaps it needed tuning to the new model to improve performance. By allowing the orbit correction term to equal one such that the average effect of $J_2$ is to neither speed up nor slow down a perturbed satellite relative to a satellite on a circular Keplerian orbit at the same orbit radius, the ability of the other terms in the equations of motion to capture the perturbed relative motion were explored.

However, with the orbit rate correction eliminated from the problem, along-track drift was still experienced by the time varying model for an initial along-track offset, and results similar to those obtained for MUSTANG were obtained.

Additional Investigation
Beyond the basic test cases reported in this section, and a review of the model implementation, a number of further investigations into the behaviour of the time varying model were performed. These included:

- The removal of different cross coupling terms in the time varying state matrix to identify their effects.
  - The removal of potentially erroneous terms, or terms deemed to be causing adverse effects, in different combinations did not reduce the modelling errors.
- Taking the numerical time average of the time varying state matrix and comparing this to the time averaged model.
  - The average values summed over an orbit in small time steps were found to be the same as those predicted analytically, thus confirming model implementation.
- Implementing a Floquet solution to confirm model implementation.
- Tuning of the orbital rate parameters ‘c’ and ‘k’ in the equations of relative motion.
  - This did not prevent the growing errors.
- Incorporating an expression for time varying orbital rate in the time varying equations of relative motion.
  - The following expression was derived for the orbital rate correction factor, and replaced the constant correction factor, ‘c’ in the time varying equations of motion.

\[
c(t) = \left(1 + \frac{3J_2R_f^2}{2r_{ref}^2} \left(1 - 3\sin^2 i \sin^2 kt\right)\right)
\]  

(4-102)
  - Modelling error was found to marginally reduce, but the errors were still greater than those observed for the time averaged model.
- Comparing the forces arising from the gradient of $J_2$ terms to those evaluated analytically using the $J_2$ force equation (4-25).
This final investigation was revealing, as the gradient term multiplied by a separation in a particular direction was not equivalent to the difference in force for the same satellite separation, also derived analytically from equation (4-25). An example is included below:

**Radial Force due to an Offset in y**

Consider a formation of two satellites separated along-track by angle $\delta$. According to equation (4-25) the force due to $J_2$ acting radially at satellite 1 (designated the reference) is given by equation (4-103), where $\theta$ is true latitude and all other terms were defined in section 4.3.

$$F_{\text{radial}} = -\frac{3\mu J_2 R_j^2}{2r_{\text{ref}}^4} \left(1 - 3 \sin^2 \theta \sin^2 \theta\right)$$  \hspace{1cm} (4-103)

The force acting on satellite 2 is therefore be given by equation (4-104).

$$F_{\text{radial}2} = -\frac{3\mu J_2 R_j^2}{2r_{\text{ref}}^4} \left(1 - 3 \sin^2 \theta \sin^2 (\theta + \delta)\right)$$  \hspace{1cm} (4-104)

The relative force is given below.

$$F_{\text{radial}2} - F_{\text{radial}} = \frac{9\delta \mu J_2 R_j^2 \sin^2 \theta \sin 2\theta}{2r_{\text{ref}}^4} \Delta y$$  \hspace{1cm} (4-105)

The gradient of $J_2$ ($\nabla J_2$) for the equivalent offset is given by equation (4-106).

$$F_{\nabla J_2} = \frac{6\mu J_2 R_j^2 \sin^2 \theta \sin 2\theta}{r_{\text{ref}}^5} \Delta y \text{ where } \Delta y \approx r_{\text{ref}} \delta$$  \hspace{1cm} (4-106)

Equations (4-105) and (4-106) should be equal, and yet the results suggest a factor of 0.75 difference between them. The equivalent analysis was performed for all terms and offset directions, and all the gradients relating to radial (x) offsets were found to be equivalent for both models. However, factors of between 0.571 and 2 arose from the algebra for along-track (y) and cross-track (z) offsets. Implementing these as correction factors to the state matrix of the time varying model revealed much improved radial modelling, however further investigation of these model characteristics and additional model verification is required to justify the approach. This is proposed as further work and is beyond the scope of the current research. While the time varying model performance did not demonstrate the improvements in model fidelity proposed or expected, the test cases presented here have demonstrated its ability to capture relative motion well, and show modelling improvements over the Hill equations in the presence of $J_2$.

The time varying model should demonstrate an improved ability to predict the relative motion of satellites subject to the $J_2$ perturbation, and it is proposed that both the
modelling assumptions associated with the force comparisons outlined above are investigated in more detail, and the STK scenarios also be reconsidered, possibly by comparison of results with an alternative propagator due to the lack of visibility associated with implementation of the initial conditions and integrator routine in STK. However, it is believed by the author that the STK implementation is unlikely to be a source of significant error.

4.7.4 Summary of Results

The results of the analysis presented in section 4.7 are summarised below for both the model development phase and relative dynamics models for two J₂ perturbed satellites.

Models Excluding the Gradient of J₂

- The Hill equations did not capture the J₂ perturbation. The basic force caused the perturbed satellite to orbit at a different rate and separate from the circular reference orbit thus violating linearisation assumptions.
- The zero drift and offset initial conditions for the in-plane J₂ motion did not eliminate along-track drift of the perturbed satellite away from the reference as they are unphysical conditions unless they also take into account the change in orbital rate.
- However, the zero drift and offset initial conditions did reduce the drift, and demonstrated that the closer the satellites are to bounded motion, the smaller the modelling error will be.
- Although the cross-track initial conditions remain decoupled from those derived for the in-plane motion, modelling errors are different for the different models because of the change in initial conditions supplied to STK. Cross-track motion is clearly coupled to the in-plane motion in the numerical simulation environment.

Models Including the Gradient of J₂

A Sun synchronous orbit was selected for much of the model development phase due to the implicit reduction of drift in the longitude of ascending node due to J₂ in a near polar orbit. For the Sun synchronous orbit test case:

- The modelling error is increased if the time averaged or time varying ∇J₂ term is included in the model unless an orbit rate correction is also applied.
- The time averaged ∇J₂ term reduced the in-plane modelling error but increased the cross-track error in a number of test cases.
- The time varying ∇J₂ term causes a drift, particularly in the along-track relative motion unless the effects of nodal drift are also taken into account at the reference orbit (in addition to orbit rate correction).
- The time varying ∇J₂ term reduces the cross-track modelling error below that of the time averaged model or the basic J₂ model (without ∇J₂).
- For the initial conditions for bounded motion derived from the time averaged model, the time varying model and time averaged model achieve a similar performance when compared to the same scenario in STK.
• For the numerically derived initial conditions that enforce bounded motion in STK, a slight degradation in performance of both models is observed.
• The analytically derived initial conditions which create bounded motion in the time averaged model do not create sufficiently bounded motion in the STK ‘real’ environment (although exactly bounded motion cannot be achieved in STK).
• During the first third of the first orbit, the time varying model captures relative motion in all directions more accurately than the time averaged model.
• Over five orbits, both models exhibit increased error growth to a similar extent and it is not clear which model captures relative motion of one J₂ perturbed satellite relative to an orbit rate and nodal drift corrected reference orbit.

**Relative Motion of Two J₂ Perturbed Satellites**

• The time averaged model captures relative motion very accurately in all axes for ‘zero drift and offset’ initial conditions.
• Without further modifications to the implementation of the model, the cross-track model cannot compute at inclinations of 0 and 90 degrees, and at certain other inclinations for zero initial cross-track position and velocity.
• The time averaged model can be used to generate a circular formation in the presence of J₂ which should be less costly to maintain than the equivalent, derived using the Hill equations.
• The time averaged model does not capture relative motion accurately for formations with large inter-satellite separations (error increases roughly in proportion to satellite separation).
• The time averaged model is also not able to model relative motion in eccentric orbits, and therefore will not capture a J₂ invariant orbit.
• The time averaged model reduces to the Hill equations for a leader-follower along-track formation, and is fundamentally flawed for other non-bounded motion formations by virtue of the decoupled nature of the in-plane and cross-track dynamics (these are clearly coupled in reality).
• The time varying model captures relative motion more accurately than the Hill equations, but less accurately than the time averaged model (the latter was unexpected).
• The time varying model will run for any orbit inclination, and reduces to the time averaged model for equatorial orbits.
• For a leader-follower formation, the time varying model captures the shape of the relative motion, but the amplitude is regularly about half that observed in STK numerical environment.
• Investigations into the performance degradation of the time varying model have been performed and should continue as further work as the model shows a promising ability to capture more features of the relative motion in a wider range of scenarios than those which apply to the time averaged model (bounded motion only in the time averaged case).
• Despite the minor differences between them, overall, both the time varying and time averaged models capture relative motion well in the presence of the J₂ perturbation.
General Conclusions Regarding Model Verification and Future Application

- The process of model verification has highlighted how many conditions must hold before an analytical description of satellite relative motion in the perturbed LEO environment will be representative with a degree of accuracy. In particular the satellites must not only have specific bounded initial conditions to keep them relatively close together, but the whole cluster must also have a defined orbital rate to retain the concept of a nearby virtual reference orbit about which the equations of motion are derived. This would be difficult to implement in practice.

- When performing model verification it was necessary to match the initial relative positions in the Matlab models and STK simulations to 10^{-6} m in position and 10^{-9} ms^{-1} in velocity to make a fair model comparison.

- The inclusion of time varying terms was not found to add significant complexity and computational effort to the running of the model.

- When the time averaged J2 model was compared to the same bounded scenario in STK including higher order geopotential terms, only very small increases in modelling error were observed (errors at the cm level in all axes for 100m amplitude relative motion).

- Clearly there are a number of useful LEO formations where the zero drift and offset conditions do not apply. These include some of the test cases highlighted in this section (circular and projected circular formations, along-track leader-follower and J2 invariant orbits). All these test cases have highlighted the limitations of the time averaged J2 model in terms of practical application.

4.8 Summary

Following the literature review in chapter 6, a Hill-type dynamics modelling approach was selected for a precursor phase of research into satellite formation flying dynamics and control in LEO. Building on earlier work performed at MIT and at Cranfield University, in this chapter a new dynamics model is developed to capture the relative motion of satellites in LEO, subject to the J2 perturbation. The context of this phase of research is established prior to a preliminary evaluation of a variety of perturbation accelerations acting on satellites in LEO, where the J2 perturbation is shown to be the primary differential disturbance force on a formation of similar satellites.

A summary of the mathematical model development of three relative dynamics models is presented:

- The Hill equations (no J2 perturbation effects)
- A time invariant or ‘time averaged’ J2 model originally proposed by researchers at MIT (Schweighart and Sedwick, 2002)
- A time varying J2 model

The well known Hill equations provide the baseline for relative motion modelling in the presence of point mass gravity, and these are compared to the J2 models to highlight any modelling improvements achieved by augmenting the equations of motion.
For the $J_2$ models, the extensive model development phase highlights the need for both cluster motion (the motion of perturbed satellites relative to a circular reference orbit upon which the frame of reference is based, and the force gradients are evaluated), and relative motion between the perturbed satellites to be simultaneously considered in order to truly capture the relative dynamics. At each stage of model development, verification has been performed against the STK Astrogator high precision numerical orbit propagator using reference orbits modified for the effects of $J_2$ on orbital rate and drift in the longitude of ascending node. A variety of strategies have been successfully devised to compare the $J_2$ perturbed satellite motion with an unphysical reference orbit.

Solutions and initial conditions have been obtained where possible for all the relative motion models. New initial conditions have been derived for leader-follower and circular formations in the presence of $J_2$. For the time varying model, a number of solution approaches are investigated and ultimately numerical solutions are obtained, although further insight into the dynamics is obtained using a Floquet approach. For model verification, both analytically derived and numerically determined initial conditions which produce bounded relative motion between the satellites in the LEO formation are applied to establish both the optimal and limiting conditions of model accuracy.

The methods of dynamics model implementation and STK scenario execution are described in some detail (related techniques are employed for the L2 model verification reported in chapter 9). These highlight the role of the parameters and initial conditions derived during the model development, and also the complexity of the verification task.

The detailed findings of the model verification are presented for a number of test cases. In particular, the areas addressed through the model verification include the effects of initial conditions, the limits of linearisation within the models, the effects of retaining time varying terms within the equations of motion, and the determination of model limitations (mathematical and operational).

The time averaged and time varying $J_2$ models were found to achieve a similar performance for cluster motion relative to a circular reference orbit. However, for two $J_2$ perturbed satellites, the time averaged model captured bounded relative motion the most accurately. The time varying model captured the relative motion well, but not as accurately, and for both $J_2$ models, performance was improved above that of the Hill equations. However, the time varying model captures the shape of the relative motion for a wider range of formation flying scenarios. Investigations into the reasons for the difference in performance between the time averaged and time varying $J_2$ models, and particularly the lack of superiority of the time varying $J_2$ model, have been performed and are being continued. Of particular interest for further research is the nature of the cross-coupling initial conditions for the time varying model and bounded STK scenarios. The analytically derived initial conditions provide the optimal conditions for operation of the time averaged model, but conditions for motion closer to bounded in the STK environment can be established numerically. In addition, the role of cluster motion as well as bounded relative orbit motion in formation design should be formalised. A number of additional suggestions for further model development work are proposed in chapter 11.
In addition to being a useful formation flying simulation tool, the models are all appropriate for control system design. STK has been evaluated as a suitable perturbation environment in which to fly a controlled formation, and the verification process has demonstrated that the Matlab and STK software can be successfully interfaced. The inclusion of the $J_2$ effect in the Hill equations model allows greater insight into the formation dynamics, the opportunity to investigate alternative feedback control strategies for station keeping of a formation of satellites, thus enabling the potential reduction of lifetime $\Delta V$ requirements, and provides greater facility for choosing the optimum operational orbit. The models are applied to control system design and evaluation for LEO formation flying in chapter 8. This will determine whether the high fidelity $J_2$ models will enable more efficient formation flying control compared to controller design using the Hill equations.
5 FORMATION FLYING CONTROL IN LOW EARTH ORBIT

In this chapter, the LEO dynamics models derived and verified in chapter 4 are applied to control system design and performance assessment in the Satellite Tool Kit (STK) numerical simulation environment.

The aim of this research is to compare the ease with which the Hill equations, and the time averaged and time varying relative $J_2$ dynamics models can be utilised for control law design, and to demonstrate any benefits of using the more accurate formation flying models. The dynamic properties of the models are compared further and applied to linear quadratic regulator (LQR) design. The station keeping performance and $\Delta V$ requirements of the LQR designs when the models are subjected to a range of initial conditions and disturbances in the STK environment are evaluated.

The method of selection and justification for the control approach taken for this analysis, the overall research plan, and a review of the literature in chapter 3 is described in section 5.1. An overview of LQR theory and design for different types of control system is presented in section 5.2, providing the theoretical background for the controller designs described in chapter 7 for formation flying control of a Darwin-type formation.

Continuous control laws are designed to optimise station keeping accuracy against fuel use for the formation keeping task, while limiting peak thrust and maintaining a suitable manoeuvre time during any corrective manoeuvres. The controllers derived from the Hill equations and time averaged or time ‘invariant’ $J_2$ model are designed offline and remain constant for all scenarios. The controllers for the time varying system equations are redesigned at sampling intervals during the orbit. All these are compared for formation keeping scenarios in the perturbed environment. Constant offset and circular formation test cases are investigated, and a range of disturbance forces are applied to the satellites (in addition to the $J_2$ perturbation). The role of the initial conditions for the Hill equations and time invariant $J_2$ models are investigated and the results of the control system evaluations are presented in section 5.5.

The controller gains obtained from both the Hill equations and high-fidelity $J_2$ models were very similar, and this led to similar controller performance being observed in the STK environment. However, the designs did demonstrate that acceptable response characteristics could be achieved using both models, and that the controllers could perform the formation keeping task. The Matlab/STK interface was successfully developed to implement controller gains effectively onboard the non-reference satellite for the leader-follower architecture employed. A slightly smaller $\Delta V$ was required for comparable formation keeping tasks using the high-fidelity $J_2$ model formation design, initial conditions, and control concepts. The measures of $\Delta V$ used for formation keeping were compared to those in the literature, and found to be realistic. The chapter concludes with a discussion and summary of the main results.
5.1 Introduction

The Hill equations and time invariant J₂ models discussed at length in chapter 4 are intrinsically unstable. Unless they are given specific initial conditions for bounded motion to a great degree of accuracy, an initial disturbance to the system dynamics will cause relative spacecraft positions to diverge in the absence of corrective control. Even by using numerically derived initial conditions, bounded motion is never truly achieved in STK for J₂ perturbed orbits, and although lesser in effect on a formation of similar spacecraft, other LEO perturbations will also cause the satellites to drift away from their desired relative and absolute positions in orbit. Feedback control is therefore required to minimise the error between the actual and desired relative satellite motion, and to maintain the formation geometry.

A review of the recent literature, presented in chapter 3, revealed that a number of different linear and nonlinear control techniques have already been applied to the satellite formation flying problem in LEO. The most commonly applied techniques were Linear Quadratic Regulator (LQR) and Lyapunov control using both Hill frame and orbit elements dynamics models, and both continuous and discrete control systems. However, while nonlinear terms and eccentricity have been considered in contrasting designs, the effects of the J₂ perturbation have not been contrasted, and most of the systems reviewed were not evaluated in the perturbed environment. This finding has motivated the research presented in chapters 4 and 5.

The accuracy and limitations of three different dynamics models were identified in chapter 4. These models were the:

- Hill equations (no J₂ perturbation)
- Time invariant J₂ model (Schweighart and Sedwick, 2001a)
- Time varying J₂ model

Significant improvements in modelling accuracy were observed for the J₂ models for specific satellite formations. Of particular interest are the initial conditions resulting from the model solutions. These conditions appear to limit the conditions under which the models can capture relative motion, but also they provide insight into the design of fuel-minimising natural formations. The effects of initial conditions on controlled formations are therefore investigated here.

In preparation for the later dynamics and control simulation work for Lagrange point orbits, the LEO case was deemed an essential precursor to develop the necessary Matlab/STK interface for formation control. In particular, it was important to investigate the feasibility of interfacing the STK simulations with the time varying J₂ dynamics model in Matlab. The Hill equations and the time invariant J₂ model control designs are simplified due to the decoupling of the in-plane and cross-track dynamics, but for the time varying J₂ model, the in-plane and cross-track control gains must be evaluated together.

The aspects considered when choosing the multivariable control methodology for this application were identified as follows:

- Application – Suitability of the technique for the task. This is a trade-off between complexity, functionality, performance and prior implementation. The
latter points facilitate the comparison of results with other research and indicate that the approach will be successful.

- Complexity – Related to performance improvements and retention of insight into the dynamics problem.
- Robustness – Guaranteed stability and performance across a wide range of operating conditions and in the presence of significant noise and external disturbance.

Feedback is important to compensate for external disturbances, model uncertainty, and instability. In this case Linear Quadratic optimal control has been selected for this LEO study. The design process can be applied for continuous and discrete control, and also to time varying systems in a continuous or discretised manner. The basic LQR design can be augmented to include compensation for measurement and disturbance noise (Linear Quadratic Gaussian (LQG) control). However, in this case only basic LQR designs have been investigated for the different models due to the perturbing effects of J₂ on the dynamics being of primary interest. While important, the effects of sensor and actuator noise on formation control have not been considered and full state knowledge is assumed. For a mission-specific scenario, much more detailed analysis would be required.

There are many examples of the application of LQR control design techniques to spacecraft formation flying. The appeal of these techniques is clearly apparent, with the opportunity to optimise fuel consumption and speed of response to disturbances or for manoeuvring demands from a guidance system, the inherent disturbance rejection properties of the controller, and the relative ease with which this tried and tested technique can be applied. However, it is also possible to use a number of alternative techniques, and in future work it may be appropriate to compare their performance. In the absence of a specific mission with defined spacecraft systems, software capability, and operational requirements, it is difficult to categorically state which control technique will be the best approach.

Mission specification will determine the type of formation and reference orbit which will determine different levels of orbit perturbations to which the formation will be exposed and the inter-satellite separations. Other operational requirements, for example, the acceptable maximum relative position error bounds, fuel use limits, thruster saturation levels, frequency of control inputs, type of thrusters and sensors, and the level of autonomy and guidance strategy (which will also dictate how trajectory tracking would need to be implemented onboard the spacecraft) would need to also be considered to tune the design. In this case, three different leader-follower scenarios have been investigated. These include a 10m manoeuvre to an along-track formation (used to tune the controller design), an along-track station-keeping scenario, and trajectory following for a circular formation.

The literature review in chapter 3 revealed significant interest in pulsed plasma thruster (PPT) propulsion systems, and a number of authors, particularly at the US Air Force Research Laboratory (AFRL) considered discrete and pulse-based LEO formation control using LQR. In this case continuous LQR control has been selected for the J₂
relative dynamics and Hill equations comparisons for simplicity, and in preparation for
the continuous propulsion system considered in the Darwin-type simulation (chapter 7).
Irvin and Jacques (2001) propose that continuous control is more fuel costly than
discrete control. However, this will depend on the acceptable position error and the
precision with which the satellites can be controlled to their desired position during the
impulsive manoeuvre for a discretised system. For a slightly increased cost, more highly
precise formation flying may be achieved using continuous control. An evaluation of
fuel cost for formation maintenance over a mission lifetime will enable the feasibility of
a continuous control system to be established. Also, De Quieroz, Kapila and Yan (2000)
suggest that continuous control laws can provide an idealised response for comparison
with the actual responses obtained from impulsive control controllers. The results
obtained in this chapter will be compared and contrasted with other relevant studies
reported in the literature, and in particular the $\Delta V$ required to maintain precisely a
formation in the presence of the J$_2$ perturbation.

The stability and robustness characteristics of the LQR control technique are described
in a number of texts (Bryson and Ho, 1975), (Skogestad and Postlethwaite, 2001). A
system with continuous LQR stabilising feedback will have an infinite gain margin and
substantial phase margin, however, this is not necessarily the case for LQG. In the LEO
formation flying literature, the application of discretised LQR control could also not be
proven stable in all circumstances (discussed in Yan, Kapila and Sparks (2000)). A
summary of the LQR theory applied in this chapter is presented in section 5.2.

The application of the more accurate relative dynamics models to the control law design
process is presented in this chapter. The station keeping performance, formation
keeping performance and $\Delta V$ requirements of the LQR designs, when the models are
subjected to a range of initial conditions and disturbances in the STK environment, are
evaluated.

## 5.2 Linear Quadratic Regulator Theory

A brief overview of the basic LQR theory that is applied to the time invariant and time
varying dynamics models is presented in this section. Control system designs using the
theory in its different forms are described in section 5.3.

### 5.2.1 Linear Time Invariant LQR Theory

The first step in the application of the LQR theory to the problem of formation flying
control of two satellites in the J$_2$ perturbed environment is to establish the controllability
and observability of the states in the system. One definition of state controllability
requires that the input (u) is able to move the system from one state to any other state in
the state space in a finite time. If the states are not controllable then state feedback
cannot be applied. A system is observable if for any initial state, knowledge of the zero
input response (y) is sufficient to determine the initial state.
There are a number of conditions, of which only one must be satisfied, which will ascertain whether a system, described by the state and output equations below, is controllable (Wie, 1998).

\[ \dot{x} = Ax + Bu \]  
\[ y = Cx + Du \]

The state response to initial condition, \( x_0 \), and system input, \( u \), over time can be expressed as (Whidborne, 2005)

\[ x(t) = e^{At}x_0 + \int_0^t e^{A(t-\tau)}Bu(\tau)d\tau \]  
\[ (5-3) \]

For a controllable system, it must be possible to achieve \( x(t) = 0 \) in a finite time with an appropriate input, such that

\[ x_0 = -\int_0^t e^{-At}Bu(\tau)d\tau \]  
\[ (5-4) \]

Equation (5-4) can only be solved for \( u(\tau) \) if the rows of \( e^{-At}B \) are linearly independent. A controllability criterion can therefore be derived through a Taylor series expansion of the exponential (Kwakernaak and Sivan, 1972). In n-dimensional space, there will be a maximum of n linearly independent vectors given by the exponential matrix sequence arising from the Taylor expansion. Written in the form of a criterion, the controllability matrix is given by equation (5-5). For system controllability (all modes can be controlled by input, \( u \)), this matrix must have rank ‘p’, where \( p \) represents the number of inputs to the system.

\[ \begin{bmatrix} B & AB & A^2B & \ldots & A^{n-1}B \end{bmatrix} \]  
\[ (5-5) \]

A system is unobservable if \( Ce^{At}x_0 \) is zero for all ‘t’ greater than or equal to zero (Whidborne, 2005). For an observable system, the columns of \( Ce^{At} \) must be linearly independent, and using the same approach (Taylor series expansion of the exponential), an observability criterion can be derived. A system is observable if the observability matrix in equation (5-6) has rank ‘w’, where \( w \) represents the number of outputs, \( y \).

\[ \begin{bmatrix} C & CA & C^2A & \ldots & C^{w-1}A \end{bmatrix} \]  
\[ (5-6) \]

Having established the controllability and observability of each system, the linear time invariant (LTI) models (Hill equations and time averaged \( J_2 \) model) were used directly in the LQR design process. With the LQR technique, it is possible to perform either a tracker or regulator design.

A ‘tracker’ design will cause the output to follow or ‘track’ the input, and this is appropriate for constellation designs incorporating ‘zero drift and offset’ conditions. When zero drift and offset conditions are applied to a model, the in-plane (and cross-
track for circular and projected circular formations) relative motion is periodic and bounded. There is no secular drift or fixed offset maintained between the satellites.

A ‘regulator’ has constant or zero input and feedback is used to keep the output constant (usually zero) or to ‘regulate’ the output. A state regulator will derive the control signal required as a function of the state of the system so that any non-zero initial condition will be driven to zero at the output. An optimal state regulator will achieve this while minimizing a performance index or cost function.

In state feedback control, the state vector is multiplied by a gain matrix, $K$, and fed back into the control input, $u$ where

$$ u = -Kx $$

(5-7)

giving a closed loop system described by equation (5-8).

$$ \dot{x} = (A - BK)x $$

(5-8)

A simple illustration of the closed loop state regulator system is given in Figure 5-1.

![Figure 5-1: Basic State Regulator](image)

In this LQR design the gain matrix can be determined by minimising the linear quadratic performance index or ‘cost’ given by $J$ in equation (5-9) (Skogestad and Postlethwaite, 2001).

$$ J = \int_0^\infty x(t)^T Q x(t) + u(t)^T R u(t) dt $$

(5-9)

The designer must choose values for the matrices $Q$ and $R$ to design a controller which will achieve an optimal response from the system, depending upon the design requirements. $Q$ is the state weighting matrix, and by increasing $Q$, the error between desired and actual system output is reduced more quickly. $R$ is the control input weighting matrix, and by increasing $R$, the fuel used and maximum accelerations permitted during the elimination of the error are reduced. The relative magnitude of $Q$ and $R$ are also selected according to the relative importance of minimising the states or control effort. Increasing $Q$ and $R$ together in proportion will not affect the feedback. The $Q$ and $R$ matrices must be positive and semi-definite to ensure that the cost function, $J$, is greater than or equal to zero.

For the general application of optimal control theory, the cost function does not have to be quadratic and the system does not have to be linear or time invariant. However, for the LTI models and continuous control system required here, relatively simple techniques are available for obtaining a feedback gain matrix. In order to minimise the
cost function (equation (5-9)), it is necessary define a symmetric positive definite
matrix, $P$, such that (Whidborne, 2005)

$$-\frac{d(x^TPx)}{dt} = x^TQx + u^TRu$$

and therefore, for a stable closed loop system

$$J = x_0^TPx_0$$

The cost function can also be written in terms of feedback gain, $K$ (equation (5-7)) by
substituting for $u$ in equation (5-9). Algebraic manipulation of equations (5-1), (5-7),
(5-8) and (5-10) produces equation (5-12) (Whidborne, 2005).

$$A^TP + PA - (K^TB^TP + PK) + K^TRK + Q = 0$$

If the feedback gain, $K$ is $K_0$ when $P$ is $P_0$ and the cost function, $J$, is minimised to $J_0$,
then in a different situation $K = K_0 + \Delta K$ when $P = P_0 + \Delta P$. Selecting $K_0$ for
$\Delta P$ to be zero produces a relationship between $K$ and $P$ such that control is optimal. In this case, the
feedback gain matrix is given by equation (5-13).

$$K = R^{-1}B^TP$$

By substitution into equation (5-12) the algebraic Riccati equation (5-14) is obtained.

$$A^TP + PA + Q - PBR^{-1}B^TP = 0$$

For this research, the optimal feedback gains were evaluated off line using Matlab
before being implemented within the STK simulation environment onboard the
satellites. Further details of the derivation of the Riccati equation can be found in
suitable control texts, for example, Kwakernaak and Sivan (1972).

### 5.2.2 Application of LQR Theory to the Time Varying Model

There are two approaches that could be taken to implement continuous LQR controllers
for the time varying model. The more complicated approach involves the offline
solution of the differential algebraic Riccati equation to obtain time varying gains prior
to simulating the scenario (Bryson and Ho, 1975). The Riccati equation and gain matrix
are given by equations (5-15) and (5-16) respectively (where in this case $B$, $Q$ and $R$ are
not time varying).

$$\dot{P}(t) = -A^T(t)P(t) - P(t)A(t) - Q + P(t)BR^{-1}B^TP(t)$$

$$K(t) = R^{-1}B^TP(t)$$

However, for a periodic state matrix, the solution matrix, $P(t)$, of the Riccati equation
will also be periodic, and there is likely to be relatively little benefit gained from
solving this complex problem. Instead it is proposed that similar results would be
achieved by redesigning the controller using the standard algebraic Riccati equation at
regular intervals during the orbit to produce a continually optimised control system
which should provide long term fuel consumption reduction. The variable gains could
be evaluated offline and stored for a particular formation design. These would have to be called across the Matlab/STK interface to be implemented on the follower satellite in the formation flying scenario.

In this case, a generalised tool is developed whereby the controller is redesigned at selected intervals onboard the spacecraft. Specifically in the test cases presented here, the redesign is performed at every timestep in the simulation as continuous control conditions are being compared and contrasted for the different dynamic models. Conceptually this is a more practical approach as the dynamic model could regularly be updated with on-orbit position measurements (used to update, for example, orbital rate correction terms within the model itself in the same way that an orbit rate correction due to J2 was applied to the reference orbit in the J2 models in chapter 4), before the next series of periodic gains are derived.

### 5.3 Control Law Design

This section summarises the controller design process applied in the Matlab environment. For this investigation one satellite is designated the leader, and the relative motion is always measured in a curvilinear axis system based at this satellite (Figure 5-2). The leader satellite does not regulate its own position, and follows the cluster or ‘absolute’ motion due to the J2 perturbation relative to a circular reference orbit, as discussed in chapter 4. The scenario always begins with the leader satellite located on the circular reference orbit as illustrated. P0 represents the leader satellite, and P1 represents the follower.

The second satellite also experiences the J2 perturbation, and maintains its position relative to the leader satellite using its own on-board sensors and thrusters. Recent literature has suggested that controlling one satellite rather than distributing the corrective control between spacecraft is less costly (Vadali and Vaddi, 2000). However, the selected control strategy would also depend on whether the divergence of the
formation from their ideal operational orbit was tolerable. For this assessment of formation keeping $\Delta V$ it is assumed that all the states are accurately known and there is no sensor noise.

The model has not been discretised at this stage although the frequency and magnitude of thruster firings is normally an important variable in the design process. The frequency of thruster input must be optimised in terms of desired station keeping accuracy and fuel use, and the design would need to be mission specific. Minimising position error implies frequent corrections whereas minimising disturbances to the spacecraft and fuel use implies that a long time between formation keeping corrections is required.

The control law designs for the linear time invariant (LTI) and linear time varying (LTV) systems are summarised in the following subsections.

### 5.3.1 Linear Time Invariant Models

In the following sections, the LQR design procedure, its implementation in Matlab/Simulink, and any assumptions made are summarised for the time invariant Hill and $J_2$ models. Examples of the results obtained are then presented and compared for both models prior to the control system evaluation in the STK environment.

#### 5.3.1.1 Design Procedure

The Hill equations and time invariant $J_2$ models, derived in chapter 4, are both composed of two highly coupled sets of equations (in-plane, x-y), and one decoupled equation (cross-track, z). Expressed in state space form (equations (5-1) and (5-2)), they are given by equations (5-17) and (5-18). $A_{xy}$ represents the in-plane motion, and $A_z$ represents cross-track motion for both models. The output equation matrices are $C$ (identity matrix) and $D$ (zero matrix) for this system.

#### Hill Equations Model

$$
A_{xy} = \begin{bmatrix}
0 & 2n & 3n^2 & 0 \\
-2n & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
\end{bmatrix}
$$

$$
A_z = \begin{bmatrix}
0 & -n^2 \\
1 & 0 \\
\end{bmatrix}
$$

#### Time Invariant $J_2$ Model

$$
A_{xy} = \begin{bmatrix}
0 & 2nc & (5c^2 - 2)n^2 & 0 \\
-2nc & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
\end{bmatrix}
$$

$$
A_z = \begin{bmatrix}
0 & -q^2 \\
1 & 0 \\
\end{bmatrix}
$$
The terms in these state matrices are defined in chapter 4. In both the Hill equations and high-fidelity $J_2$ models, $n$ is the mean angular rate for a satellite on the Keplerian circular reference orbit. This is the fundamental parameter describing relative motion in the Hill equations. The parameter $c$ represents a correction factor applied to the mean orbital rate of a satellite on a ‘virtual’ circular reference orbit to match the orbital rate to that experienced by a $J_2$ perturbed satellite. In the time-invariant $J_2$ cross-track model, $q$ is the argument in the equation describing relative cross-track position. This was derived by considering the effects of the $J_2$ perturbation on the location of the intersection of the different orbital planes of two satellites (Schweighart and Sedwick, 2002). The state vector $(x)$ in equations (5-1) and (5-2) is given for the in-plane models by

$$x_{xy} = \begin{bmatrix} \dot{x} & \dot{y} & x & y \end{bmatrix}$$

(5-19)

and for the cross-track models by

$$x_z = \begin{bmatrix} \dot{z} & z \end{bmatrix}$$

(5-20)

A separate design was performed in Matlab for each of the four models:

- Hill Equations – In-plane
- Hill Equations – Cross-track
- Time Invariant $J_2$ Model – In-plane
- Time Invariant $J_2$ Model – Cross-track

In order to perform the design, it was necessary to choose a suitable design point to give the system a realistic behaviour in the deterministic initial value problem. The details are summarised in Table 5-1.

<table>
<thead>
<tr>
<th>Design Parameters</th>
<th>Target Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manoeuvre</td>
<td>10m in $x,y,z$ simultaneously</td>
</tr>
<tr>
<td>Satellite Mass</td>
<td>100kg</td>
</tr>
<tr>
<td>Maximum Thrust</td>
<td>10mN</td>
</tr>
<tr>
<td>Maximum Acceleration</td>
<td>$10^{-4}$m/s$^2$</td>
</tr>
<tr>
<td>Manoeuvre Duration</td>
<td>$\frac{1}{2}$ Orbit</td>
</tr>
</tbody>
</table>

Table 5-1: Controller Design Point

The initial error from desired position in the radial, along-track and cross-track directions was set to 10 metres. The mass of the satellite being controlled (the follower in this case) was assumed to be 100kg, and the maximum thrust in any direction 10mN. The acceptable acceleration was therefore $10^{-4}$m/s$^2$. The controller was tuned to allow the 10m manoeuvre (in all directions) to occur over an acceptable period of time, for example, half of an orbit.

For rapid tuning of the controllers, the design process was automated for each model. The resulting program architecture, applied separately to each model, performs the following tasks:
• Obtains desired reference orbit parameters.
• Calculates additional orbital parameters for inclusion in the state space model of the formation flying dynamics (Hill and time invariant J2 models).
• Confirms the Controllability and Observability of the coupled system.
• Computes the Q and R matrices, given the matrix elements provided by the user.
• Performs the LQR design by solving the algebraic Riccati equation.
• Returns values for the feedback gain matrix, K.
• Returns the eigenvalues of the closed loop system.
• Takes the initial error values that will be driven to zero.
• Runs the closed loop simulation (Simulink model) using the feedback gain matrix in the loop around the formation flying dynamics.
• Extracts and plots relative positions and velocities from the model.
• Calculates the maximum thrust applied in each direction.
• Calculates the total ∆V over a user-specified period of time.

Only at the final stage of evaluating total ∆V are the in-plane and cross-track design processes combined.

The control accelerations acting on the spacecraft are given by \( a_x, a_y, \) and \( a_z \) in the radial, along-track and cross-track directions respectively (as expressed in the Hill equations example below).

\[
\begin{align*}
\dot{x} - 2n\dot{y} - 3n^2x & = a_x \\
\dot{y} + 2nx & = a_y \\
\dot{z} + n^2z & = a_z
\end{align*}
\tag{5-21}
\]

An initial estimate of the total station keeping ∆V can be determined by the summation of instantaneous values of the continuous accelerations provided to the follower spacecraft (equation (5-22)).

\[
\Delta V = \int_0^{\text{Lifetime}} \sqrt{a_x^2 + a_y^2 + a_z^2} \, dt \tag{5-22}
\]

In this case, the total ∆V is calculated by taking the absolute value of controller acceleration demand in each direction, finding the resultant, and multiplying by the time step of the simulation. In order to combine the in-plane and cross-track accelerations, both models have to operate at the same fixed simulation time step.

\[
\Delta V = \left[ \sum (a_x^2 + a_y^2 + a_z^2)^{\frac{1}{2}} \right] \cdot \text{TimeStep} \tag{5-23}
\]

The initial controller design was performed using the basic state regulator illustrated in Figure 5-1 to drive all the states to zero in an optimal manner. The implementation of the state regulator in Matlab-Simulink is illustrated in Figure 5-3.

In Figure 5-3, \( A_{\text{ip}} \) is the in-plane state matrix, \( B_{\text{ip}} \) is the in-plane input matrix. The initial offsets are applied through the constant block in the top left hand side of the
diagram, and integrations are performed separately on each state. The behaviour of the output is monitored through the Matlab workspace, and the accelerations applied to the follower satellite are extracted through the ‘Acceleration’ output port. This acceleration data is used to calculate the $\Delta V$.

![Simulink Diagram](image)

**Figure 5-3: In-plane Hill Equations Implemented as State Space Model with LQR feedback and J$_2$ Disturbance (Simulink Diagram)**

The Q and R matrices were varied, and the responses of the model were observed. The design and response parameters evaluated for each design included:

- Closed loop eigenvalues for stability
- Maximum acceleration
- % Overshoot in response
- Time to reach within 1mm of desired offset
- $\Delta V$ over 1 orbit (including the initial manoeuvre)

The Simulink model was then executed with the gradient of J$_2$ perturbation as a disturbance (this was introduced in chapter 4 and is given by equation (4-38)). The ability of the controller to reject these disturbances in the Matlab environment was observed.

### 5.3.1.2 LTI Controller Designs

The General test case, used for model verification in section 4.7, chapter 4, is presented as an example for the design evaluation. The reference orbit parameters for this test case are as follows:

- Orbit radius $r_{ref} = 7000$km
- Orbit inclination $i_{ref} = 35^\circ$

This was deemed a suitable design case (although others were also investigated) as greater differences between the Hill equations and both of the J$_2$ models were
anticipated away from polar and equatorial orbits, and the case has already been used for verification of all three models.

**Hill Equations Model**
The weighting matrices, Q and R were selected as diagonal matrices with zero or positive elements, and defined according to the relative importance and direction of the output states and control inputs. The values in Q were made equal to achieve equal speed and precision of manoeuvre for positions and velocities in all directions (x, y, and z). The R matrix was initially selected to have the same magnitude elements to equalise fuel use in each direction. However, tuning the response to limit the maximum thrust to 10mN for a 10m manoeuvre required the R matrix values to differ on the diagonal. A larger weighting was therefore given to the along-track control which, according to the literature, can achieve a greater authority than radial control for the same thrust (Starin, Yedavalli, and Sparks, 2001a). The critical measure of Q and R is their ratio. For the LQR designs performed here, the ratio of diagonal elements varied between R/Q = 10^9 radially to 10^{10} along-track and cross-track.

The following feedback gain matrices were obtained.

\[
K_{xy} = \begin{bmatrix}
0.006683919 & -0.001547667 & 0.000019195 & -0.000009208 \\
-0.000251324 & 0.003309947 & 0.000003780 & 0.000006214
\end{bmatrix}
\]

\[
K_z = \begin{bmatrix}
0.004471255 & 0.000009996
\end{bmatrix}
\]

The terms in the gain matrix are small as the state matrix was not non-dimensionalised. However, in this form, the gains can be directly implemented into STK and the relative position and velocity data passed between the Matlab/STK interface does not have to be repeatedly converted. (The operation of the Matlab/STK interface is discussed in section 5.4). This closed loop system had the following stable complex eigenvalues.

\[
E_H = \begin{bmatrix}
-0.002766047 + 0.003470272i \\
-0.002766047 - 0.003470272i \\
-0.002230886 + 0.001321740i \\
-0.002230886 - 0.001321740i \\
-0.002235627 + 0.002481949i \\
-0.002235627 - 0.002481949i
\end{bmatrix}
\]

When the controller was applied to the Hill formation flying model, and used to eliminate a 10m error in the radial and along-track directions, the accelerations, velocities and relative positions, illustrated in Figure 5-4, Figure 5-5 and Figure 5-6 respectively, were observed.

The maximum acceleration experienced by the follower satellite is tuned to be less than 10mN (10^{-4}ms^{-2} acceleration) in either direction in accordance with the design point requirements in Table 5-1. The maximum relative velocity between the satellites is 13.9mm/s, around 407 seconds into the manoeuvre, and the position error is reduced from 10 metres to zero. The overshoot and time to reach within 1mm of desired
separation were measured by observation of more detailed graphical data, and the maximum thrust and $\Delta V$ were calculated as described above.

![Figure 5-4: Acceleration Applied by the Hill controller to a Follower Satellite to Eliminate a 10m Initial Position Error in the Radial (x) and Along-Track (y) Directions](image1)

![Figure 5-5: Relative Radial and Along-Track Velocity During the Elimination of a 10m Initial Position Error in the Radial (x) and Along-Track (y) Directions Using the Hill controller](image2)
The cross-track feedback, $K_{2z}$, was applied to the cross-track Hill equations model and the acceleration, velocity and position responses for the design are illustrated in Figure 5-7 and Figure 5-8.
Figure 5-8: Relative Cross-Track Velocity and Position During the Elimination of a 10m Initial Position Error in the Cross-Track (z) Direction Using the Hill Controller

The response parameters for the in-plane and cross-track controlled relative motion are given in Table 5-2.

<table>
<thead>
<tr>
<th>Hill Model</th>
<th>Initial Offset (m)</th>
<th>Max. Thrust (mN)</th>
<th>% Overshoot</th>
<th>Settling Time (s) to 1mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>X (Radial)</td>
<td>10</td>
<td>9.98731</td>
<td>2.150</td>
<td>3534</td>
</tr>
<tr>
<td>Y (Along-track)</td>
<td>10</td>
<td>9.99388</td>
<td>0.363</td>
<td>3853</td>
</tr>
<tr>
<td>Z (Cross-track)</td>
<td>10</td>
<td>9.99600</td>
<td>5.902</td>
<td>4227</td>
</tr>
</tbody>
</table>

Table 5-2: Response Parameters (Hill Equations Design)

The total $\Delta V$ for the manoeuvre within one orbit (evaluated for 1-second time steps) was found to be

$$ \Delta V = 0.06113 \text{ ms}^{-1} $$

**High-Fidelity Time Invariant $J_2$ Model**

The controller design and evaluation procedure described in section 5.3.1.1 to meet the design requirements in Table 5-1 was also applied to the time invariant $J_2$ model (maximum accelerations were limited to $10^{-4}\text{ms}^{-2}$). The state (Q) and control (R) weighting matrices were selected using the procedure described above (for the Hill controller design). The following in-plane and cross-track feedback matrices were obtained.

$$ K_{xy} = \begin{bmatrix} 0.006684559 & -0.001547683 & 0.000019198 & -0.000009210 \\ -0.000251326 & 0.003309708 & 0.000003781 & 0.000006214 \end{bmatrix} $$

$$ K_z = \begin{bmatrix} 0.004472147 & 0.000010000 \end{bmatrix} $$

(5-26)
The closed loop system had the following stable complex eigenvalues.

\[-0.002766057 + 0.003470425i\]
\[-0.002766057 - 0.003470425i\]
\[-0.002231077 + 0.001321379i\]
\[-0.002231077 - 0.001321379i\]
\[-0.002236074 + 0.002236062i\]
\[-0.002236074 - 0.002236062i\]

(5-27)

Figure 5-9, Figure 5-10, and Figure 5-11 illustrate the controlled response using the high-fidelity $J_2$ formation flying model.

**Figure 5-9:** Acceleration Applied by the Time Invariant $J_2$ Model Controller to the Follower Satellite to Eliminate a 10m Initial Position Error in the Radial (x) and Along-Track (y) Directions

**Figure 5-10:** Relative Radial and Along-Track Velocity During the Elimination of a 10m Initial Position Error in the Radial (x) and Along-Track (y) Directions Using the Time Invariant $J_2$ Controller
Figure 5-11: Relative Radial and Along-Track Position During the Elimination of a 10m Initial Position Error in the Radial (x) and Along-Track (y) Directions Using the Time Invariant $J_2$ Controller

The cross-track feedback, $K_z$, was applied to the cross-track time invariant $J_2$ model, and the acceleration, velocity and relative position responses are illustrated in Figure 5-12 and Figure 5-13.

Figure 5-12: Acceleration Applied by the Time Invariant $J_2$ Controller to the Follower Satellite to Eliminate a 10m Initial Position Error in the Cross-Track (z) Direction
For the in-plane responses using the time invariant $J_2$ model, similar features can be observed when compared to the Hill model responses. This is expected due to the similarity of the dynamics captured in the Hill and time invariant $J_2$ models. The only significant observable difference is in the cross-track motion where the accelerations applied are smaller for the $J_2$ model. The response parameters for the high-fidelity $J_2$ model design are given in Table 5-3.

<table>
<thead>
<tr>
<th>Time Invariant $J_2$ Model</th>
<th>Initial Offset (m)</th>
<th>Max. Thrust (mN)</th>
<th>% Overshoot</th>
<th>Settling Time (s) to 1mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>X (Radial)</td>
<td>10</td>
<td>9.98794</td>
<td>2.148</td>
<td>3534.5</td>
</tr>
<tr>
<td>Y (Along-track)</td>
<td>10</td>
<td>9.99445</td>
<td>0.362</td>
<td>3853</td>
</tr>
<tr>
<td>Z (Cross-track)</td>
<td>10</td>
<td>10.00000</td>
<td>4.322</td>
<td>3729</td>
</tr>
</tbody>
</table>

| Table 5-3: Response Parameters (Time Invariant $J_2$ Model Design) |

The total $\Delta V$ for the manoeuvre within one orbit (evaluated for 1-second time steps) was found to be

$$\Delta V = 0.05968 \text{ m s}^{-1}$$

5.3.1.3 LTI Controller Design Comparison

The design study reported in this section is tailored to a specific scenario. However, it has demonstrated that acceptable response characteristics can be achieved using both the Hill and high-fidelity time invariant $J_2$ models. Only very small differences between the designs could be observed from the response graphs and gains (the latter were slightly higher for the $J_2$ model). Comparisons are more easily made using the response data in Table 5-2 and Table 5-3.
The design for the time invariant $J_2$ controller enabled marginally greater maximum thrust to be applied within the design requirements. The most visible effect of this and the improved dynamics modelling was through the cross-track model behaviour. Clear reductions in both % overshoot and settling time were visible, and the total $\Delta V$ over one orbit (including the 10m offset manoeuvres).

One potential issue with the control designs so far is the size of the elements of the constant gain matrices as these are very small. In addition, the state matrices are not well conditioned, and a more robust design procedure would involve the normalisation of the equations of relative motion to eliminate the orbital rate term, $n$. However, for this investigation, the addition of further complexity by converting between non-dimensional and dimensional parameters was avoided as STK requires the dimensional physical values of relative position, velocity and acceleration, and the effect of introducing additional complexity on the processing time and general implementation of the Matlab/STK interface was unknown.

In the Matlab environment, and for this particular manoeuvring task, the reduction in $\Delta V$ due to the $J_2$ model was found to be 2.37%. However, this is not an important parameter as the design evaluations performed using the Hill controller used the Hill equations as the formation flying model in the loop, and the time invariant $J_2$ controller was used with the time invariant $J_2$ model in the loop. Also, only simple observations could be made of the ability of the controllers to perform station keeping tasks. In order to make a physical comparison between the controllers, they need to be implemented in the same $J_2$ perturbed (and realistic) space environment, for example, that created by the STK Astrogator numerical orbit propagator.

The scenario proposed for implementation in STK can be more easily visualised with the block diagram in Figure 5-14. A desired separation is specified to the follower satellite through the ‘Reference’ input. The satellite ‘on board processor’ uses the measured relative position and velocity information to calculate the error from desired position and velocity, and multiply the error by the feedback gains designed using the Hill and time invariant $J_2$ models. A corrective acceleration is calculated by the controller and output to the satellite thrusters within STK. STK then propagates the satellite in the perturbed environment (the range of disturbances applied can be user selected) while controller inputs are applied. From this model, formation keeping measurements are extracted from STK and the accelerations applied can be used to calculate fuel use as $\Delta V$.

![Figure 5-14: Block Diagram to Illustrate the Control Law Implementation with STK in the Loop](image-url)
5.3.2 Linear Time Varying $J_2$ Model

An offline study was not performed for the time varying $J_2$ dynamics model. One of the advantages of the approach described in section 5.2.2 is that the off-line analysis is not required provided that certain parameters are monitored during the controlled formation flight in STK. In particular, the effects of the weighting matrices, $Q$ and $R$, (which remain constant although the state matrix updated at each time step) should be investigated through the simulation of a range of scenarios. The elements of $Q$ and $R$ selected for the time averaged (invariant) $J_2$ model provide a suitable starting point. In addition to examining the controller performance and evaluating the $\Delta V$, the variation in the gains throughout the orbit can be identified. The details of the time varying $J_2$ controller design are therefore considered during the controller evaluation and comparison in section 5.5.

5.4 Control Law Implementation

In this section, the implementation of the Hill, time invariant and time varying $J_2$ controllers within the STK environment is discussed. The feasibility of this approach to control system evaluation is explored for a number of test cases, and the strategy for scenario initialisation is presented. Control system performance is evaluated in section 5.5.

5.4.1 Plug-In Scripts for the Onboard Controller

The Matlab controller must be implemented in the STK environment through the Matlab/STK interface. This level of interaction is achieved through the STK Plug-In Scripts tool which allows the user to create scripts (written, for example, in Matlab) that integrate with STK’s in-built software.

Scripts can be used to perform tasks such as modelling additional forces and time varying parameters which act on or affect an object which is being propagated within the STK Astrogator propagator application. Effectively, the script becomes the ‘onboard controller’ for the satellite selected, and each script will contain one input argument and one output argument. The script has two main functions

- To register inputs and outputs for the compute function
- To compute outputs based on the inputs

For the registration of inputs and outputs, a descriptor for each of the requested arguments is specified with an identifier for STK to interpret. Settings were also selected to ensure that the additional control accelerations computed by the script were added to the STK orbit accelerations experienced by the satellites in a Cartesian manner. After the declaration of inputs and outputs, the remainder of the Matlab script computes the accelerations to be applied to the controlled satellite (effectively through its own thrusters) and outputs the values back to STK under the variable name specified during
the registration of variables. The resulting script must be then embedded at the correct point within the Astrogator propagator in STK.

All propagators have five Entry Points which define where the script will be calculated in the overall propagation of a scenario. These are Pre-propagation, Post-propagation, Segment start, Update, and Eval. Eval means that the script is called at every force model evaluation to return an additional acceleration or to change parameter values, which is the operation that is performed in this series of simulations.

The propagation routine takes considerably longer when a script file is included. For the scenario operating without a Matlab script, the propagation of one satellite for one orbit take approximately 2 seconds. When the Matlab script was included to calculate motion using the simple feedback gains designed using the Hill or time invariant J₂ model, the propagation time for the satellite was substantially increased. On the same processor, the propagation time for the satellite with the time varying gain recalculation increased by a further 60%.

After propagation, the relative motion of the satellites can be viewed through the STK visualisation windows, and relative positions and velocities and other parameters can be obtained through the STK graph and reporting functions. Any parameters declared in the script and the Matlab workspace as global can also be extracted through Matlab. The calculation of ∆V was performed after the propagation using separate data extraction programs to obtain thruster accelerations from STK.

### 5.4.2 Data Extraction

Following the successful integration of the controller with the numerical orbit propagator, the simulation results can be accessed through the Matlab/STK interface. The variables accessed from the Plug-In script in Matlab are:

- Computation number
- Time
- Radial acceleration (Fx)
- Along-Track Acceleration (Fy)
- Cross-Track Acceleration (Fz)

Figure 5-15 and Figure 5-16 illustrate the variation in time and radial acceleration with iteration step respectively.
For the purposes of control law evaluation, it is necessary to ascertain the fuel requirements for the station keeping task. This is measured in velocity (acceleration over time) and therefore it is necessary to establish suitable points for the extraction of acceleration and time data from the script file. In its current form, the output accelerations cannot be summed directly over a prescribed period of time. Figure 5-15 illustrates how the time data points jump backwards and forwards as Astrogator iterates until it reaches the set tolerances and progresses to the next calculation. Both of the figures show that the Matlab script is also computed at each of these iterations as well and the result is the static around a sensible acceleration profile.

In order to evaluate the acceleration data at suitable intervals, and avoid the problem with static, it is necessary to select Astrogator Numerical Integrator properties so that
the Astrogator ephemeris time steps are the same for both the leader and follower satellites. The STK reporting function can then be applied to calculate highly accurate relative position data and also the accelerations at the ephemeris time step. In this study, the ephemeris time step was set to 30 seconds, below the minimum naturally selected by the propagator at the defined tolerance ($10^{-13}$). Of course in general for the same number of orbits, the smaller the time step, the longer the propagation will take. The effects of using a smaller time step in the simulations are considered in section 5.5.

The data extraction routine uses the STK relative position and velocity to calculate the error from the desired state, and applies the LQR gains to these errors. The resulting accelerations that would have been applied during the scenario are summed over the duration of the simulation (this can be restricted to the duration of a particular manoeuvre if necessary) and divided by the measured time to compute the $\Delta V$. Graphs illustrating the cumulative $\Delta V$ during the simulation are produced, although any other variables of interest can be easily accessed.

Figure 5-17 illustrates the radial acceleration output for the same example illustrated in Figure 5-16. This method of data extraction was found to be successful in eliminating the static on the earlier results.

![Figure 5-17: Radial Acceleration Computed by the Controller Using Astrogator Propagating at 30 second Time Steps for an Along-Track Manoeuvre from 97.7m Separation to a Desired 50m Separation.](image)

5.5 Control System Evaluation

The results of the control system evaluations are presented in this section. Two types of practical satellite formation are investigated to demonstrate the performance of each controller for station keeping (fixed offset) or formation keeping (trajectory following) of two satellites in LEO. These include:

- **Along-Track Formation** (General Test Case $r_{\text{ref}}=7000\text{km}$, $i_{\text{ref}}=35^\circ$)
- **Circular Formation** (Sun Synchronous orbit $r_{\text{ref}}=7000\text{km}$, $i_{\text{ref}}=97.87^\circ$)
The along-track formation investigation comprises two scenarios. The follower satellite is constrained to follow the leader (or ‘reference’) while maintaining a constant along-track offset. In addition, the basic operation of the controllers is investigated by giving the formation an error offset from desired, equivalent to the design manoeuvre described in section 5.3.1.1.

The circular formation also comprises two related scenarios. Both scenarios involve the maintenance of a 1km circular formation; one derived from the solutions to the Hill equations, and the second derived from the solutions to the time invariant J_2 model (refer to section 4.4 chapter 4). Comparisons of the cost of maintaining the circular formations in the presence of J_2 perturbations using the different control systems are performed. A 1km radius was selected to enable the formation to experience greater disturbance and inter-satellite separation than the along-track case, and thus offer the potential to provide greater contrast in formation design and control system performance. In addition, the ΔV evaluated for this scenario can be compared to the results of other related studies in the literature (Table 3-6, chapter 3).

The final subsection presents the results of further investigations into the effects of initial conditions (derived from the relative dynamics models) and additional external environmental disturbances imposed upon the formation in the STK environment.

5.5.1 Along-Track Station Keeping

The General test case is the scenario considered for the controller design in section 5.3, and also applied in the model verification process in chapter 4. For the control system evaluation, the following scenario details were specified:

- **Formation-type**: Along-track, leader-follower architecture.
- **Task 1**: Station keeping, with the follower satellite given a y-offset of 50m from the leader or reference. This must be maintained in the presence of the J_2 perturbation.
- **Task 2**: Performing a manoeuvre from a radial offset of 10m, cross-track offset of 10m, and along-track offset of 60m back to the desired y-offset of 50m (simultaneously controlling all three axes).
- **Reference Orbit**: Orbit radius r_ref=7000km, inclination i_ref=35°.

As the design test case (Table 5-1) optimises the controller for the second (manoeuvring) task, the required accuracy for the station keeping task was not specified, other than that a significant reduction in the relative motion should be observed. In this section the STK response of the uncontrolled formation is presented (note that only an along-track offset was provided in the initial conditions, and zero relative velocity). The following subsections evaluate the performance of the Hill equations, time invariant J_2 model and time varying J_2 model controllers for these along-track formation flying scenarios. (Note that the manoeuvre scenario (Task 2) was also used for controller design for the time varying J_2 model).

Initially, the J_2 perturbation force was selected to be the only disturbing force applied to the satellites within the STK Astrogator propagator. Figure 5-18 a, b and c illustrate the
effects of this force on the relative motion over one orbit of two uncontrolled satellites in the leader-follower formation described above.

The relative radial motion over one orbit is small, and varies between ±1.9cm. The along-track relative position is displaced by a maximum of just over 16cm before returning to desired separation after one orbit, and the peak cross-track motion is very small at almost 0.115mm half way around the orbit. For illustration, the corresponding in-plane and cross-track relative velocities are included as Figure 5-19.

Figure 5-18: Relative Position of Two J₂ Perturbed Satellites (STK results for $i=35^\circ$, $r_{ref}=7000$km, Initial Along-Track Separation 50m) (a) Radial (b) Along-Track (c) Cross-Track

If the initial relative position or velocity is offset from desired, then the controller is expected to eliminate this velocity error and drive the satellites back to their correct position efficiently. For the purposes of comparing the controllers and evaluating the ∆V for the station keeping task, it is however important that in all cases the initial conditions be the same.
Figure 5-19: Relative Velocity of Two J\textsubscript{2} Perturbed Satellites (STK results for i=35\textdegree, r\textsubscript{ref}=7000km, Initial Along-Track Separation 50m) (a) Radial (b) Along-Track (c) Cross-Track

5.5.1.1 Hill Controller

The feedback gains designed using the Hill equations were applied to the follower satellite in all three axes (equations (5-24)). The satellites were given an initial along-track separation and the initial relative velocity of the spacecraft was zero. Additional initial impulsive manoeuvres to minimise formation separation from the virtual circular reference orbit were not applied in the first instance (the role of these initial conditions was established in chapter 4, and is investigated further in section 5.5.3.1).

The relative motion observed for the station keeping task over one orbit when the Hill controller was applied to the follower satellite is illustrated below.
When compared to Figure 5-18a, Figure 5-20a shows that the relative radial motion has been reduced with the application of the controller. Figure 5-20b illustrates a reduction in along-track motion compared to Figure 5-18b from over 16cm to less than 1.5cm. The shape of the response results from the cross-coupled proportional and derivative feedback from the along-track and radial directions. The scenario was propagated for five orbits, and the relative in-plane motion illustrated above repeated with very small, almost negligible drift. These results are included as Figure 5-21. Cross-track relative motion remains negligible in all cases.

Clearly the controller has proved beneficial in reducing the relative motion for the station keeping task. For a continuous controller with acceleration evaluations made at 30-second time steps, the total \( \Delta V \) to achieve station keeping at this level was found to be (based on the extrapolation of a 5-orbit simulation):

\[
\Delta V_{\text{year}} = 4.04735 \text{ m s}^{-1} \text{yr}^{-1}
\]

Controller performance can be observed more clearly in terms of response to an initial 10m error simultaneously in the radial, along-track and cross-track directions. Figure 5-22a and Figure 5-22b illustrate the successful operation of the controller in response to an initial position error. The manoeuvre takes place over approximately half an orbit, and applies a maximum initial acceleration of approximately 0.29mms\(^{-2}\). (Identical results to those of the design case are not expected, and this slightly higher initial acceleration is perfectly acceptable). For particular design requirements, the weighting matrices in the LQR design could be adjusted again.

The cumulative acceleration applied over one orbit, including the 10m manoeuvre, was converted to \( \Delta V \). The resulting ‘fuel use’ for the Hill controller was found to be:

\[
\Delta V = 0.0818806 \text{ m s}^{-1}
\]

This is comparable to the design point \( \Delta V \), evaluated in idealised conditions, which was found to be \( \Delta V = 0.06113 \text{ m s}^{-1} \) (refer to section 5.3.1.2).
5.5.1.2 Time Averaged J2 Controller

The same test case was applied using the time averaged (invariant) J2 model controller gains to replace the Hill model gains. The new controller was applied within STK to the follower satellite of the leader-follower two-satellite formation. Again, the satellites were required to maintain a 50 metre along-track (y) separation in an orbit inclined at 35° and with an orbital radius of 7000km. No ‘zero drift and offset’ conditions were applied, and for the evaluation of the station keeping task, the scenario was initialised with the satellites already at their desired location, with zero relative velocity.

The relative motion observed for the station keeping task over one orbit when the time invariant J2 controller was applied to the follower satellite is illustrated in Figure 5-23.
Compared to Figure 5-18, Figure 5-23 also shows that the relative motion has been reduced with the application of the time invariant J2 controller. However, the responses are almost identical to those obtained with the Hill controller (Figure 5-20).

The same conclusions can therefore be drawn for the time invariant J2 controller as for the Hill controller. The controller has proved beneficial in all axes in reducing the relative motion for the station keeping task. For a continuous controller with acceleration evaluations made at 30-second time steps, the total $\Delta V$ required to perform the station keeping task was found to be (based on the extrapolation of a 5-orbit simulation):

$$\Delta V_{\text{year}} = 4.04695 \text{ ms}^{-1}\text{yr}^{-1}$$

This is a small reduction in $\Delta V$ compared to that achieved by the Hill controller. However, unlike the design case, the time invariant J2 controller was marginally less efficient when subject to the 10m manœuvre. The relative position and acceleration responses were almost identical to those illustrated in Figure 5-22. Over one orbit the $\Delta V$ required was found to be:

$$\Delta V = 0.0818941 \text{ ms}^{-1}$$

Figure 5-23: Effect of the Time Invariant J2 Controller on the Relative Motion Between Satellites in the J2 Perturbed Environment (STK Results for $i=35^\circ$, $r_{\text{ref}}=7000\text{km}$, Initial Along-Track Separation 50m) (a) Radial (b) Along-Track (c) Cross-Track
5.5.1.3 Time Varying J2 Model

An offline study was not performed for the time varying J2 dynamics model and instead, the effect of the weighting matrices was investigated through observation of controlled relative motion in STK. The design test case was the three-axis 10m manoeuvre scenario, already performed using the Hill and time averaged J2 model controllers.

The design process involved the initial selection of Q and R (which remained constant during the scenario), and the propagation of two J2 perturbed satellites with 10m offsets in x, y and z from the desired along-track relative position. At each propagation time step (30 seconds), the state matrix was evaluated and applied to LQR design to obtain a time varying gain matrix. The gain values were recorded during the simulations for monitoring, and relative positions, velocities, and controller accelerations were observed as a measure of design performance. The design parameters identified for the LTI models could not be directly applied here, as the numerically perturbed environment did not represent an equivalent situation. For example, the ‘settling time to within 1mm’ criterion did not occur as controlled relative position continually varied at the 10mm level. Instead, the gains were tuned to produce similar results to those observed in Figure 5-22. The resulting Q and R matrices were similar to those obtained using the LTI models (the in-plane weightings in R were slightly increased), and the mean gain matrix for this example is given by equation (5-28). The equivalent terms in the coupled matrix (5-28) are of similar order of magnitude to the time invariant J2 model gains, decoupled in x-y and z, in equation (5-26). Terms representing feedback between in-plane and cross-track motion, highlighted by underlining in the matrix, are very small.

\[
K_{xy} = \begin{bmatrix}
5.7399e-3 & 1.3602e-4 & 1.243e-9 & 1.6776e-5 & -5.7983e-6 & 2.38e-12 \\
1.3602e-4 & 5.1348e-3 & -4.016e-9 & 5.9723e-6 & 1.290e-5 & -1.430e-11 \\
\end{bmatrix}
\]

(5-28)

However, the gains vary around the orbit, some at twice the frequency of the others, according to the frequency of terms in the time varying state matrix (given by equations (4-58) to (4-60) in chapter 4). Table 5-4 illustrates the maxima and minima of the gains throughout their cycle, and demonstrates that the cross-coupling gains not present in the LTI models do contribute to the controlled response even though they average to almost zero around the orbit.

<table>
<thead>
<tr>
<th></th>
<th>x velocity</th>
<th>y velocity</th>
<th>z velocity</th>
<th>x position</th>
<th>y position</th>
<th>z position</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radial</td>
<td>5.741e-3</td>
<td>1.366e-4</td>
<td>1.695e-6</td>
<td>1.678e-5</td>
<td>-5.794e-6</td>
<td>6.550e-9</td>
</tr>
<tr>
<td></td>
<td>5.739e-3</td>
<td>1.354e-4</td>
<td>-1.695e-6</td>
<td>1.677e-5</td>
<td>-5.803e-6</td>
<td>-6.548e-9</td>
</tr>
<tr>
<td>Along-Track</td>
<td>1.366e-4</td>
<td>5.135e-3</td>
<td>5.643e-7</td>
<td>5.975e-6</td>
<td>1.290e-5</td>
<td>1.601e-9</td>
</tr>
<tr>
<td></td>
<td>1.354e-4</td>
<td>5.134e-3</td>
<td>-5.642e-7</td>
<td>5.970e-6</td>
<td>1.290e-5</td>
<td>-1.601e-9</td>
</tr>
<tr>
<td>Cross-Track</td>
<td>8.476e-7</td>
<td>2.822e-7</td>
<td>4.220e-3</td>
<td>5.598e-9</td>
<td>1.305e-9</td>
<td>8.904e-6</td>
</tr>
<tr>
<td></td>
<td>-8.475e-7</td>
<td>-2.821e-7</td>
<td>4.219e-3</td>
<td>-5.597e-9</td>
<td>-1.305e-9</td>
<td>8.909e-6</td>
</tr>
</tbody>
</table>

Table 5-4: Maximum and Minimum Gains for the Along-Track Formation Flying Scenario

For the 10m manoeuvring scenario, a slightly reduced fuel consumption was observed over 1 orbit compared to the ΔV calculated for the Hill and time invariant J2 controllers,
however the manoeuvre response observed was marginally slower. In this case, fuel consumption was given by:

\[ \Delta V = 0.0806151 \, \text{ms}^{-1} \]

Evaluating the controller in this ‘real’ perturbed environment revealed that varying the Q and R matrices significantly affects control system performance. For example, by increasing Q by a factor of 10 (to reduce the error more quickly in the optimal response), the time varying controller produced a more rapid manoeuvre response using a greater initial thrust, and ultimately consumed more fuel over 1 orbit while keeping tighter control of the formation. Of course, further refinement of the design requires mission specific criteria to be provided as a baseline. Figure 5-24 illustrates the relative position response and accelerations applied by the time varying J_2 controller for an along-track satellite formation requiring the elimination of a 10m initial offset error in all three axes. Figure 5-24a and Figure 5-24b illustrate the relative position response and controller accelerations for the design point gains (equation (5-28)), and Figure 5-24c and Figure 5-24d illustrate the same manoeuvre response for the high-Q design. A higher Q weighting caused an increase in mean gain for most elements of the gain matrix, but not in all. On-axis gains increased, and the feedback of radial position and velocity to along-track motion also increased. The feedback of along-track velocity and radial position to radial motion decreased. The associated response, illustrated in Figure 5-24 (c and d), is more rapid with less overshoot, and demonstrates the ability of the controller to hold the desired relative position more accurately in the presence of J_2 perturbations. The acceleration demands are clearly increased, particularly for the initial corrective manoeuvre.

Table 5-5 summarises the main response parameters and their change due to the ten-fold increase in the state weighting matrix (Q) in the controller design for the time varying J_2 model (for a 30-second simulation time step). This increase in Q caused a 40% increase in \( \Delta V \), but the response amplitude data demonstrates that a better precision is achieved.

<table>
<thead>
<tr>
<th></th>
<th>( \Delta V ) (1 orbit) (ms(^{-1}))</th>
<th>Maximum Acceleration (ms(^{-2}))</th>
<th>x Response Amplitude (mm)</th>
<th>y Response Amplitude (mm)</th>
<th>z Response Amplitude (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low Q</td>
<td>0.0806</td>
<td>2.3x10(^{-4})</td>
<td>11</td>
<td>8</td>
<td>29</td>
</tr>
<tr>
<td>High Q</td>
<td>0.1317</td>
<td>5.1x10(^{-4})</td>
<td>4</td>
<td>2</td>
<td>17</td>
</tr>
</tbody>
</table>

Table 5-5: Response Parameters for Two Different LQR Designs for the 10m Manoeuvre in the General test case Along-Track Formation Flying Scenario

Having established suitable weighting matrices (Q and R), the variation in reference orbit characteristics (inclination and radius) are automatically taken into account in the onboard controller design. These changes produce small variations in the gain matrix for all the designs (time invariant and time varying).

Another important variable to confirm the validity of the \( \Delta V \) measurements established in the test cases performed so far is the effect of simulation time step. This was initially selected to be 30 seconds for the following reasons:

- To provide an interval sensitive enough for \( \Delta V \) measurement and controller comparisons.
- To limit computational effort and propagation time during the analysis.
This time scale lies well within the ability of most sensors to measure the relative position and velocity of satellites in orbit (approximately 1 second for systems with dedicated processing support).

Figure 5-24: Response of the Time Varying J2 Controller to a 10m Relative Position Error Between Satellites in the J2 Perturbed Environment Over 1 Orbit (STK Results for $i=35^\circ$, $r_{\text{ref}}=7000\text{km}$, Desired Initial Along-Track Separation 50m) (a) Relative Position (low gain) (b) Corrective Accelerations Applied (low gain) (c) Relative Position (high gain) (d) Corrective Accelerations Applied (high gain)

The time step was reduced to 10 seconds in STK and the data extraction programmes for the time varying model controller, and a 10m manoeuvre was performed (for the General test case). The fuel use over 1 orbit was found to be:

$$\Delta V_{10\text{sec}} = 0.0776764 \text{ ms}^{-1}$$

This represents a 3.6% reduction in $\Delta V$ compared to the 30-second time step results. However, in this part of the along-track formation flying study, many other design factors have not been taken into account, for example, sensor error and measurement...
noise, and other orbit perturbations. Running the models at a 30-second time step will still produce representative results for fuel consumption and provide insight into relative model behaviour.

A summary and analysis of these and other LEO along-track formation flying simulation study results are presented in section 5.6.

5.5.2 Circular Formation Keeping

The results presented in this section demonstrate the ability of the time invariant control systems to maintain a circular formation of 1km radius in the presence of the $J_2$ perturbation. Two trajectory following scenarios are proposed, the first associated with the solutions to the Hill equations, and the second derived from the time invariant $J_2$ equations of motion. In each case, the solutions are used to define the relative motion trajectories (positions and velocities), which assume the leader is at the centre of the circle. The leader satellite is free flying, and the deputy is controlled by the LQR gains (designed for the reference orbit radius and inclination) to follow each trajectory. The circular formation is unstable in the presence of $J_2$, primarily due to the effective inclination difference of satellites in the formation. The drift in longitude of ascending node is therefore different for each satellite, and the orbital precession must be controlled.

Due to the increase in spacecraft separation, these scenarios expose the formation to increased levels of relative orbit perturbations, and in particular, enable the investigation of cross-track performance. In addition, the use of the Hill equations solutions as trajectories can be compared to those derived from the $J_2$ model analysis in section 4.4.

- **Formation-type**: Circular Formation, leader-follower architecture.
- **Task**: Formation keeping, by maintaining the follower satellite in a 1km radius circular relative orbit around the leader or reference satellite in the presence of the $J_2$ perturbation, based on trajectories derived from the:
  - Hill equations
  - Time averaged $J_2$ equations
- **Reference Orbit**: Sun Synchronous, radius $r_{ref}=7000\text{km}$, inclination $i_{ref}=97.87^\circ$.

5.5.2.1 Trajectory Development and Test Case Description

The Sun synchronous orbit test case was selected as in addition to being a practical orbit for many applications, the relative dynamics models were verified at this condition in chapter 4 (although for a formation of much smaller radius).

The bounded solutions to the Hill equations were introduced in section 3.1.3.1, and the circular formation initial conditions were derived in section 4.4.2. The bounded solutions to the time averaged $J_2$ equations of motion are given for the in-plane dynamics by equations (4-61) and (4-62), and the cross-track solution was modified in rate to enable a circular formation trajectory to be generated (also described in section
4.4.2). Table 5-6 summarises the relative motion trajectories for both the Hill and time averaged $J_2$ models. In both cases, the relative position solutions have been differentiated to provide velocity trajectories which must also be followed to create a stable circular formation. All terms in Table 5-6 are defined in Chapter 4. For the $J_2$ solutions, the $x$-$y$-$z$ parameters represent relative motion between two $J_2$ perturbed satellites, rather than the relative motion of a single perturbed satellite relative to the reference orbit (the $\Delta$ has been omitted). $n$ is orbital rate and $s$ is given as a function of $J_2$, Earth radius, orbit radius and inclination by equation (4-69).

Three test cases are presented in this section. These include:
- Hill Trajectory Following
- $J_2$ Trajectory Following
- $J_2$ Trajectory Following with Bounded Cluster Motion

<table>
<thead>
<tr>
<th>Hill Solutions</th>
<th>Time Averaged $J_2$ Model Solutions (Modified)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x(t) = \frac{\dot{x}_0}{n} \sin nt + x_0 \cos nt$</td>
<td>$x(t) = \frac{\dot{x}_0}{n\sqrt{1-s}} \sin(n\sqrt{1-st}) + x_0 \cos(n\sqrt{1-st})$</td>
</tr>
<tr>
<td>$y(t) = \frac{2\dot{x}_0}{n} \cos nt - 2x_0 \sin nt$</td>
<td>$y(t) = \frac{2\dot{x}_0}{n(1-s)} \cos(n\sqrt{1-st}) + \frac{2x_0}{\sqrt{1-s}} \sin(n\sqrt{1-st})$</td>
</tr>
<tr>
<td>$z(t) = \sqrt{3} \frac{\dot{x}_0}{n} \sin nt + \sqrt{3}x_0 \cos nt$</td>
<td>$z(t) = \sqrt{\frac{3+5s}{1-s}} \frac{\dot{x}_0}{n} \sin(n\sqrt{1-st}) + \sqrt{\frac{3+5s}{1-s}} x_0 \cos(n\sqrt{1-st})$</td>
</tr>
<tr>
<td>$\dot{x}(t) = \dot{x}_0 \cos nt - nx_0 \sin nt$</td>
<td>$\dot{x}(t) = \dot{x}_0 \cos(n\sqrt{1-st}) - x_0 n\sqrt{1-s} \sin(n\sqrt{1-st})$</td>
</tr>
<tr>
<td>$\dot{y}(t) = -2x_0 \sin nt - 2x_n \cos nt$</td>
<td>$\dot{y}(t) = -\frac{2x_0}{\sqrt{1-s}} \sin(n\sqrt{1-st}) - 2x_0 n\sqrt{1+s} \cos(n\sqrt{1-st})$</td>
</tr>
<tr>
<td>$\dot{z}(t) = \sqrt{3} \dot{x}_0 \cos nt - \sqrt{3}x_0 n\sin nt$</td>
<td>$\dot{z}(t) = \sqrt{3} + 5s \dot{x}_0 \cos(n\sqrt{1-st}) - \sqrt{3} + 5sx_0 n \sin(n\sqrt{1-st})$</td>
</tr>
</tbody>
</table>

Table 5-6: Circular Formation Reference Trajectories

For a circle of radius 1km, the initial along-track relative position of the satellites can be set to zero, and the initial radial and cross-track relative positions derived from the initial conditions specified by equations (4-67) or (4-68) for the Hill and $J_2$ models respectively. For the Hill scenario, the follower satellite must also be given an additional along-track velocity to create bounded in-plane motion relative to the leader.

For the $J_2$ trajectory analysis, two sets of initial velocity conditions were applied in turn to the formation. In both cases the follower satellite was given an additional along-track velocity to create bounded in-plane motion relative to the leader. The effects of including the initial velocity conditions to enable both satellites to maintain the orbital rate of the reference orbit were then investigated in the final test case as this is an important part of the trajectory derivation. The initial conditions applied to the three circular formation test cases are summarised in Table 5-7.

The Hill controller applied for the along-track formation flying scenario remained the same for the circular formation as the same optimal response to position and velocity error from the desired trajectory was required. The Hill equations state matrix is independent of the reference orbit inclination, therefore no further controller design was required for this Sun synchronous orbit.
Table 5-7: Circular Formation Initial Conditions for 1Hill Scenario 2 J₂ Scenario 3 Bounded J₂ Scenario

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Initial Conditions (m or ms⁻¹)</th>
<th>Relative Radial Position x₀</th>
<th>Relative Along-Track Position y₀</th>
<th>Relative Cross-Track Position z₀</th>
<th>Relative Radial Velocity ẋ₀</th>
<th>Relative Along-Track Velocity ẏ₀</th>
<th>Relative Cross-Track Velocity ż₀</th>
<th>Additional Cluster Velocity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Hill</td>
<td>500.00</td>
<td>0</td>
<td>866.00</td>
<td>0</td>
<td>-1.078</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2. J₂</td>
<td>500.32</td>
<td>0</td>
<td>865.84</td>
<td>0</td>
<td>-1.079</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3. J₂ Bounded</td>
<td>500.32</td>
<td>0</td>
<td>865.84</td>
<td>0</td>
<td>-1.079</td>
<td>0</td>
<td>2.592</td>
<td>0</td>
</tr>
</tbody>
</table>

However, the time averaged (invariant) J₂ controller was redesigned for the new reference orbit. The gains for \( i=97.87^\circ \) reference orbit were slightly reduced in-plane, and the same as the \( i=35^\circ \) design for the cross-track dynamics for the same weighting matrices. The gains were implemented in the follower satellite, and the \( \Delta V \) for formation maintenance evaluated.

5.5.2.2 Simulation Results

The uncontrolled relative motion of two spacecraft subject to the J₂ perturbation in STK over 5 orbits is illustrated in Figure 5-25 for both the Hill initial conditions (blue) and the J₂ model initial conditions with bounded cluster motion (red), defined in Table 5-7. Clearly the differences are subtle, and some drift is visible for both formations. The drift associated with the Hill initial conditions is greater.

![Uncontrolled Relative Motion](image)

Figure 5-25: Uncontrolled Sun Synchronous Circular Formations (key blue line – Hill ICs red line J₂ bounded ICs)

Figure 5-26a illustrates the Hill guidance trajectory and superimposed controlled formation response for the Hill controller, demonstrating that the drift has been
eliminated, although 20-40cm of varying position error remains (Figure 5-26b). The control accelerations imparted to the follower spacecraft during 5 orbits for formation maintenance are shown in Figure 5-26c. Similar performance can be observed for the J₂ controller maintaining the circular formation along the J₂ trajectory with bounded cluster motion (Figure 5-27). However, the cost of formation maintenance per year is reduced. The ΔV evaluated for each scenario is included in Table 5-8.

Table 5-8: Annual ΔV for Maintenance of a Circular Formation in the Presence of the J₂ Perturbation (based on a 5 orbit extrapolation)

<table>
<thead>
<tr>
<th>Trajectory/Controller</th>
<th>Hill</th>
<th>J₂</th>
<th>J₂ Bounded</th>
</tr>
</thead>
<tbody>
<tr>
<td>ΔV ms⁻¹ yr⁻¹</td>
<td>136.248</td>
<td>132.344</td>
<td>131.443</td>
</tr>
</tbody>
</table>

Following the trajectory that takes into account the effects of the J₂ perturbation, even when a lower fidelity cross-track solution is imposed to describe a circular formation,
reduces the cost of formation maintenance compared to the cost of the Hill scenario. Giving each spacecraft in the cluster an additional along-track velocity to force the formation to maintain the orbital rate described by the reference orbit, about which the trajectory solutions are derived, reduces the $\Delta V$ further. For the circular formation, the difference between the Hill and $J_2$ trajectories for a 1km radius circular formation design and maintenance therefore offers a small but significant 3.32% fuel saving for a Sun synchronous orbit.

The effect of bounding the cluster with respect to the virtual reference orbit offers a minor $\Delta V$ reduction for the $J_2$ trajectory design. Analysis summarised in section 5.5.3.1 reveals that these initial conditions can have a much more significant effect at lower orbit inclinations.

Finally, it is appropriate to compare the $\Delta V$ estimates obtained for the 1km circular formation with the results published by other authors (refer to Table 3-6, section 3.1.4.1,

Figure 5-27: Controlled Sun Synchronous Circular Formation over 5 Orbits ($J_2$ Trajectory with Bounded Cluster Motion and Constant $J_2$ Controller) (a) Controlled STK Response (b) Position Error (c) Acceleration Profile
chapter 3). The most relevant comparisons are those for the circular and projected circular formations of 1km radius, controlled in the fully perturbed or \( J_2 \) perturbed environment. In particular, entry number 9 in the table measures the \( \Delta V \) for continuous control of a circular formation using the Hill equations and sliding mode control for a 1km circular formation in the fully perturbed environment (Nelson, Sparks, and Kang, 2001). The \( \Delta V \) estimated per year was 73.9ms\(^{-1}\) to 93.9ms\(^{-1}\) depending on the control law formulation, but the level of precision at which the relative position is maintained is not revealed. However, for the levels of precision achieved in the STK analysis presented in this section, a \( \Delta V \) per year of between 136 and 131ms\(^{-1}\) would seem realistic for continuous control.

### 5.5.3 The Effects of Initial Conditions and Additional Disturbances

This final subsection presents the results of further investigations for the along-track formation into the effects of initial conditions and additional external disturbances imposed upon the formation in the STK environment.

#### 5.5.3.1 Initial Conditions

The effects of both zero and non-zero initial velocity conditions were investigated using both the Hill and time invariant \( J_2 \) controllers respectively. Following the results obtained in sections 5.5.1.1 and 5.5.1.2, the along-track investigations were repeated with additional initial velocity conditions which would force the formation to maintain proximity to the orbit rate and nodal drift corrected virtual reference orbit (this was referred to as bounded cluster motion in section 5.5.2.2). Additional along-track velocity was therefore applied to both the leader and follower satellites in the STK environment.

The equations describing the initial conditions to be applied were derived through the model development phase (initial conditions and their application in STK are described in sections 4.4 and 4.6 of chapter 4 respectively). Equation (5-29) describes the velocity which was applied to both the leader and follower satellites with the time invariant \( J_2 \) controller onboard the follower. The relative velocity between the satellites, which are separated by 50 metres in the along-track direction, remained zero.

\[
\dot{y}_{01} = \dot{y}_{02} = \frac{3J_2R_{ref}^2n^2}{8kr_{ref}}(1 - \cos 2i) \quad (5-29)
\]

Figure 5-28 illustrates the relative motion in the radial, along-track and cross-track directions, obtained when the time invariant \( J_2 \) controller was applied to an along-track formation flying scenario with modified initial conditions for the General test case (\( i_{ref} = 35^\circ \)). The initial along-track velocity applied to each satellite was 4.2475 ms\(^{-1}\) (from equation (5-29)).
One of the effects of imposing an additional along-track velocity to the spacecraft is a reduction in relative motion, leading to improved station keeping accuracy in the controlled scenario (compare Figure 5-28 to Figure 5-23). The total $\Delta V$ using the time invariant $J_2$ controller to achieve the improved station keeping accuracy illustrated in Figure 5-28 was found to be:

$$\Delta V_{\text{year}} = 2.970 \text{ m/s} \cdot \text{yr}^{-1}$$

Figure 5-28: Relative Motion with the Time Invariant $J_2$ Controller and Non-Zero Initial Conditions (STK Results for $i=35^\circ$, $r_{\text{ref}}=7000\text{ km}$, Initial Along-Track Separation 50m) (a) Radial (b) Along-Track (c) Cross-Track

This is a reduction of 26.6% compared to the $\Delta V$ required for the zero cluster initial conditions.

The model derivation and validation work completed in chapter 4, and applied to the station keeping task described here, allows the design of along-track orbits that reduce the influence of the $J_2$ perturbation force and therefore reduce the control effort for the station keeping task. The addition of these initial velocities effectively circularises the
orbit and reduces the eccentricity that the $J_2$ perturbation force would immediately apply. The same $\Delta V$ reduction was observed for the Hill controller applied to the same scenario. The variation in effects of these initial conditions with reference orbit inclination is discussed in section 5.6.

5.5.3.2 Additional Disturbances

The in-plane relative motion of the two perturbed satellites with the follower controlled by the time invariant $J_2$ controller was found to be almost identical when other environmental disturbances were introduced to the scenario. The additional disturbances applied to both satellites included Solar radiation pressure, aerodynamic drag and additional geopotential terms. The magnitude of these disturbance forces depended on the satellite properties which were set in the propagator. These included drag area ($0.082 m^2$), Solar radiation pressure area ($1 m^2$), coefficient of drag (2) and coefficient of reflectivity (2). The controlled in-plane motion was indistinguishable from the relative motion observed in Figure 5-23 when all disturbances were applied.

The total $\Delta V$ per year required for the station keeping task was found to be:

$$\Delta V_{\text{year}} = 3.925 \text{ ms}^{-1}\text{yr}^{-1}$$

In this case, the additional environmental perturbations applied to both satellites actually reduced the $\Delta V$ requirement for the along-track station keeping task. It should be noted however, that the two satellites in this formation are identical in terms of their Solar and aerodynamic ballistic coefficients, reducing further the relative effects of the additional disturbances applied.

5.6 Discussion of Results

A summary of the main conclusions from the controller evaluation is presented in this section, and the $\Delta V$ measurements for the formation flying scenarios are collated for comparison.

**Along-Track Leader-Follower Formation Flying**

A number of observations were made during the design and evaluation of the controlled along-track formation flying scenario. The main findings are summarised below:

- The station keeping $\Delta V$ is approximately $4 \text{ ms}^{-1} \text{yr}^{-1}$ for an along-track formation maintaining a 50m separation in a 35° inclined orbit of radius 7000km, with centimetre-level precision.
- An alternative design point could easily be selected to maintain the formation to greater precision.
- The station keeping cost is increased if greater precision is required, but this can be significantly reduced by formation and initial condition design.
- The offline design of LQR controllers using the Hill and time invariant $J_2$ dynamics models can produce a practical system for counteracting the effects of $J_2$ on the formation when flown in the numerical environment.
• The controllers are able to counteract an initial offset from desired relative position (10m) in approximately half an orbit or less (deemed an appropriate period of time), while demanding suitable levels of thrust (accelerations of $10^{-4}$ ms$^{-2}$) and velocity (cms$^{-1}$) in any axis, as approximated in the design case.

• Controller design can be performed online or offline using the Matlab/STK interface. In this case the time invariant controllers were designed offline, and the time varying controllers were designed online.

• Gains of a similar order of magnitude to those for the LTI models are obtained for the time varying model and similar controller performance is achieved. However, the technique provides reduced insight into the detailed effects of the varying gains on the time responses in the perturbed environment.

• The Hill equation gains, derived for a given Q and R, are the same for any inclination, but vary with reference orbit radius.

• The time invariant J$_2$ controller gains vary with both inclination and orbit radius for a given Q and R, but not significantly.

The context of the numerical $\Delta V$ values obtained should be noted. It has been assumed throughout this study that there is no measurement error or sensor noise, and that the system has full state knowledge. In reality, the 4ms$^{-1}$ is likely to be larger to maintain a 50m offset along-track leader-follower formation and this also depends on the level of precision station keeping required, yet this is a practical value which could be implemented in a real mission.

It has been demonstrated that a greater relative position precision requirement will be more expensive for a given formation design. However, improvements in formation design can significantly reduce fuel consumption. In particular for the along-track formation, modifying the along-track velocity of the cluster at a given orbit radius to ‘circularise’ the orbit can achieve a significantly reduced fuel consumption in the presence of the J$_2$ perturbation for a given inclination.

There is minimal difference between the control gains obtained for the Hill and time averaged J$_2$ models when optimised for the same design point. It was clear from the design phase that the two models were very similar, and this can be observed from the in-plane state matrices of both models given below (equation (5-30)) for the General test case ($i_{ref} = 35^\circ$, $r_{ref} = 7000$km).

$$A_{\text{Hill}} = \begin{bmatrix}
0 & 0.002156015 & 0.000003486 & 0 \\
-0.002156015 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{bmatrix}$$

$$A_{J2} = \begin{bmatrix}
0 & 0.002156751 & 0.000003490 & 0 \\
-0.002156751 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{bmatrix}$$

(5-30)
The dynamics are slightly different, but their effects are completely masked by the rest of the design process (the choice of $Q$ and $R$). The benefits of improving model fidelity are therefore not apparent in simple LQR control for along-track relative motion. Also, only small differences in the gains were observed for the time varying $J_2$ model design for the same test case. However, the effects of the LQR design parameters have been established. Varying $Q$ and $R$ affects the controlled formation response according to the predictions of LQR theory. Most notably, increasing $Q$ holds the formation more precisely, but demands greater acceleration and $\Delta V$ from the control system.

The role of improved dynamics models is therefore likely to be more apparent for larger formations and discretised control systems. Greater distinction between the results are anticipated if the dynamics models are used for model predictive control, and techniques which correct the relative motion errors to an advanced point in time as predicted by the controller dynamics. In this case the controllers act on the immediate error at every time step.

The effect of the simulation time step was also investigated. More accurate (and usually smaller) $\Delta V$ measurements were made using a smaller time step, but the differences were relatively small (within the margins of error associated with the simulation of a practical system), and the increase in processing time was significant. Instead, the $\Delta V$ measurements taken from this study should be considered primarily in a comparative or relative sense, rather than absolute, although they represent a good first estimate of practical formation keeping (and basic manoeuvring) $\Delta V$.

The use of the formation design parameters associated with the derivation of the high fidelity models provides the opportunity for more efficient formation control in the presence of orbit perturbations. The effects of bounded initial conditions (with respect to the reference orbit, rather than the leader satellite) on an along-track and large (1km) circular formation were investigated and found to reduce the $\Delta V$.

A summary of the $\Delta V$ measurements associated with the along-track scenarios described in this section and others for the MUSTANG mission are presented in Table 5-9.

The following observations were made from the results presented in Table 5-9:

- For all the 10m design manoeuvres performed, the time varying $J_2$ controller consumed less fuel, but produced a slightly slower and more damped response than the time invariant controllers.
- Similar fuel consumption was observed for the station keeping task for both time invariant models (Hill and $J_2$).
- Although not presented here, the station keeping accuracy achieved by a controller was proportional to the desired satellite separation.
- A much greater $\Delta V$ is required for station keeping at a higher inclination.
- $\Delta V$ reduction can be achieved by applying additional along-track velocity to the cluster, but the reduction is much greater at lower inclination orbits.
At near polar orbits, J₂ (Earth oblateness) will have a much more significant effect on an along-track spacecraft formation. The satellites will try to separate near the equator and move closer together nearer the poles, and therefore the formation is more costly to control.

Table 5-9 shows that for the 35° inclination orbit, the additional circularising velocity reduces the station keeping ΔV by 26.6% whereas for the near polar MUSTANG 85° orbit, the ΔV is reduced by just 0.14% (and a similar reduction is observed for the Sun synchronous circular formation scenario discussed below). This additional velocity must be higher for equatorial orbits where the net gravitational acceleration including J₂ is strongest, and it will therefore have a greater effect on the ΔV when applied. Investigating further the effects of inclination on formation keeping ΔV and formalising how this relates to the circularisation initial conditions is proposed as further work.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Initial Conditions</th>
<th>Controller</th>
<th>Reference Orbit</th>
<th>ΔV (and duration)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Design</td>
<td>10m Initial Error Manoeuvre (3-axis) +1 orbit</td>
<td>∆x₀=10m ⇒ 0, ∆y₀=60m ⇒ 50m, ∆z₀=50m ⇒ 0</td>
<td>Hill</td>
<td>General (i=35° rₑ=7000km)</td>
</tr>
<tr>
<td>Design</td>
<td>10m Initial Error Manoeuvre (3-axis) +1 orbit</td>
<td>∆x₀=10m ⇒ 0, ∆y₀=60m ⇒ 50m, ∆z₀=50m ⇒ 0</td>
<td>LTI J₂</td>
<td>General (i=35° rₑ=7000km)</td>
</tr>
<tr>
<td>Design</td>
<td>10m Initial Error Manoeuvre (3-axis) +1 orbit</td>
<td>∆x₀=10m ⇒ 0, ∆y₀=60m ⇒ 50m, ∆z₀=50m ⇒ 0</td>
<td>LTV J₂</td>
<td>General (i=35° rₑ=7000km)</td>
</tr>
<tr>
<td>Along-track Station keeping</td>
<td>No initial error, ∆y₀=50m</td>
<td>Hill</td>
<td>General (i=35° rₑ=7000km)</td>
<td>4.04735 ms⁻¹ yr⁻¹</td>
</tr>
<tr>
<td>Along-track Station keeping</td>
<td>No initial error, ∆y₀=50m</td>
<td>LTI J₂</td>
<td>General (i=35° rₑ=7000km)</td>
<td>4.04695 ms⁻¹ yr⁻¹</td>
</tr>
<tr>
<td>Along-track Station keeping</td>
<td>No initial error, ∆y₀=50m, Cluster velocity 4.248ms⁻¹</td>
<td>LTI J₂</td>
<td>General (i=35° rₑ=7000km)</td>
<td>2.970 ms⁻¹ yr⁻¹</td>
</tr>
<tr>
<td>Along-track Station keeping</td>
<td>No initial error, ∆y₀=100m</td>
<td>Hill</td>
<td>MUSTANG (i=85° rₑ=6978.1km)</td>
<td>17.10189 ms⁻¹ yr⁻¹</td>
</tr>
<tr>
<td>Along-track Station keeping</td>
<td>No initial error, ∆y₀=100m</td>
<td>LTI J₂</td>
<td>MUSTANG (i=85° rₑ=6978.1km)</td>
<td>17.10131 ms⁻¹ yr⁻¹</td>
</tr>
<tr>
<td>Along-track Station keeping</td>
<td>No initial error, ∆y₀=100m</td>
<td>LTV J₂</td>
<td>MUSTANG (i=85° rₑ=6978.1km)</td>
<td>14.46830 ms⁻¹ yr⁻¹</td>
</tr>
<tr>
<td>Along-track Station keeping</td>
<td>No initial error, ∆y₀=100m, Cluster 2.584ms⁻¹</td>
<td>LTI J₂</td>
<td>MUSTANG (i=85° rₑ=6978.1km)</td>
<td>17.07668 ms⁻¹ yr⁻¹</td>
</tr>
</tbody>
</table>

Table 5-9: Summary of ΔV Calculations (Along-Track Formation Flying Scenarios)
Formation Flying in a Circular Relative Orbit

The main results from the circular formation analysis presented in section 5.5.2 are summarised below:

- Trajectory following for circular formation keeping in the J\(_2\) perturbed environment is possible using the Hill, time averaged J\(_2\), and time varying J\(_2\) controllers.
- Following the trajectory that takes into account the effects of the J\(_2\) perturbation, even when a lower fidelity cross-track solution is imposed to describe a circular formation, reduces the cost of formation maintenance compared to the cost of maintaining trajectories defined by solutions to the Hill equations.
- The difference between the Hill and J\(_2\) trajectories for circular formation design and maintenance therefore offers a small but significant 3.32% fuel saving for a Sun synchronous orbit and 1km formation. The potential for further \(\Delta V\) reductions at other mid-inclinations (away from polar and equatorial) where cross-track relative motion is more significant should be investigated.
- Providing the circular cluster with a ‘circularisation’ \(\Delta V\) to force the formation to maintain the orbital rate described by the virtual reference orbit, reduces the \(\Delta V\) further. This additional along-track cluster velocity is likely to have a more significant effect at lower inclinations for the circular formation, as observed for the along-track scenario.
- The \(\Delta V\) estimated per year for circular formation keeping (136ms\(^{-1}\)) is greater than that published by other researchers for a similar scenario. However, levels of station keeping accuracy were not compared, and other refinements to the control law and simulation design (for example, evaluating the \(\Delta V\) using smaller simulation time steps) may reduce the \(\Delta V\).

5.7 Summary

In this chapter, the Hill equations and higher fidelity J\(_2\) models derived in chapter 4 have been applied to control system design and performance assessment in the perturbed environment using the Satellite Tool Kit (STK). In addition, the insight into formation design and the effects of initial conditions provided through the process of model development in chapter 4 has enabled alternative methods of reducing fuel consumption for the formation keeping task in LEO to be proposed and evaluated.

The selection of the LQR technique for formation control has been justified and basic theory presented. Following the selection of a suitable design point test case (section 5.3.1.1), LQR feedback controllers were designed using three relative dynamics models:

- Hill equations (no J\(_2\) perturbation)
- Time invariant J\(_2\) model (Schweighart and Sedwick, 2001a)
- Time varying J\(_2\) model

The controllers performed well when integrated into the numerical, perturbed simulation environment through the Matlab/STK interface. The opportunity to improve the design to meet different requirements was also investigated through controller tuning to achieve tighter control of relative position in the presence of different
perturbations. Control system evaluations were presented for two practical formation flying scenarios:

- Along-Track (50m separation, General test case, \(r_{\text{ref}} = 7000\text{km}, i_{\text{ref}} = 35^\circ\))
- Circular Formation (1km radius, Sun synchronous orbit \(r_{\text{ref}} = 7000\text{km}, i_{\text{ref}} = 97.87^\circ\))

Constant and time varying LQR controllers were found to reject the \(J_2\) disturbance (although this depended on the controller design and spacecraft separation). By including the effects of \(J_2\) in the circular formation design, and ‘circularising’ the absolute orbits of each satellite in the cluster by imparting an additional along-track velocity to each, formation keeping \(\Delta V\) was reduced. The degree to which trajectory design or initial conditions contributed to the reduction in \(\Delta V\) was found to be dependent primarily on orbit inclination.

It is proposed that additional benefits of improved model fidelity could be better demonstrated through the use of alternative control techniques, for example discretised, dynamic inversion, or predictive control, which would make more extensive use of the model to predict spacecraft relative motion. However, the important effects of orbit selection and formation initialisation and their relationship to the station keeping \(\Delta V\) should be investigated further as this could prove consistently more important than the refinement of controllers in reducing fuel requirements over a mission lifetime. A number of suggestions for future work associated with this chapter are proposed in chapter 8. The results presented in this chapter have demonstrated the suitability of the LQR technique for simple, functional multivariable control design for LEO formation keeping, and the feasibility of the Matlab/STK interfacing approach for simulating the control of a satellite formation in the perturbed environment. The approach will therefore be applied for formation flying scenarios near L2 in chapters 6 and 7.
6 THE DEVELOPMENT OF AN L2 FORMATION FLYING DYNAMICS MODEL

The role of analytical models in formation flying control system design, implementation and mission analysis has already been presented in earlier chapters. Following the literature review in chapter 3, it was proposed that a purely analytical relative dynamics model be developed for formation flying simulation and control at the Sun-Earth L2 Lagrange or ‘libration’ point.

In section 6.1 the context of the model development is briefly outlined. A review of the techniques being applied to identify the structure of the gravity field in the vicinity of the equilibrium points was presented in chapter 3, and in this case the dynamics modelling described in section 6.2 is based on the circular restricted three body problem. The technique for satellite formation flying modelling in LEO (chapter 4) is applied at L2 whereby analytical solutions to the equations of motion of a satellite relative to L2 are used to define a halo reference orbit, and an expression for the gravity gradient is obtained along the reference. The linearised equations of relative motion in a frame based at the reference trajectory are then derived. The relative motion model is implemented in Matlab/Simulink and evaluated for different initial conditions. In section 6.3 comparisons are made between the relative motion solutions obtained from the new model, the higher order solutions recently developed by Segerman and Zedd (2003), and the Satellite Tool Kit numerical orbit propagator.

6.1 The Context of L2 Model Development

The motivation for this element of the research was provided initially by the requirement to gain insight into the formation flying dynamics at the Sun-Earth L2 libration point in order to investigate formation manoeuvring for a Darwin-type mission. In addition, any onboard autonomous operations would require an analytical description of orbit and formation dynamics. At the outset, the model development was deemed an important part of gaining an appreciation for:

- The time scales and stability characteristics of the relative motion.
- The potential role of the relative dynamics in guidance, navigation and control system design.
- The effects of perturbations in the L2 environment on both halo orbit maintenance and formation keeping.

The development of a dynamics model derived from the circular restricted three body problem (CR3BP) was proposed as a suitable initial approach, and later, this could be developed for the elliptical case (ER3BP). In the proposed form, the effects of relative perturbations on the formation could also be easily added.

In a flurry of recent research, many of the open questions formulated at the beginning of the research have been addressed. For example it has been established that the cost of formation control in the L2 environment is negligible even in the presence of
perturbations (refer to the literature review in chapter 6, section 6.2), and numerical and analytical solutions have been derived which provide insight into the scales of relative motion in the vicinity of the Sun-Earth L2 point. Many control techniques (particularly LQR) have been successfully applied to the problem. Amongst the conclusions of the literature survey, it was found that sensor and actuator noise and thrust limitations were of greater concern for formation flying than the orbit perturbations, and TPF studies suggested that orbit maintenance could be performed at the same time as science manoeuvres (slewing, rotating, translating).

However, although some load levelling strategies had been published in the literature, the combination of orbit and formation and manoeuvring control while fuel balancing had not been demonstrated in the perturbed environment, and this application of the formation flying model was therefore proposed. This model would provide insight into both the relative satellite motion and the halo orbit motion.

In the literature survey, the following approaches to relative dynamics modelling were identified:

- **Full Nonlinear Model**: The solutions to separate equations of motion for two satellites in the CR3BP or the ER3BP are subtracted. Equations are based at:
  - One of the primaries
  - Barycentre
  - A Lagrange point
- **Dynamic System Theory (DST) Trajectories**: Comparison of separate DST spacecraft trajectories for planar rotating formation design (suitable for non-precision formation flying applications) (DST was introduced in section 3.2.2.2).
- **Nonlinear Model and Dynamics Matrix**: DST trajectory generation software is also able to output a linearised dynamics matrix at each time step (this has been used for formation control by Hamilton et al. (2002)).
- **Nonlinear Hill Model**: The gradient of the nonlinear equations which are a simplified form of the CR3BP in a rotating frame, is derived by Scheeres and Vinh (2000).
- **Analytical Model**: Bounded relative motion solutions to third order have been derived from truncated forms of the nonlinear relative motion equations (but not applied to formation control).
- **Double Integrator**: This has been used for guidance system and formation manoeuvring analysis, but does not capture relative dynamics.

In this study, the linearised system dynamics are evaluated at each point on a reference orbit described by the Richardson (1980a) third order analytical solution for a periodic halo orbit around L2. This continues previous LEO formation flying work where the relative motion was governed by force gradients. The analytical approach also enables expressions for initial formation conditions, to which relative motion is so sensitive, to be derived.

The recent research by Segerman and Zedd (2003) was reviewed in chapter 3. They define a truncated set of relative motion equations in the CR3BP which are linear in satellite separation and quadratic in the distance of the formation from L2. Analytical solutions to the equations for satellites in a planar formation describing a halo orbit
around L2 are derived. The equations of motion require the substitution of a halo orbit description, and in the test case presented, a lower fidelity linear halo description (first order) is defined as the reference. However, the analytical solutions integrate the solutions to the halo orbit around L2 with a periodic relative motion, and therefore require the specification of the amplitudes of both forms of periodic motion. In this case, for third order analytical solutions, a second order description of halo reference motion is required. However, in this chapter it is proposed that the full third order halo reference solution be incorporated into the new model.

The motivation for the proposed approach involving linearisation about a higher order reference trajectory is the application of the model to control system design, away from the purely numerical environment. The analytical approach enables initial conditions to be determined which create halo orbit motion for at least part of an orbit in the numerical environment (this would be bounded motion in terms of the analytical solution), although a Poincare map could also be used. The solutions determined by Segerman and Zedd (2003) are particularly appropriate for formation trajectory design. Their solutions also provide estimates of initial conditions that can be compared with those derived using the linear gravity gradient model.

In chapter 7, the controlled spacecraft formation will be flown in the Satellite Tool Kit (STK) Astrogator software, and this was therefore used for model comparison. The gravity gradient model solution in terms of linear (third order) distance from L2 is compared to similar scenarios in STK, and also the solution of the truncated equations of Segerman and Zedd (augmented with a third order halo reference orbit description rather than the first order solution implemented in their paper).

It was also possible to derive equations of motion that were quadratic in the distance from L2 (the distance described by the third order halo solution), however, the model is significantly simplified by expressing the third order halo reference in terms of linear distance. The modelling accuracy is therefore investigated to establish the duration for which the model accurately captures relative and halo motion. This may be much less than an orbit (approximately 6 months), but most manoeuvres will be of much shorter duration.

6.2 Model Development

In this section, an introduction to the model development is presented, and any assumptions made are discussed. The formation flying dynamics model is then derived, and solutions and initial conditions are investigated.

6.2.1 Modelling Assumptions in the Circular Restricted Three Body Problem

A basic introduction to the circular restricted three body problem (CR3BP) was given in chapter 3, section 3.2. The nonlinear equations of motion of a satellite subject to the gravitational effects of the primary bodies in the rotating system were also introduced in
chapter 3 as equations (3-25). The equations were used to define the locations of the 5 equilibrium points (Lagrange points), and these were visualised on a generalised contour plot of the gravitation field associated with the CR3BP (Figure 3-3). The L2 point possesses the widest gravity force saddle point of the collinear libration points (note that the contours represent zero velocity conditions). Figure 6-1 illustrates the gravitational field around the Earth, and specifically, the regions of L1 and L2 in the Sun-Earth CR3BP. The stationary points lie approximately 1.5 million kilometres from the Earth along the Sun-Earth line.

In the CR3BP, the following assumptions are made:
- The presence of only three bodies is considered.
- The two more massive (primary) bodies move in circular orbits about their combined centre of mass (the barycentre).
- The satellite (third body) has infinitesimally small mass.

In this case, the model derivation is carried out specifically for the L2 Lagrange point in the Sun-Earth system, although a similar approach could be adopted for any of the collinear libration points. In the Sun-Earth system, the mass of the Earth and Moon are combined, and an equivalent second primary body is placed at the Earth-Moon barycentre. The ecliptic is defined to lie along the Sun-Earth/Moon barycentre line, rather than the Sun-Earth line in this analysis. It should be noted that for the Sun-Earth system, the mass ratio between the two primary bodies is such that the barycentre actually lies within the spherical volume of the Sun.
For ease of analysis, the nonlinear equations of motion based at the barycentre (equations (3-25)) can be non-dimensionalised. This improves the conditioning of the linearised equations developed later, and allows the dynamics analysis to be easily scaled to any test case. Distance is normalised with respect to the Sun-Earth/Moon separation, D, and time is expressed in terms of the rotation rate of the three body system about the barycentre, n. The masses of the Sun (M_s) and Earth (M_e) are normalised by the total mass, and the mass ratio ρ_m (equations (6-1)) replaces mass terms in the equations.

\[
\rho_m = \frac{M_e}{M_e + M_s} \quad \text{and} \quad (1-\rho_m) = \frac{M_s}{M_e + M_s}
\]

(6-1)

This mass ratio term is equivalent to the distance ratio about the barycentre of the primaries (by definition of the barycentre). Consequently, ρ_m is equivalent to −x_s and (1-ρ_m) is equivalent to x_e, where x_s and x_e are the non-dimensional distances illustrated in Figure 6-2. The non-dimensional nonlinear equations of motion for a satellite in the CR3BP are therefore given by equations (6-2). In these equations, x, y and z are the non-dimensional forms of X, Y, and Z at the barycentre in Figure 6-2. x and y lie in the plane of the ecliptic, and z describes the out of plane motion.

\[
\dot{x} - 2\dot{y} - x = -\frac{(1-\rho_m)}{\rho_s}(x - x_s) - \frac{\rho_m}{\rho_e}(x - x_e)
\]

\[
\dot{y} + 2\dot{x} - y = -\frac{(1-\rho_m)}{\rho_s}y - \frac{\rho_m}{\rho_e}y
\]

\[
\dot{z} = -\frac{(1-\rho_m)}{\rho_s}z - \frac{\rho_m}{\rho_e}z
\]

(6-2)

Figure 6-2 illustrates the three body problem and coordinate frames used in for the formation flying model development. Two ‘third’ bodies have been defined for this analysis as relative motion between them will be described. The ‘Hub’ and ‘Telescope’ can be considered a reference (leader) and non-reference (follower) satellite respectively for an interferometry mission, although the follower may not trace the path of the leader exactly, hence the preferred term of ‘reference’. In equations (6-2) only the motion of the reference satellite is being considered, and its positions relative to the primaries (ρ_s and ρ_e) are labelled on Figure 6-2.

In preliminary analysis, the effects of the following assumptions on the location of the Sun-Earth/Moon system barycentre, and the location of the collinear Lagrange points were assessed:

- The Earth and Moon can be combined and treated as a single body in the Sun-Earth CR3BP.
- The Sun-Earth barycentre is located at the centre of the Sun.

The results are summarised in Table 6-1, based on Solar System constants provided by Dunham and Muhonen (2001). In the first case, the distance of the barycentre from the centre of the Sun for just the Sun-Earth system is 449km. This is 6.68km closer to the Sun than the barycentre of the Sun-Earth/Moon system, thus demonstrating that this
approximation shifts the barycentre by less than 1.5% of that distance, and 0.0000045% of the Sun-Earth separation.

In the second case, the barycentre location is just a few hundred kilometres from the centre of the Sun. Scaled to the Sun-Earth separation of 1AU (1.4996x10^8km), the assumption that the barycentre lies at the centre of the Sun therefore has a negligible effect.

<table>
<thead>
<tr>
<th>% Change in Distance</th>
<th>Single Earth/Moon Body</th>
<th>Barycentre at Sun</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between Sun-Earth/Moon Barycentre and Sun</td>
<td>0.0000045</td>
<td>0.0003</td>
</tr>
<tr>
<td>Between L2 and Earth/Moon Barycentre</td>
<td>0.660</td>
<td>0.0034</td>
</tr>
</tbody>
</table>

Table 6-1: The Effects of CR3BP Modelling Assumptions on Barycentre and L2 Position

Having established the scale of the changes in barycentre position due the inclusion of the Moon in the model and the placing of the barycentre at the Sun, the effect of these assumptions on the location of the collinear Lagrange points were also considered. The locations of the collinear libration points can be derived by eliminating velocity and acceleration terms from equations (6-2). These locations form one set of solutions to the equations of motion, which in this case reduce to a series of quintic equations for the collinear points, and these can be solved numerically (or algebraically using series expansions (Szebehely, 1967)). The non-dimensional quintics are given by equations (6-3), (6-4) and (6-5), where \( \zeta \) is the distance of the Lagrange point from the nearest primary (the Earth for L1 and L2, and the Sun for L3).
When the barycentre is placed at the Sun (x_s is zero in Figure 6-2), the quintics simplify to equations (6-6) to (6-8).

L1:  \( \xi^5 - (3 - \rho_m)\xi^4 + (3 - 2\rho_m)\xi^3 - \rho_m\xi^2 + 2\rho_m\xi - \rho_m = 0 \)  \( (6-3) \)

L2:  \( \xi^5 + (3 - 2\rho_m)\xi^4 + (3 - 2\rho_m)\xi^3 - \rho_m\xi^2 - 2\rho_m\xi - \rho_m = 0 \)  \( (6-4) \)

L3:  \( \xi^5 + (2 + \rho_m)\xi^4 + (1 + 2\rho_m)\xi^3 - (1 - \rho_m)\xi^2 - 2(1 - \rho_m)\xi - (1 - \rho_m) = 0 \)  \( (6-5) \)

For L2, the error in Lagrange point location due to the assumption that the barycentre lies at the Sun was found to be 0.0034% of the Earth/Moon-L2 separation, and the error associated with not including the Moon was 0.66% (Table 6-1). For the remaining quantitative analysis, these assumptions were therefore allowed to hold, and L2 was found to be located 1.5114 million kilometres away from the Earth-Moon barycentre along the Sun-Earth/Moon line. The model derivation is however performed for a more general case where the barycentre is assumed to lie between the primaries. Note that further references to ‘Earth’ now actually refer to the Earth/Moon combined mass and barycentre.

### 6.2.2 Derivation of the Relative Motion Model

The nonlinear equations of motion with respect to the L2 point for a single satellite flying in the vicinity of L2, in the inertial (non-rotating) Cartesian coordinate frame in the CR3BP are given by equations (6-9) to (6-11) in dimensional form (as indicated by subscript ‘dim’). The subscripted \( \mu \) terms represent the gravitational constants of the Sun and Earth, \( n \) is the orbital rate of the system about the barycentre, and the remaining terms are dimensional forms of the distances in Figure 6-2.

\[
\begin{align*}
\delta\ddot{X}_{\text{dim}} &= \left( \frac{\mu_s}{\rho_s^3} + \frac{\mu_e}{\rho_e^3} \right) \delta X + \left( \frac{\mu_s}{\rho_s^3} \left( x_n - x_s \right) + \frac{\mu_e}{\rho_e^3} \left( x_o - x_s \right) \right) + n^2 x_o \\
\delta\ddot{Y}_{\text{dim}} &= \left( \frac{\mu_s}{\rho_s^3} + \frac{\mu_e}{\rho_e^3} \right) \\
\delta\ddot{Z}_{\text{dim}} &= \left( \frac{\mu_s}{\rho_s^3} + \frac{\mu_e}{\rho_e^3} \right)
\end{align*}
\]  \( (6-9) \)

\( (6-10) \)

\( (6-11) \)
In non-dimensional form, these become

\[
\delta \ddot{x} = -\left( \frac{(1-\rho_m)}{\rho^3_s} + \frac{\rho_m}{\rho^3_c} \right) \delta x - \left( \frac{(1-\rho_m)}{\rho^3_s} \frac{x_s + \rho_m}{\rho^3_c} + \frac{\rho_m}{\rho^3_c} \frac{x_s}{\rho^3_c} + x_o \right) \tag{6-12}
\]

\[
\delta \ddot{y} = -\left( \frac{(1-\rho_m)}{\rho^3_s} + \frac{\rho_m}{\rho^3_c} \right) \delta y \tag{6-13}
\]

\[
\delta \ddot{z} = -\left( \frac{(1-\rho_m)}{\rho^3_s} + \frac{\rho_m}{\rho^3_c} \right) \delta z \tag{6-14}
\]

Equations (6-12) to (6-14) can be summarised in vector form by equation (6-15) which describes the motion of satellite number N. Initially just two satellites are considered, the hub or beam combining spacecraft (N=1) and a single telescope (N=2).

\[
\delta \vec{r}_N = \vec{f}_N \tag{6-15}
\]

To calculate the relative motion, the nonlinear equations of motion for each satellite must be subtracted and solved, however, the relative motion can be written in linearised form by evaluating the gravity gradient at the hub and multiplying by the distance between the hub and telescope (equation (6-16)). The same concept applies when only a virtual satellite is considered as the reference, and the relative positions and velocities between two offset satellites in close proximity to the reference are modelled.

\[
\Delta \vec{r} = \delta \vec{r}_2 - \delta \vec{r}_1 = \vec{f}_2 - \vec{f}_1 = \nabla \vec{f}_1 \cdot \Delta \vec{r} \tag{6-16}
\]

The gradient of the components of each gravity force in the \(\delta x\), \(\delta y\), and \(\delta z\) directions were derived for the general case (anywhere in the CR3BP). For the L2 case, the components of equations (6-12) to (6-14) were linearised. In the linearisation, the distance measures illustrated on Figure 6-2 are described by equations (6-17).

\[
\rho_s^3 = R_s^3 \left[ 1 - 3 R_s^{-2} \left( \delta x(x_0 + \rho_m) + y_0 \delta y + z_0 \delta z \right) \right]
\]

\[
\rho_c^3 = R_c^3 \left[ 1 - 3 R_c^{-2} \left( \delta x(x_0 - 1 + \rho_m) + y_0 \delta y + z_0 \delta z \right) \right] \tag{6-17}
\]

where

\[
R_s = x_0 - x_s
\]

\[
R_c = x_0 - x_c \tag{6-18}
\]

For the L2 formation flying model, referenced to a collinear point, \(y_0\) and \(z_0\) are zero. In the full derivation, these terms were retained in the gravity gradient terms, and the relative motion equations specifically for the L2 scenario were extracted afterwards.

Equations (6-19), (6-20), and (6-21) describe the relative motion for two satellites orbiting in the vicinity of the Sun-Earth L2 point, in non-dimensional form, and
linearised with respect to distance from L2. The rotation of the Sun-Earth system about the barycentre is taken into account (the acceleration and velocity terms in the equations have a similar form to those in the rotating frame in equations (3-25) and (3-28) in chapter 3 which describe the motion of a single satellite in the CR3BP). The relative motion is described by the variation of $\Delta x$, $\Delta y$, and $\Delta z$, which are the components of the vector $\Delta \mathbf{r}$ in equation (6-16). Again, all other terms are defined in Figure 6-2 and in the preceding equations.

\[
\begin{align*}
\Delta \ddot{x} - 2\Delta \dot{y} - \Delta x &= \left[ -\left(1 - r_m\right) \left( \frac{1}{R_s^3} - \frac{3}{R_s^5} \left(x_o + r_m\right) \right) \left(2\Delta x + x_o + r_m\right) \right] \Delta x \quad (6-19) \\
\Delta \ddot{y} + 2\Delta \dot{x} - \Delta y &= \left[ 3\Delta y \left( \frac{1 - r_m}{R_s^3} \left(x_o + r_m\right) + \frac{r_m}{R_s^5} \left(x_o - 1 + r_m\right) \right) \right] \Delta x \\
&\quad + \left[ -\left(1 - r_m\right) \left( \frac{1}{R_s^3} - \frac{3}{R_s^5} \left(x_o + r_m\right) \right) \right] \Delta y \quad (6-20) \\
\Delta \ddot{z} &= \left[ 3\Delta z \left( \frac{1 - r_m}{R_s^3} \left(x_o + r_m\right) + \frac{r_m}{R_s^5} \left(x_o - 1 + r_m\right) \right) \right] \Delta x \\
&\quad + \left[ -\left(1 - r_m\right) \left( \frac{1}{R_s^3} - \frac{3}{R_s^5} \left(x_o + r_m\right) \right) \right] \Delta z \quad (6-21)
\end{align*}
\]

In the case considered for the model development, the gravity gradient must be evaluated at the hub, and therefore its location must be known. In these equations, this is achieved by providing values or expressions for the $\delta x$, $\delta y$, $\delta z$ terms, which are the separation of the hub or reference satellite from the L2 point. This also provides the user with the opportunity to prescribe the orbit of the hub or reference telescope (eliminating the divergent modes of halo motion) in order to focus on the control of relative satellite motion.

The hub orbit was selected to be a periodic halo orbit, although a Lissajous could also be prescribed. The third order analytical solution to the full three-dimensional equations of motion for periodic motion about L2 in the CR3BP developed by Richardson (1980a) was applied (this was introduced in section 3.2.2.1 in chapter 3). The hub motion is given by equations (6-22), (6-23), and (6-24) where $A_x$, $A_y$, and $A_z$ are the amplitudes of the linearised halo solution (non-dimensionalised with respect to the distance between the Earth-Moon barycentre and L2) in the $\delta x$, $\delta y$, $\delta z$ directions respectively, $\tau_i$ is the independent variable relating frequency correction and orbital rate to time and the remaining terms are constants associated with the Lindsstedt-Poincare type method of solution used. An amplitude constraint relationship was derived and the satellites can be initialised at any point on the halo. The terms are defined in appendix E (section E.1), and the reader is referred to Richardson (1980a) for further details.
These equations are higher order, and significantly more accurate than the first order solutions included as equations (3-32) in chapter 3. This analytical description of an L2 halo orbit (and its numerical equivalent) was used for station keeping of the ISEE-3 spacecraft (section 3.2.4). Specific constants for halo orbits about either L1, L2 or L3 in the Sun-Earth system are listed in Richardson (1980a), and were implemented to simulate a Darwin-type halo orbit around L2. It should be noted that while on the halo orbit, the hub axes do not rotate, and instead remain aligned with those fixed at L2. The solutions do however take into account the rotation of the Sun-Earth system about the barycentre.

Unlike the linearised equations of motion of a single satellite relative to the L2 libration point, the equations of relative motion are coupled in the in-plane and out-of-plane directions (equations (6-19) to (6-21)). However this is not the case in the simplest form when the reference orbit trajectory is the Lagrange point (δx,δy,δz=0). In this case, the equations simplify to

\[
\Delta \ddot{x} - 2\Delta \dot{y} - (2\sigma + 1)\Delta x = 0 \\
\Delta \ddot{y} + 2\Delta \dot{x} + (\sigma - 1)\Delta y = 0 \\
\Delta \ddot{z} + \sigma\Delta z = 0
\]

where

\[
\sigma = \frac{(1 - \rho_m)}{R_1^3} + \frac{\rho_m}{R_2^3}
\]

which are similar in form to the linear equations for single satellite motion (equations (3-28)). Due to the non-dimensional nature of equations (6-19), (6-20), and (6-21), it is straightforward to factor the linear expressions (6-25) into them to facilitate the generation of a solution. The resulting equations of motion are given below.

\[
\Delta \ddot{x} - 2\Delta \dot{y} - (2\sigma + 1)\Delta x = 6\alpha\delta x\Delta x \\
\Delta \ddot{y} + 2\Delta \dot{x} + (\sigma - 1)\Delta y = 3\alpha(\delta y\Delta x + \delta x\Delta y) \\
\Delta \ddot{z} + \sigma\Delta z = 3\alpha(\delta z\Delta x + \delta x\Delta z)
\]

where

\[
\alpha = \frac{(1 - \rho_m)(x_o + \rho_m)}{R_1^3} + \frac{\rho_m(x_o - 1 + \rho_m)}{R_2^3}
\]
6.2.3 Solutions and Initial Conditions

Analytical solutions to the linearised relative motion equations (6-27) were sought. Initially, the reference orbit terms were held constant, and the halo orbit expressions were not substituted into $\delta x$, $\delta y$, or $\delta z$. Without these terms ($\delta x$, $\delta y$, $\delta z = 0$), the solutions to equations (6-25) can be expressed simply as equations (6-29) (from equations (3-32)).

$$\Delta x(t) = -A_{xrel} \sin \omega_{xy} t$$  
$$\Delta y(t) = -k_{rel} A_{xrel} \cos \omega_{xy} t$$  
$$\Delta z(t) = k_{rel} A_{xrel} \sin \omega_z t$$  

(6-29)

However, these bounded solutions only result if the initial conditions listed in Table 6-2 hold ($k_{rel}$ is of the form given in equation (6-30), and arises from the elimination of exponential terms in the linearised solutions for relative motion).

<table>
<thead>
<tr>
<th>Initial Conditions</th>
<th>( \Delta x_0 )</th>
<th>( \Delta y_0 )</th>
<th>( \Delta z_0 )</th>
<th>( \Delta x_0 )</th>
<th>( \Delta y_0 )</th>
<th>( \Delta z_0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta x_0 )</td>
<td>0</td>
<td>free</td>
<td>0</td>
<td>( \omega_{xy} \Delta y_0 )</td>
<td>-k_{rel} \omega_{xy} \Delta x_0</td>
<td>-\Delta y_0 \omega_z</td>
</tr>
</tbody>
</table>

Table 6-2: Initial Conditions for Bounded Relative Motion (Linear Case with Reference at L2)

By differentiating the in-plane equations of motion (equations (6-27)), substitutions can be made to decouple the $\Delta x$ and $\Delta y$ motion. The in-plane characteristic equation is given by equation (6-30) (terms are defined in section 6.2.2).

$$\lambda^4 + (2 - \sigma - 9\alpha\delta x)\lambda^2 - 6\alpha\delta y\lambda - (2\sigma^2 - \sigma - 9\alpha\delta x - 1) = 0$$  

(6-30)

This can be solved algebraically, but the resulting expressions do not factorise simply due to the presence of the $-6\alpha\delta y\lambda$ term, and instead the quartic must be reduced to a cubic form and solved (Howatson, Lund, and Todd, 1991). However the halo orbit reference terms ($\delta x$, $\delta y$) also remain variable, as described by equations (6-22) and (6-23). In this case an approximate set of solutions and initial conditions, which would give non-secular motion near time zero, were derived using a state transition matrix approach. The approach was introduced in section 4.4.3 of chapter 4. Initially, the $\delta x$, $\delta y$ and $\delta z$ terms were held constant, and the solution expressed in approximate form (for constant A) by

$$x(t) = e^{At}x(0) \approx [I + At]x(0)$$  

(6-31)

to give lowest order approximate solutions.
\[ \Delta \dot{x}(t) = \Delta \dot{x}_0 + 2t \Delta \ddot{x}_0 + (2\sigma + 1 + 6\alpha \delta x) \Delta x_0 \]
\[ \Delta \dot{y}(t) = -2t \Delta \dot{x}_0 + \Delta \ddot{y}_0 + 3\alpha \delta y \Delta x_0 + (1 - \sigma + 3\alpha \delta x) \Delta y_0 \]
\[ \Delta \dot{z}(t) = \Delta \dot{z}_0 + 3\alpha \delta z t \Delta x_0 + 3\alpha \delta x t \Delta z_0 \]

To eliminate any secular drift, but retain the periodic terms in \( \delta x, \delta y \) and \( \delta z \), the constant elements only of the Richardson solutions (equations (6-22), (6-23) and (6-24)) were substituted into the equations. Approximate initial conditions were derived by equating coefficients of secular terms at time \( t = 0 \).

\[ \Delta \ddot{x}_0 = \left[ \frac{1}{2} \left( \frac{1 - \rho_n}{R_s^2} \right) \frac{1}{R_s^2} \left( \frac{3(\rho_s + \rho_n)^2}{R_s^2} + \frac{1}{R_s^2} \left( \frac{3(\rho_s - 1 + \rho_n)^2}{R_s^2} \right) + \frac{3(1 - \rho_n)(\rho_s + \rho_n)}{R_s^2} + \frac{3\rho_n(\rho_s - 1 + \rho_n)}{R_s^2} \right) \right] \Delta x_0 \]
\[ \Delta \ddot{y}_0 = \left[ \frac{1}{2} \left( \frac{1 - \rho_n}{R_s^2} \right) \frac{2}{R_s^2} \left( \frac{3(\rho_s + \rho_n)^2}{R_s^2} + \frac{1}{R_s^2} \left( \frac{3(\rho_s - 1 + \rho_n)^2}{R_s^2} \right) + \frac{3(1 - \rho_n)(\rho_s + \rho_n)}{R_s^2} + \frac{3\rho_n(\rho_s - 1 + \rho_n)}{R_s^2} \right) \right] \Delta y_0 \]
\[ \Delta \ddot{z}_0 = \frac{a_{21} A_z^1 + a_{22} A_z^2}{3d_z A_z A_x} \Delta z_0 \]

The relative dynamics model described by equations (6-19) to (6-24) was implemented in Matlab/Simulink and also solved numerically. The reference halo motion is described by the Richardson solutions, and initial conditions were derived directly from the equations by setting \( \tau_1 \) to zero. The initial relative positions and velocities were obtained from the relationships in equations (6-33) to (6-35).

**6.3 Model Comparisons**

The relative dynamics model based at the third order halo orbit around the Sun-Earth L2 Lagrange point was compared to STK for a selection of scenarios. In the following subsections, the implementation and initialisation of the linear gravity gradient model in Matlab/Simulink, and the initialisation of an equivalent scenario in STK are described. A higher order linear model, recently developed by Segerman and Zedd (2003), is introduced and also implemented for comparison.

**6.3.1 Linear Model and Halo Reference Trajectory Implementation**

The formation flying model described by equations (6-19) to (6-24) was implemented in Matlab/Simulink. Firstly, a halo reference orbit generator was constructed according equations (6-22) to (6-24). These solutions were derived by the method of successive approximations as described by Richardson (1980a), and are constructed in terms of non-dimensional distances, mass ratios and system rotation rate. A listing of the coded formulae is included as appendix E.1.

In the Simulink model, the simulation duration was defined by \( \tau_{\text{halo}} \) where for orbital mean motion, \( n_1 \), the real time, \( t \), is given by
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The halo generator operates in terms of $\tau_1$, where

$$\tau_1 = n_1 \omega \lambda t$$  \hspace{1cm} (6-37) 

According to the Richardson (1980a) nomenclature, $\lambda$ is the in-plane frequency, and $\omega$ is a frequency correction term associated with the solution method applied. In addition, the halo amplitudes, $A_x$, $A_y$, and $A_z$ were non-dimensionalised with respect to the distance between the Earth and L2. However, the output halo positions were inputs to a non-dimensional relative motion model which was derived by scaling to different measures of time and length. Further correction factors were therefore applied to the generator outputs before the parameters were passed to the relative dynamics model (Figure 6-3).

For ease of simulation, in this case the hub is located on the reference halo and is also designated the formation leader. The initial position of the reference relative to L2 is found by setting time $t=0$ (equivalent to $\tau_1=0$) in equations (6-22), (6-23) and (6-24). $\delta y_0$ becomes zero, but $\delta x_0$ and $\delta z_0$ are non-zero functions of the constants and linear solution halo amplitudes $A_x$ and $A_z$. The initial velocity conditions, $\delta x_0', \delta y_0', \delta z_0'$ can be found by differentiating equations (6-22), (6-23) and (6-24) and setting time $\tau_1=0$. These were verified by differentiating the halo position outputs during the first time steps of the numerical simulation (using small time steps). These values were also compared to
the initial conditions approximated by the linear solution conditions for removal of divergent modes (equations (3-29) and (3-30) in chapter 3, section 3.2.2).

Given a set of user-defined halo orbit amplitudes, and desired formation relative positions, the simulation model applied the initial relative conditions given by equations (6-33) to (6-35).

### 6.3.2 L2 Lagrange Point Formation Flying Scenario in STK

For the model comparisons, the two satellites in the formation were propagated separately in STK. The ‘real’ satellite behaviour was propagated using STK Astrogator, a high precision orbit propagator, able to incorporate Solar, terrestrial and Lunar effects. For the model comparisons Lunar and planetary perturbations are included and the L2 coordinate system is centred on the Sun-‘Earth/Moon barycentre’ line. However, Solar radiation pressure was not included in the simulations. The eccentricity of the Earth’s orbit around the Sun was, however, also implicit in the numerical solution, and the L2 point therefore moves during the simulation in addition to rotating with the Earth around the Sun. The use of STK for model verification was established for the LEO environment in chapters 4 and 5. In this case, a Cartesian axis system was created at the L2 point, and initial conditions were provided to each satellite as Cartesian position and velocity relative to L2 (Figure 6-2).

The hub was given the prescribed halo initial conditions (as described in section 6.3.1), and the telescope was provided with initial conditions given in form by equation (6-38), where $X_0$ is the vector of initial positions and velocities.

$$\delta X_0^{\text{Telescope}} = \delta X_0^{\text{Hub}} + \Delta X_0^{\text{Relative}} \quad (6-38)$$

Absolute motion of each satellite was extracted through the STK reporting tool and differenced to obtain relative motion of the telescope with respect to the hub.

Unlike the equations of motion in the CR3BP, the eccentricity of the Earth’s orbit affects the location of the L2 point. STK propagations were therefore run at two different epochs, six months apart, but this did not appear to affect the relative motion dynamics significantly. The propagation time step was fixed at 1 hour for both the Matlab models and STK during the scenarios (for the test cases investigated, the duration of the analytically derived halo orbit period was approximately 180 days). Subsequent analyses focussed on the first 20 days of orbit, as without control, the numerical solution would diverge from the ‘ideal’ halo orbit.

### 6.3.3 Higher Order Analytical Models

During the model development research, Segerman and Zedd (2003) produced a higher order set of relative motion equations for satellites in the vicinity of the Sun-Earth L2 point, and proceeded to obtain analytical solutions for an uncontrolled periodic orbit using techniques similar to those applied by Richardson (1980a) for a halo orbit around
the collinear Lagrange points. As for the halo, relative motion solutions were obtained to third order and were also restricted to ensure periodic motion. An overview of their model development strategy was presented in section 3.2.5, and the differences between this model and the gravity gradient model in section 6.2.2 were highlighted in section 6.1. A brief summary of the main equations in their model is presented in appendix E.2, however, for a full explanation it is necessary to refer to their publications.

The equations of motion implemented in Matlab/Simulink are given by equations (6-39). The subscript h refers to the location of the hub (reference) satellite with respect to L2. The \((x,y,z)\) terms represent relative motion in the hub reference frame, also aligned with the axis system at L2, and A, B, and C are given in appendix E.2. It should be noted that the term \(\Delta\) in the out-of-plane dynamics arises from the selection of a periodic motion of the telescopes about the hub. This term counteracts the effects of defining the frequency, \(\lambda\), in the \(z\)-dynamics model to match the fundamental frequencies of in-plane and out-of-plane motion for periodic planar relative motion.

\[
\begin{align*}
\dot{x} - 2\dot{y} - n^2 x &= 2Ax + B(-6xx_h + 3yy_h + 3zz_h) + C(12xx_h^3 - 12yx_hy_h - 12zx_hz_h - 6xy_h^2 - 6xz_h^2) \\
\dot{y} - 2\dot{x} - n^2 y &= -Ay + B(3xy_h + 3yx_h) + C(-12xx_h y_h + \frac{z}{2} yy_h^2 + 3zy_hz_h - 6yx_h^2 + \frac{z}{2} 6yzz_h) \\
\dot{z} + \lambda^2 z &= \Delta z + B(3zx_h + 3xz_h) + C(-12xx_h z_h + 3yy_hz_h - 6xz_h^2 + \frac{z}{2} 6zy_h^2 + \frac{z}{2} zzz_h)
\end{align*}
\]

(6-39)

All terms in equations (6-39) are in dimensional form, and therefore for implementation in Matlab/Simulink and integration with the third order halo reference orbit model \((x_h, y_h, z_h)\) in this notation, the expressions were non-dimensionalised.

Observation of equations (6-39) reveals the similarities in form of the equations at low order to those in equations (6-27). The differences lie in the \(x\) and \(z\) expressions. In this case it has been assumed that the \(x\) equation contains a positive \(2Ax\) term, unlike the equations in the paper, as this matches the vectorial form of the equations (equation (E-37) in appendix E.2) and produces better results. In the \(x\) equation, the equivalent expressions in \(B\) differ because Segerman and Zedd expand their equations of motion in terms of both powers of the distance between the hub and L2 as well as between the hub and telescope, and additional terms therefore arise. Terms in \(y\) and \(z\) disappear from the gravity gradient model derivation since L2 is a collinear point. In the \(z\) equation, the frequency correction term, \(\Delta\), is not part of the linear model development. (The higher order terms, multiplied by \(C\), are also not included in the linear model).

In their solution, the hub motion is included at progressively higher order as the order of the relative motion solution increases. For their second order relative motion solutions, the linear motion of the hub is implicit. For their third order relative motion solutions, the second order components of the halo reference orbit (traced by the hub) are incorporated. However, for the truncated equations of motion, the hub initial conditions are defined by the first order linear solutions (equations (3-29), chapter 3). In the model derived in section 6.2.2, the third order hub solution is included in the equations instead.
For the model comparisons to STK, the relative motion equations defined by equations (6-39) were implemented in Matlab/Simulink. The hub position terms \((x_h, y_h, z_h)\), which when non-dimensionalised appropriately are equivalent to \(\delta x, \delta y, \delta z\) were supplied with the same third order reference halo as the new linear model. It was not the purpose of the investigation to consider the accuracy of the analytical solutions, but the equations were implemented to generate higher fidelity initial relative motion conditions (at time \(\tau=0\)). The solutions are included in appendix E.2 (equations (E-40) to (E-42)). Differentiating these expressions for time equal to zero (\(\tau=0\)) provides a set of initial velocity conditions.

### 6.3.4 Results of Model Comparisons

In this section, two test cases are presented for the model comparisons. These include:

- **The SZ scenario**: The single example presented by Segerman and Zedd (2003).
- **The Darwin scenario**: A Darwin-type mission scenario (ESA Report, 2000).

A full model verification requires many additional test cases and is beyond the scope of the thesis due to time constraints. Without a full implementation of the analysis leading to the development of the higher order analytical solutions derived by Segerman and Zedd (2003), it was not possible to implement any additional test cases (unless the model was supplied with initial conditions from the gravity gradient model or from for example, a Poincare map). The process was also limited due to the inability of the initial conditions for any of the analytical models to produce bounded relative motion, or even a bounded reference halo orbit without controller input in the unstable environment.

However, the examples illustrated here demonstrate the effects of the initial conditions derived from the three different models on both halo and relative motion, and some measure of the ability of the model to capture the numerical behaviour of the satellites in STK. The Darwin test case is also investigated as this scenario is applied for the load-levelling simulations in chapter 7.

#### 6.3.4.1 The SZ Scenario

For the SZ test case (Segerman and Zedd, 2003), it was not possible to replicate the initial conditions presented in the paper. There the dimensional hub initial conditions were set equal to the initial halo amplitudes (equations (6-40)). The \(A_z\) amplitude was initially selected, and \(A_y\) and \(A_x\) were derived from the amplitude constraint relationships for a halo orbit.

\[
x_h(0) = A_x \\
y_h(0) = 0 \\
z_h(0) = A_z
\]  

(6-40)

The initial hub velocities were calculated using the linear halo conditions introduced in chapter 3, (and now given by equations (6-41)).
\[
\begin{align*}
\ddot{x}_h(0) &= \left(\frac{\lambda}{k}\right) y_h(0) \\
\ddot{y}_h(0) &= -k\lambda x_h(0) \\
\ddot{z}_h(0) &= 0
\end{align*}
\] (6-41)

In the test case presented here, the halo amplitude values were instead retained for implementation in the Richardson halo equations (at \(\tau_1=0\)), and the initial velocities from equations (6-22) to (6-24) and equations (6-41) were evaluated. The results for the hub or reference initial conditions are tabulated below (Table 6-3). The initial y-velocity from the linear solution is an approximation to the equivalent value from the Richardson halo solutions, but the values are similar.

The relative initial conditions were derived from the SZ test case where a formation relative motion amplitude was selected to be \(A_{xrel}=50\)m. By implementing this amplitude into the SZ solutions (in appendix E) along with the linear hub amplitudes, the initial relative satellite positions were found to be approximately -65m in x, zero in y, and 27m in z. Differentiating their expressions provided an initial relative y-velocity of approximately 4.4m/day. The relative initial condition from the linear gravity gradient model described by equation (6-33) produced a slightly higher initial y-velocity of approximately 4.9m/day. The results are summarised in the right hand columns of Table 6-3.

<table>
<thead>
<tr>
<th>HUB Initial Conditions</th>
<th>TELESCOPE-HUB Relative Initial Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Amplitude (A_x) (km)</td>
<td>227219.42</td>
</tr>
<tr>
<td>Linear Amplitude (A_y) (km)</td>
<td>724200.94</td>
</tr>
<tr>
<td>Linear Amplitude (A_z) (km)</td>
<td>250000.00</td>
</tr>
<tr>
<td>Velocity (\dot{x}_{01}) (km/s)</td>
<td>0</td>
</tr>
<tr>
<td>Velocity (Richardson) (\ddot{y}_{01}) (km/s)</td>
<td>0.3134925</td>
</tr>
<tr>
<td>Velocity (\dot{z}_{01}) (km/s)</td>
<td>0</td>
</tr>
<tr>
<td>Velocity (Linear Approx.) (\ddot{y}_{01}) (km/s)</td>
<td>0.3631100</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6-3: Hub and Telescope Initial Conditions (SZ Test Case)

The following results were obtained for the SZ and gravity gradient model responses to initial conditions derived from the SZ model.
The SZ model was expected to capture relative motion more accurately than the linear model, and without reproducing their analysis in full, the reasons for the differences in model performance are not clear. With the initial relative velocity conditions derived from the SZ model:

- In the x direction, the SZ model response follows the path of the STK trajectory but with increasing error. The gravity gradient model response drifts away from the STK trajectory, although this is very gradual (5m in 20 days).
- In the y direction, the linear y response is closer to the STK response than the higher order SZ model.
- In the z direction, the STK response is also better approximated by the linear model.

The implementation of the z-equation in the SZ model was investigated further, but similar results showing very little change in the relative position over 20 days were also achieved by Segerman and Zedd (2003). This was expected as their initial conditions were defined to produce a 'planar' formation by design. However, it would appear that the form of their integration of the full nonlinear equations is not matched by the numerical solution in STK. This could be due to the use of the higher order hub or reference orbit initial conditions in the STK scenario (equations (6-22) to (6-24)). In addition, Lunar and planetary perturbations in STK are likely to slightly affect the STK relative motion. However, the effects of the circularisation assumption in the CR3BP apply to both models and this assumption is therefore not the source of error in this case. STK includes Earth orbit eccentricity effects, but evaluation of the scenarios at different epochs demonstrated that this had a negligible effect on satellites in close proximity. It should be noted that relative motion between the spacecraft occurs on a completely different scale (a few metres) compared to other dimensions in the three
body problem (1.5 million kilometres), and numerical noise and other issues that are masked by the STK user interface may also affect the results.

The analysis was repeated using the gravity gradient model initial conditions, also included in Table 6-3, and the results of the model comparison are illustrated below (Figure 6-5). Very similar results are obtained, and the choice of initial y-velocities as determined by each model is not critical in the simulations in terms of model performance.

With the gravity gradient initial conditions, the relative y-velocity is slightly greater and therefore all models produce a slightly greater relative y-position after 20 days. In the x-direction, the SZ model and STK exhibit slightly reduced relative position divergence, but the linear model response very slightly increases. The change in initial conditions has little effect on the out-of-the-ecliptic relative motion.

![Figure 6-5: Comparison of Relative Position Over 20 Days As Predicted by the Modified SZ Model, Gravity Gradient Linear Model and STK for the SZ Scenario (Initial Conditions in Table 6-3: Using Richardson Hub Initial Conditions and Gradient Model Relative Initial Conditions)](image)

However, to investigate the difference between the initial conditions from the two models, another test case was evaluated. For comparison, the initial conditions are included in Table 6-4. This time, the hub halo orbit around L2 was given a z-amplitude ($A_z$) of twice the size of the SZ test case ($A_z=500000$ km). The formation amplitude, $A_{xrel}$, was 200m (four times larger than the SZ test case).

For a halo orbit with twice the amplitude of the SZ test case, the difference between the linear model and third order model initial velocity conditions for the hub is
approximately doubled. The relative velocity initial conditions for a formation with an amplitude four times greater than the SZ test case were found to be also approximately four times larger. The values obtained from both the SZ analytical solutions and the gravity gradient model remained similar.

<table>
<thead>
<tr>
<th>HUB Initial Conditions</th>
<th>TELESCOPE-HUB Relative Initial Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Amplitude Ax (km)</td>
<td>Position ( \Delta x_o ) (m) -234.74</td>
</tr>
<tr>
<td>Linear Amplitude Ay (km)</td>
<td>Position ( \Delta y_o ) (m) 0</td>
</tr>
<tr>
<td>Linear Amplitude Az (km)</td>
<td>Position ( \Delta z_o ) (m) 246.49</td>
</tr>
<tr>
<td>Velocity ( x_{01} ) (km/s)</td>
<td>Velocity (SZ model) ( \Delta x_o ) (m/day) 0</td>
</tr>
<tr>
<td>Velocity (Richardson) ( y_{01} ) (km/s)</td>
<td>Velocity (SZ model) ( \Delta y_o ) (m/day) 16.306</td>
</tr>
<tr>
<td>Velocity ( z_{01} ) (km/s)</td>
<td>Velocity (Gravity gradient model) ( \Delta z_o ) (m/day) 0</td>
</tr>
<tr>
<td>Velocity (Linear Approx.) ( y_{01} ) (km/s)</td>
<td>Velocity (Gravity gradient model) ( \Delta y_o ) (m/day) 17.751</td>
</tr>
</tbody>
</table>

Table 6-4: Hub and Telescope Initial Conditions (Large Halo – Large Formation Example)

As a final test case associated with the SZ scenario, the initial relative y-velocity was set to zero for both models and STK, while all other parameters in Table 6-3 were retained. The relative positions over 20 days are illustrated in Figure 6-6.

![Figure 6-6](https://example.com/image.png)

**Figure 6-6:** Comparison of Relative Position Over 20 Days As Predicted by the Modified SZ Model, Gravity Gradient Linear Model and STK for the SZ Scenario (Initial Conditions in Table 6-3 with Richardson Hub Initial Conditions and an Initial Relative y-Velocity Set to Zero)
Again the gravity gradient linear model captures relative motion in y and z more accurately than the SZ model. Without an initial relative y-velocity, with which motion in the x direction is strongly coupled, the natural dynamics is still captured more accurately by the higher order SZ model, but this time the gradient model results are significantly improved. A slow drift is produced in the same direction as the STK results, thus demonstrating the importance of the y-velocity on model performance.

6.3.4.2 The Darwin Scenario

A Darwin-type scenario was derived from the ESA Darwin Concept and Feasibility Study (ESA Report, 2000) and the relationship between insertion $\Delta V$ and amplitude of a halo orbit derived by Farquhar (1998). The initial conditions applied to the Darwin formation are summarised in Table 6-5. For zero insertion $\Delta V$ into a halo orbit, $A_y$ was selected to be 780000km (and therefore $A_x$ was 244726.7km, and $A_z$ was 368380.8km). For these linear amplitudes of motion, the hub satellite initial position was out-of-the-ecliptic by $z_01$km, and on the Earth side of L2 on the Sun-Earth line.

The telescope was initially separated from the hub by 100 metres ($\Delta x_0$), parallel to the Sun-Earth line, and in the hub plane. According to the initial conditions prescribed by the models, an initial out-of-the-ecliptic position is associated with an initial displacement along the Sun-Earth line. Equation (6-35) defines an initial relative z-position of approximately 61m. However in Darwin the scenario considered here, the formation was assumed to be initially planar in the ecliptic to improve insight into the in-plane motion (since an initial offset in z did not significantly affect model performance).

The gravity gradient model for the reduction of secular motion suggests an initial relative y-velocity of 7.5659m/day, which is equivalent to the very small value of 87.6$\mu$m/sec.

<table>
<thead>
<tr>
<th>HUB Initial Conditions</th>
<th>TELESCOPE-HUB Relative Initial Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial Position $x_{01}$ (km)</td>
<td>-319112</td>
</tr>
<tr>
<td>Initial Position $y_{01}$ (km)</td>
<td>0</td>
</tr>
<tr>
<td>Initial Position $z_{01}$ (km)</td>
<td>329681</td>
</tr>
<tr>
<td>Velocity $\dot{x}_{01}$ (km/s)</td>
<td>0</td>
</tr>
<tr>
<td>Velocity (Richardson) $\dot{y}_{01}$ (km/s)</td>
<td>0.3422590</td>
</tr>
<tr>
<td>Velocity $\dot{z}_{01}$ (km/s)</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 6-5: Hub and Telescope Initial Conditions (Darwin Mission Scenario)

**Halo Motion**

The third order analytical solution for the prescribed halo orbit was compared to the motion of the hub satellite in STK. Figure 6-7 illustrates the analytical halo motion and
the difference between this and the hub motion propagated in STK over a period of 20 days. The hub motion in STK does appear to perform a partial halo before diverging onto an alternative trajectory.

![Halo Orbit Diagram](image)

**Figure 6-7: Darwin-type Halo Orbit, and Halo Modelling Error**

After 20 days, the uncontrolled STK ‘halo’ has diverged from the analytical halo motion by 9854km in X, 1044km in Y, and 1150km in Z for a halo orbit of approximately 780000km in Y-dimension. The divergence is significantly less over shorter periods of time, and if we assume frequent control of the hub satellite (for example, every quarter of a halo orbit), the analytical halo is sufficiently accurate to represent the hub motion on the scale of the halo amplitude. This was confirmed by evaluating the gravity gradient model along both the analytical and STK numerical reference orbits and examining their effects on relative motion over a few days. A few kilometres in hub halo error did not significantly affect the relative motion predicted by the gravity gradient model.

**Relative Motion**

The relative motion in the x, y and z directions, predicted by both STK and the gravity gradient model are illustrated in Figure 6-8. In the x direction, STK predicts that the satellites will separate by a further 14.2m in 20 days. However, the gravity gradient model indicates that the satellites will in fact be moving closer together (by 18.5m). The error in predicted motion is very small at 1.6m/day and upon examination of the x-equation of motion (equation (6-19)), it was found that as for the SZ scenario (section 6.3.4.1), the cause of the change in the x direction was due to the y-velocity contribution. The equation was extremely sensitive to the relative y-velocity, which at 87.6µm/s is very small and difficult to control. This initial condition was evaluated using an approximate model, and a very small error in the approximation would make a very large difference to the relative motion obtained (and therefore the ability of the dynamics model to capture this).
In the CR3BP, the physical location of the satellites can be visualised. The telescope is nearer to the Earth than the hub, while the hub is closer to L2. The hub is given an initial y-velocity ($\dot{y}_{h1}$ in Table 6-5) and increases in altitude, pulling away from the Earth. The hub then experiences a growing centrifugal force, which in combination with the Earth’s attraction will cause it to rotate in a halo. The telescope requires a larger initial y-velocity to stay near the hub as it is ‘lower’ in altitude with respect to the Earth. If the hub starts to rotate in a halo and the additional y-velocity given to the telescope is not quite sufficient, they will appear to separate. The fact that the gravity gradient model appears to move the satellites closer together suggests that relative y-velocity ($\Delta\dot{y}_u$) is overestimated. In Figure 6-8, the y and z relative positions predicted by the gravity gradient model approximate the STK relative motion fairly well.

![Figure 6-8: Model Comparison of Relative Hub-Telescope Motion Over 20 Days](image)

### 6.3.5 Discussion

A preliminary conclusion from the analysis presented in section 6.3.4 is that the higher order relative motion model will not necessarily offer significant improvement in formation modelling for controller design and that a linear gravity gradient model may be sufficient. Both models provided similar values for initial conditions to eliminate drift or produce bounded relative motion in the numerical STK environment. However, the STK scenarios solve the nonlinear problem and include additional perturbations not considered in the CR3BP, and a bounded formation tracing a bounded halo reference orbit was therefore not physically viable. A summary of the main findings resulting from the modelling approach investigated in this chapter is given below:

- Use of the Richardson third order solution as a reference halo orbit enables the improved definition of hub initial conditions and reference trajectory about which both of the relative motion models can operate.
- The difference between the linear halo initial conditions and the third order solution initial conditions grows proportionately with halo orbit amplitude. The initial hub velocities also increase slightly with orbit amplitude.
The Richardson halo is currently the best analytical description for halo motion available and has been successfully applied for spacecraft station keeping (ISEE-3).

A multi-satellite mission scenario involving spacecraft orbiting in the vicinity of L2 was implemented in STK, and relative position and velocity data was successfully extracted.

For any set of initial relative positions, the initial velocity conditions derived using the gravity gradient or higher order relative dynamics models were similar, and scaled for both models with formation inter-satellite separation.

Comparisons between the gravity gradient and higher order models and the STK scenario did not reveal the steady improvements in dynamics capture anticipated. The sensitivity of the system behaviour to the initial conditions was apparent, and the difficulty in using STK to establish a ‘truth’ model was demonstrated.

The differences between the direction of the gravity gradient model and STK responses were found to be due to the selection of initial y-velocity. Neither dynamics model therefore predicted appropriate initial relative conditions. However this cannot be concluded for certain without further analysis and investigation since STK includes additional perturbation effects beyond the CR3BP. It is proposed that additional test cases be implemented with alternative tolerances in the numerical integrator.

Without the initial relative velocity conditions, the gravity gradient model was able to capture the shape of the gravity environment in the vicinity of the hub, and also produce relative motion responses closer to those of STK than the SZ model in the y and z directions. Both models were found to predict similar initial conditions, and the model comparison has therefore proved useful in demonstrating that the gravity gradient model produces a sensible result. The model can therefore be applied to controller design, pending the outcome of further model verification work.

### 6.4 Summary

Following the literature review in chapter 3, the need for an analytical description of relative satellite motion in the vicinity of L2 was established. As part of the process of model development, initially the physical parameters associated with the Sun-Earth three body problem were identified, and the effects of the Moon on the location of the collinear Lagrange points and system barycentre were quantified.

Equations of motion in a relative frame based at a reference point near L2 in the CR3BP were derived using an approach similar to that applied to the LEO formation flying model development in chapter 4.

The reference satellite could either be placed at the L2 libration point in the simplest case (although for large amplitude halo orbits the linearisation assumptions break down), or at a moving reference tracing a halo orbit near L2. Third order analytical solutions to the CR3BP for bounded halo motion around the Sun-Earth L2 Lagrange point were therefore proposed as the formation reference trajectory. However, the
linearised expressions for the gravity gradient in the CR3BP are applicable to either an analytically or numerically generated reference trajectory.

Solutions are considered, and used to derive some approximate initial conditions to eliminate secular motion for a limited period of time. However it was important to establish whether the model provided sensible results. Recently a new higher order relative motion model was developed by Segerman and Zedd (2003) (the SZ model), and this was deemed appropriate for some limited model comparisons. Both analytical models produced similar relative motion initial conditions, and when integrated with the third order reference halo (this had not been demonstrated previously for either model), overall model performance was similar in all three axes. The model performance was investigated further by investigating a wider range of initial conditions, and formation responses were found to be extremely sensitive to these. However, a feature of the CR3BP environment is the lack of stability of both the halo reference orbit and the formation without control. Comparisons with STK were therefore limited as although Solar radiation pressure was not considered, Lunar and planetary perturbations were incorporated in the simulations. As part of the model comparisons, a Darwin mission scenario was also investigated. When smaller initial relative velocities than those predicted by the analytical models were applied to the simulations, the gravity gradient model was found to perform sufficiently well.

Significant additional work is required involving the comparison of further test cases, and the investigation of the sensitivity of the relative motion to initial conditions and orbit perturbations. Additions to the complexity of the linear model should be avoided until the magnitude of errors over a wider range of conditions has been established. Potential modelling improvements include extension of the model to the ER3BP, the inclusion of higher order terms and relative perturbations in the initial equations of motion.
7 CONTROLLED FORMATION FLIGHT IN THE VICINITY OF L2

Within the stated aim of the research, chapter 7 describes the procedure and results of simulations of controlled mission manoeuvres for a Darwin-type mission. The mission needs to hold formation position or manoeuvre the formation sufficiently accurately to enable multiple telescopes and a beam combining hub to perform optical interferometry. The mission tasks involve extrasolar planet detection and astrophysical imaging from the vicinity of the Sun-Earth L2 Lagrange point.

In this chapter, an overview of the dynamics and control approach is presented. Initially, the cost of controlling a single satellite in a halo orbit is investigated using time invariant LQR control, and simulation in the perturbed environment using the Matlab/STK interface. The stability of a formation following a halo reference orbit in the vicinity of L2 is then established by eigenstructure analysis of the relative motion.

Formation control system design and preliminary analysis is performed using the dynamics models derived in chapter 6 which describe the relative motion of two spacecraft near L2. The concepts are extended to a general case with multiple telescopes and a hub for formation keeping and manoeuvring simulations in both Matlab and STK. Guidance functions are designed according to the manoeuvres derived in chapter 2 for integration with the control system, and a load-levelling strategy is derived to balance fuel use across the formation for a baseline expansion manoeuvre. As STK is unable to simulate interdependent controlled satellites, the simulation of a manoeuvre sequence requires a combination of off-line and on-line construction. However, total fuel consumption may be evaluated across the formation by summing the requirements for each manoeuvre, and once the solutions are compiled, the manoeuvres can be observed using STK visualisation tools. A global optimal solution is not considered for minimisation of overall fuel use, and instead the focus is fuel balancing.

7.1 Conceptual Control System and Simulation Design

The aim of the control system and simulation design is to produce preliminary fuel consumption and relative motion precision estimates for formation keeping and load-levelling manoeuvring of a formation of satellites performing infrared interferometry for extrasolar planet identification and observation. At this stage, a functional feedback controller rather than fully optimal controller was sought with the ability to integrate load-levelling guidance strategies. The emphasis of the work presented in this and subsequent sections has therefore been:

- The simple application of the relative dynamics model derived in chapter 6 to controller design.
- The investigation of load-levelling strategies for extrasolar planet observation and astrophysical imaging tasks.
The implementation of the controlled formation in the perturbed numerical environment in STK to obtain greater insight into the effects of the local dynamics on formation keeping and load-levelling.

In chapter 3 (section 3.2.6), a number of different approaches to formation guidance and control in the vicinity of L2 were identified from the literature where fuel balancing manoeuvres for the interferometric imaging task for the ST-3 mission (comprising just three spacecraft, not in a planar formation) have been performed. However, these were not evaluated in the perturbed environment, or considered in the context of halo orbit maintenance which requires a sequence of different manoeuvres to be investigated. Guidance functions are produced for each satellite, and the individual spacecraft dynamics are simply represented by a double integrator (Bailey, McLain, and Beard, 2001). Trajectory following is performed using classical SISO control (van der Avoort, D'Arcio, and den Herder, 2003), (Beard, McLain, and Hadaegh, 1998), whereas here, a controller derived by considering the coupling between in-plane and out-of-plane dynamics is proposed instead. Bailey, McLain and Beard (2001) investigated global optimisation of a sequence of load-levelling manoeuvres for sampling the u-v plane (for interferometric imaging) and observing different targets, however, the formation is not maintained during the manoeuvres. Guidance for a Darwin-type mission that takes into account the local natural environmental dynamics, and performs accurate science manoeuvres (maintaining the formation during the manoeuvres) is therefore proposed. Also, all relative motion is governed by practical telescope-hub inter-satellite measurements of relative position and velocity.

The following aspects of guidance and control system design in this context are acknowledged, but are proposed as considerations for future work:
- The potential need for switching between different modes of interferometer operation and manoeuvre guidance and control.
- Optimisation of the manoeuvres and global fuel minimisation.
- Incorporation of additional manoeuvre limitations and additional modes of operation (for example, deployment, reconfiguration in the event of failure).
- Development of alternative control techniques and a thorough system evaluation (stability, robustness, disturbance rejection response across a full range of operating conditions).
- Autonomous operations.
- Inclusion of sensor noise and actuator dynamics.

Due to the strong coupling between particularly the in-plane (parallel to the ecliptic) relative dynamics, multivariable LQR is proposed as a suitable technique for simple feedback control system design. Continuous control will adequately represent a pulsed control system if the frequency of pulses is much greater than the local system dynamics, and for cold gas thrusters used for load-levelling manoeuvres, continuous operation is assumed. In addition, since measurement noise and sensor and actuator dynamics may also be critical to precision formation flying, the technique can be extended to Linear Quadratic Gaussian (LQG) control. In chapter 5, basic LQR controllers were implemented in LEO formation flying scenarios for formation keeping and trajectory following tasks, and $\Delta V$ was evaluated. In this case, the dynamic environment is completely different, and the scenario more complex, comprising
additional numbers of satellites, different levels of precision control, and simultaneous formation flying and halo orbit maintenance. The controller design concepts are also linked to the simulation approach taken due to the complications associated with interfacing the control system to the STK Astrogator numerical orbit propagator, particularly for the load-levelling tasks.

In the subsequent implementation of formation flying scenarios for a Darwin-type mission, full state knowledge is assumed. For the single satellite maintenance of a halo orbit, LQR gains are derived from the linearised time invariant three body problem equations of motion based at L2 and briefly compared to those derived from the time varying dynamics model in chapter 6. The latter are evaluated by integrating the differential Riccati equation and gravity gradient dynamics around the analytically derived reference halo orbit, also introduced in chapter 6 (Richardson, 1980a). A halo orbit trajectory following scenario can be easily implemented in STK using the Matlab/STK interface, and the simulation is described by the schematic of the formation control system inside the dashed line for the hub satellite in Figure 7-1.

A second scenario is then investigated whereby, in addition to the halo orbit maintenance (which is not necessarily continuously controlled), a formation keeping task is performed using new LQR gains for precision control. The telescopes are controlled relative to the hub as the formation moves around a near-halo orbit.

An alternative control system design, to be investigated as future work could involve the conversion of guidance commands to spacecraft actuator commands through the inverse of the model dynamics developed in chapter 6. Inversion errors and disturbances experienced by the satellites in STK could then be eliminated by LQR feedback control. In chapter 5 the trajectory following was really a form of model following since the trajectories were bounded solutions to the equations describing the natural dynamics to high fidelity. However, the dynamics are so slow in the vicinity of L2, that often they have not been considered at all (Beard et al, 1998). It is also therefore anticipated that a simple feedback gain will be sufficient to maintain the load-levelling trajectories prescribed to each satellite without dynamic inversion. The control and simulation system implemented within Matlab/STK for the two-spacecraft formation is illustrated in Figure 7-1.

The system design and operation is influenced by the fact that STK is unable to simultaneously propagate multiple controlled satellites which need to interact in order to determine their relative trajectories or control requirements. The control systems onboard each spacecraft cannot interact, or react to the accelerations provided to different members of the formation, or respond to relative measurements between different numbers of spacecraft collectively. However, a leader-follower architecture can be implemented where the leader spacecraft (hub) is free flying or controlled to follow a particular trajectory, and the followers (the telescopes) are controlled relative to the hub, but this arrangement is not practical for load-levelling manoeuvring. In addition, STK limitations prevent the development of complex controllers which, given a desired relative acceleration between members of the formation, are able to optimally distribute the load in real time. In this case (prior to load-levelling considerations), the
hub is propagated separately on the halo orbit, and each telescope is then also propagated separately relative to the hub.

![Diagram of Halo Orbit Trajectory Following](image)

**Figure 7-1: Control and Simulation System for Formation Flying around L2**

In the low disturbance environment, potential propulsion systems include FEEP thrusters, mini ion engines and miniature cold gas thrusters. Load-levelling or fuel balancing across the formation is particularly relevant to cold gas thrusters to prevent the fuel supply from being exhausted on one spacecraft before another, and to ensure that the spacecraft fuel masses are equalised. According to d’Arcio and Karlsson (2004), a combination of thruster systems is being considered for the Darwin interferometry mission:

- mN-level thrust in the manoeuvring and reconfiguration modes.
- µN-level thrust for fine baseline and attitude control in the nulling mode.

Finally, a guidance strategy for a load-levelling system for a greater number of telescopes formation flying with a central hub is proposed, although some assumptions have to be made regarding the system implementation in STK. This time no satellite is forced to follow the halo reference trajectory, drift is permitted during the manoeuvres, and a virtual point is maintained with respect to the analytical halo trajectory at intervals around the orbit. In this case the LQR controller initially acting on the hub can now be applied to the virtual formation reference point, and the formation (including the hub) can be controlled relative to this. The control and simulation system architecture is illustrated in Figure 7-2.

![Diagram of load-levelling](image)

Again, the implementation and complexity of the load-levelling guidance and control system is restricted due to the formation interaction and simultaneous propagation limitations of STK. In future analysis, a Matlab/Simulink simulation of the nonlinear equations of motion of the three body problem with perturbations would be more appropriate for analysing controller designs.
The framework illustrated in Figure 7-2 enables load-levelling guidance to be generated effectively on board each satellite. However, this is based on a virtual reference point whose location cannot update as fuel is consumed by each spacecraft. Due to the duration of the selected manoeuvres, the formation is not controlled rigidly to the halo, as the natural dynamics will maintain the formation in the vicinity of the halo for a significant period before it is able to diverge away. Instead the performance of the system in making halo orbit corrections simultaneously with station keeping (spectroscopy) tasks is investigated. In this case the relative satellite positions are maintained between periods of load-levelling manoeuvres.

A manoeuvre sequence may be compiled as an Astrogator sequence in STK, but the benefits of making this fully autonomous from a simulation implementation perspective are not sufficient compared to the complexity of the Matlab/STK interface required. Instead, it is proposed that the selected sequence manoeuvres be evaluated one at a time, and the next be given the initial conditions derived from the last so that load-levelling performance can be measured and total $\Delta V$ evaluated for the whole sequence. The manoeuvres can still be arranged sequentially for visualisation using STK tools, and this facility is also investigated.
7.2 Single Satellite Control in a Halo Orbit

In this section, LQR controllers are designed using three techniques:

- Solution of the algebraic Ricatti equation using the linear time invariant equations of relative motion given by equations (7-1), based at the L2 point.
- Solution of the algebraic Ricatti equation to derive gains at intervals around the periodic halo reference orbit using the periodic time varying dynamics given by equations (7-2) to (7-4) (introduced in chapter 6).
- Integration of the differential Riccati equation simultaneously with the relative dynamics model around the halo reference orbit.

The following models were derived in section 6.2.2.

**Linear Time Invariant L2 Model**

\[
\begin{align*}
\Delta \ddot{x} - 2 \Delta \dot{y} - (2\sigma + 1) \Delta x &= 0 \\
\Delta \dot{y} + 2 \Delta \dot{x} + (\sigma - 1) \Delta y &= 0 \\
\Delta \ddot{z} + \sigma \Delta z &= 0
\end{align*}
\]  
(7-1)

**Linear Time Varying Gravity Gradient Model Based at a Halo Reference**

\[
\begin{align*}
\Delta \ddot{x} - 2 \Delta \dot{y} - (2\sigma + 1) \Delta x &= 6\alpha \delta x \Delta x \\
\Delta \dot{y} + 2 \Delta \dot{x} + (\sigma - 1) \Delta y &= 3\alpha(\delta y \Delta x + \delta x \Delta y) \\
\Delta \ddot{z} + \sigma \Delta z &= 3\alpha(\delta z \Delta x + \delta x \Delta z)
\end{align*}
\]  
(7-2)

where

\[
\sigma = \frac{(1-\rho_m)}{R_i^3} + \frac{\rho_m}{R_e^3}
\]
\[
\alpha = \left(1 - \frac{(1-\rho_m)(x_e + \rho_m)}{R_i^4} + \frac{\rho_m(x_e - 1 + \rho_m)}{R_e^4}\right)
\]  
(7-3)

and where the halo reference orbit is defined by Richardson (1980a).

\[
\begin{align*}
\delta x &= a_{21}A_x^2 + a_{22}A_z^2 - A_x \cos \tau_1 + \left(a_{23}A_x^2 - a_{24}A_z^2\right) \cos 2\tau_1 + \left(a_{31}A_x^2 - a_{32}A_z^2\right) \cos 3\tau_1 \\
\delta y &= kA_x \sin \tau_1 + \left(b_{21}A_x^2 - b_{22}A_z^2\right) \sin 2\tau_1 + \left(b_{31}A_x^2 - b_{32}A_z^2\right) \sin 3\tau_1 \\
\delta z &= \delta_n A_x \cos \tau_1 + \delta_n d_{21}A_x A_z (\cos 2\tau_1 - 3) + \delta_n \left(d_{22}A_x A_z^2 - d_{32}A_z^3\right) \cos 3\tau_1
\end{align*}
\]  
(7-4)

Linear Quadratic Regulator theory was described in section 5.2, chapter 5, and is therefore not repeated in detail here. The control weighting matrices, Q and R, in the quadratic cost function, J relate to the dynamic states and control inputs respectively.

\[
J = \int_0^T x(t)^T Q x(t) + u(t)^T R u(t) dt
\]  
(7-5)

The weighting matrices were tuned according to the maximum thrust limits for different scale manoeuvres, and in the following subsections, two scenarios are considered. In the
first case, the LQR gains are tuned to achieve basic halo orbit maintenance with a representative fuel consumption. In the second case, the ability of the formation to manoeuvre back to the halo reference within the capacity of micro-Newton thrusters used in the science manoeuvres is investigated. (This may be required between load-levelling manoeuvres and during the spectroscopy task).

$\Delta V$ evaluations are made using equation (7-6) for comparative purposes only. For the simulations performed in this chapter, there are too many variables associated with the STK simulation to make accurate $\Delta V$ estimates without in-depth analysis. However, the investigation performed here provides insight into the capacity of such low thrust levels to control the halo orbit formation, for station keeping, manoeuvring and halo orbit maintenance.

$$\Delta V = \left[ \sum \left( a_x^2 + a_y^2 + a_z^2 \right) \right]^{1/2} \times \text{TimeStep} \quad (7-6)$$

In the following sections, feedback gains are evaluated offline using both models (equations (7-1) and (7-2)) before being implemented within the STK simulation environment for evaluation of the control of a single satellite in a halo orbit around the Sun-Earth L2 point.

### 7.2.1 Halo Orbit Maintenance

In this scenario, the $\Delta V$s are likely to be higher than those reported in the literature, and experienced in practice with the Lagrange point missions, as in this simulation, the reference for trajectory following is an approximate analytical solution and continuous control is applied. In reality, halo orbit maintenance would be performed at intervals around the halo orbit to retain a natural near-halo. This has proven less costly in practice for the ISEE-3 mission. In addition, the flexibility associated with the choice of weighting matrices in the LQR design can increase or decrease the $\Delta V$ depending on how closely the analytically described halo should be maintained.

For the simplified dynamics given by equation (7-1), the effects of the weighting matrices were investigated through both Matlab simulation and STK formation control. In this case, a design point was not defined at the outset as the objective was to design a controller which would satisfactorily maintain the analytical halo orbit around L2 using milli-Newton level thrust and a reasonably low $\Delta V$. Using weightings of $10^{-3}$ in position (Q), $10^{-6}$ in velocity (Q), and 1 in control (R), a set of feedback gains, decoupled in the x-y (ecliptic) and z (out-of-the-ecliptic) directions were derived. These are given by equation (7-7).

$$K_{\text{LQR}} = \begin{bmatrix} 3.8111 & 2.0784 & 0 & 13.5645 & -2.4449 & 0 \\ 2.0748 & 1.1497 & 0 & 7.4149 & -1.3363 & 0 \\ 0 & 0 & 0.0160 & 0 & 0 & 0.0001 \end{bmatrix} \quad (7-7)$$
The offline response which regulates an initial 10km error to zero in all three axes during a single halo is illustrated in Figure 7-3. This figure demonstrates the difficulty with offline controller design in this context as the response to an initial 10km error (in x, y and z) is clearly very poorly damped. However, accelerations at the 10^(-9)ms^(-2) level are being applied to the spacecraft, and yet in the formation flying scenario in STK, this level of continuous control is adequate for maintaining the halo over a number of orbits. The gains associated with a fully damped offline response produced large thrusts, increased fuel consumption significantly, and over-controlled the satellite in the perturbed STK environment.

Figure 7-3: Offline (Matlab Dynamics Model) Response over 5 Orbits to an Initial 10km Error in x-y-z Position (Darwin Halo Scenario)

A halo maintenance scenario was implemented in STK for a Darwin-type mission. The orbit characteristics for Darwin are given in Table 6-5, and the third order halo reference trajectory is illustrated in Figure 6-7. The halo orbit defined by equations (7-4) was used to define the desired trajectory for a satellite flying in STK. A single satellite was provided with an onboard controller using the Matlab/STK interface, which was originally developed in chapter 5 for LEO formation flying control. The controller successfully maintained the halo orbit, using a ∆V of 58.94m/s over 1 orbit in the presence of Lunar and planetary perturbations. The uncontrolled and controlled trajectories are illustrated in Figure 7-4. When Solar Radiation Pressure (SRP) is included in the simulation (for a Darwin-type hub with a Sun shield of 5m diameter – refer to Table B-3, appendix B.2) the ∆V was found to decrease to 56.12m/s though this maybe due to a fortuitous set of initial conditions rather than a general trend. In the literature, a number of authors have proposed the use of SRP for halo orbit maintenance, however, for the remainder of the analysis presented here, the SRP is not included in the simulations.
Figure 7-5 illustrates the thrust profile generated by a 500kg satellite during the halo orbit maintenance manoeuvres illustrated in Figure 7-4. (The mass of the hub spacecraft was defined as a combination of the Darwin hub and the Master satellite masses (Table B-3, appendix B.2). The results indicate that the required thrust level can be achieved by cold gas milli-Newton thrusters.

Figure 7-4: Uncontrolled and Controlled Trajectories for the Darwin Halo Orbit in STK

Figure 7-5: Thrust Profile for Halo Orbit Maintenance
For comparison, controller gains were evaluated around the halo reference orbit for a similar scenario. Numerical solutions to equations (5-15) and (5-16) were evaluated by implementing them in Simulink, within the linear gravity gradient dynamics model (Figure 6-3), and propagating the system for one orbit. However, a full implementation of the results to investigate the cost of halo orbit maintenance using this technique is reserved for future work. The elements of the gain matrix for the same Q and R values defined above were found to be similar in proportion, with increase coupling in the z axis, as expected due to the coupling in the equations. For example, the initial gain matrix was given by equation (7-8).

\[
K_{LQR,TV} = \begin{bmatrix}
2.6201 & 2.0784 & -0.0055 & 7.5819 & -2.5271 & -0.0176 \\
1.5070 & 1.1497 & -0.0013 & 4.4042 & -1.4703 & 0.0122 \\
-0.0055 & -0.0013 & 0.0079 & -0.0017 & -0.0107 & 0.00005 \\
\end{bmatrix}
\]

For the following investigations, different gains were derived from the time invariant model since the benefits of applying the time varying gains were not clear, and fuel economy achieved may be masked by other aspects of the simulation.

### 7.2.2 Station Keeping for Spectroscopy

In the absence of corrective control, it was established in chapter 6 (Figure 6-7) that the degree of drift for a halo orbit (with a maximum amplitude of approximately 780000km in Y) from the analytical reference, over 20 days, was:

- 9854km in X (along the Sun-Earth line)
- 1044km in Y (in the ecliptic)
- 1150km in Z (out of the ecliptic)

The initial velocity of the spacecraft on the halo was approximately 342ms\(^{-1}\) (Table 6-5). For this test case, a design point was selected which would control a spacecraft offset from the halo orbit and gradually manoeuvre it back towards the reference halo trajectory in an optimal manner. Of particular interest was whether this could be achieved during precision station keeping spectroscopy modes using micro-Newton level thrust.

Formation flying requirements for an example spectroscopy task were defined in section 2.3.1.2 of chapter 2, but in this case, the gradual manoeuvre of the whole formation back to the halo reference orbit is considered (where halo orbit maintenance cannot be performed during a load-levelling manoeuvre). Equivalently, this can be considered in terms of the control of a single satellite in a halo orbit using very low thrust levels, appropriate for the station keeping spectroscopy task.

Implementation of this scenario in STK revealed that to achieve such low levels of thrust, the spacecraft (formation) would not be able to trace the prescribed halo trajectory. However, although a consistent halo trajectory was not obtained during the simulation, the spacecraft did not diverge from a near halo-type orbit with the control system provided (Figure 7-6).
7.3 Formation Flying in a Halo Orbit with Basic Guidance

Building upon the preliminary single satellite halo orbit control implementation in section 7.2, the stability of the region around the reference trajectory was investigated by evaluating the eigenvalues of the relative dynamics matrix around the Darwin halo (based on equations (7-2)). The loci representing eigenvalue variations around the halo orbit are illustrated in Figure 7-7. In all cases the open loop eigenvalues have real parts which transition between the positive and negative around the orbit, and therefore stability augmentation is required for formation control around L2.
In this section, the LQR design process summarised in section 7.2 using the relative dynamics models was repeated for a new design criterion which required higher gain control for relative trajectory following. In this case, the formation must remain tightly controlled to the relative motion trajectories prescribed by a guidance function, implemented in STK using the control and simulation system architecture introduced in section 7.1.

In this case a station keeping task and a formation rotation around the reference or hub satellite were investigated. In both cases the hub is allowed to remain free flying, and a guidance trajectory relative to the hub is implemented onboard a follower satellite (note that load-levelling is not considered).

**Station Keeping**

A station keeping manoeuvre (derived in chapter 2) was simulated in STK using one free flying satellite in a near-halo orbit, and a second satellite controlled relative to the first (to maintain a constant relative position offset), according to the following specifications:

- No permitted formation rotation
- Relative position maintenance to 1cm accuracy
- Formation baseline = 74.25m (x-axis separation)
- Manoeuvre duration = 6days

The basic LQR controller, tuned for precision trajectory following over short distances (compared to halo orbit maintenance), demanded a total $\Delta V$ of $10^{-5}$ m/s, and a thrust profile at the 0.01µN level for station keeping in the perturbed STK environment. Relative position was maintained to well within the 1cm requirements, experiencing only sub-millimetre position error.

**Rotation Manoeuvre**

The rotation manoeuvre specified in Table 2-12 was also implemented by providing a circular relative position trajectory and circumferential velocity to the follower satellite to force it to rotate about the free-flying reference. The following manoeuvre characteristics were specified:

- A rotation rate of 0.00333^o/sec (to be precisely maintained)
- Hub-telescope separation = 63.3m (half the maximum baseline)
- A 30hr manoeuvre duration for a 360^o formation rotation
- Relative position maintenance to 1cm accuracy

The resulting relative motion in the perturbed STK environment is illustrated in Figure 7-8. However, Figure 7-9 clearly shows that with the controller gains selected, the relative position accuracy is not achieved. In Figure 7-10, the thrust profile demonstrates that milli-Newton level thrust is required for this type of formation manoeuvre, and a total $\Delta V$ requirement of 0.125m/s was determined from the analysis. Further tuning of the controller is therefore required.
Figure 7-8: Relative Rotation of the Hub and Telescope for an Extrasolar Planet Detection Maneouvre

Figure 7-9: Position Error Associated with the Formation Rotation Maneouvre
7.4 Guidance Strategy for Load Levelling Manoeuvres

To manoeuvre a formation while balancing fuel or ‘load-levelling’ across the formation, it is necessary to define the concept of load-levelling as applied to this study more precisely. In this case the following definitions were considered:

- From an initially un-balanced configuration, the manoeuvre would drive the formation to be fuel-balanced by the end of the desired manoeuvre.
- Load-levelling is a mission-duration objective.

Sometimes it will not possible to achieve a completely balanced load-levelling manoeuvre due to the magnitude of the differences in fuel mass on each spacecraft, the relative masses of the spacecraft themselves, or other manoeuvring restrictions (for example, duration of manoeuvre, maximum individual spacecraft acceleration, maximum relative velocity).

The problem is therefore not as straightforward as it initially might appear. In this section, the guidance for a load-levelling formation expansion is derived. The manoeuvre specification was identified in chapter 2 and would be appropriate for the Darwin mission. The formation is assumed to comprise a number of telescopes in a planar formation with a central hub. The objective is, from an initial un-balanced state, to achieve a fuel-balanced formation following manoeuvres described in the following sections. Deriving the trajectories for collision avoidance and using optimisation routines, while important, is saved for future work.
7.4.1 Guidance Architecture

In order to formulate the load-levelling guidance strategy, the axes systems and reference points in which and about which the manoeuvres are derived must be defined. The combination of formation and halo-orbit maintenance is also considered in a load-levelling context.

Figure 7-11 illustrates the axis systems and reference points considered when deriving the formation load-levelling manoeuvres.

![Figure 7-11: Axis Systems and Reference Points for Load-Levelling Guidance](image)

The familiar halo reference orbit forms the reference point and axis system from which the centre of mass of the formation and an alternative virtual reference point termed the ‘centre of minimum fuel’ are measured. The location and definition of these virtual reference points are described below.

By mission definition (chapter 2), the Darwin formation is planar, and when prescribing relative motion between the telescopes and the hub, it is useful to reorient the axis system into this plane. The halo reference frame is aligned with the axes on the Sun-Earth barycentre line at L2 and can be easily converted into the formation plane at any pointing direction. During the science manoeuvres, the inertial pointing direction and therefore the plane of the formation must remain constant (gently slewing over time with respect to the halo/L2 axes to remain pointing at a target).

Control of the whole formation for halo orbit maintenance is performed by continually updating throughout the mission, the centre of mass of the formation. The key to achieving load-levelling during a manoeuvre is the identification of the centre of minimum fuel mass. This is calculated in the same manner as a centre of mass of the system, but instead only considers the mass of fuel onboard each spacecraft, or in the case of large differences in spacecraft mass across the formation, the ratio of the mass of
each spacecraft to the fuel it contains. In the latter case, this means that as a guidance manoeuvre is generated, the masses of the spacecraft themselves are also considered, rather than just the distances by which they have to travel as both factors contribute to the \( \Delta V \) consumed. The centre of minimum fuel mass is given by equation (7-9) with respect to the halo reference orbit in the halo orbit axis system where \( L \) is the distance between members of the formation and the halo reference orbit, \( \beta \) is the spacecraft fuel mass fraction, and \( m \) is the sum of the ‘lack of fuel’ (the total mass of fuel minus the fuel fraction, summed across the formation).

\[
CMF = \frac{\sum_{i=1}^{s} (1 - \beta_i) L_i}{\sum_{i=1}^{s} m_i}
\]  

(7-9)

In the (non-STK) load-levelling simulations, this is continually updated as fuel is used on the satellites, so that the degree of significance of the effect can be investigated. For the manoeuvres implemented in STK, the initial centre of minimum fuel (CMF) is assumed constant for the duration of that manoeuvre, and it is re-evaluated at the start of the next manoeuvre. For a more optimal solution, the variation in CMF during a manoeuvre must be taken into account. The size of the variation of centre of minimum fuel mass during the manoeuvre may be critical for a formation that is initially significantly unbalanced.

An additional important factor to consider in the selection of reference points is whether the virtual reference points are an appropriate place from which to generate guidance functions. It is unknown whether these virtual points could be instantaneously determined during a manoeuvre in practice, as all the spacecraft may be moving. For some manoeuvres it may only be possible to locate a reference point at one of the spacecraft, and define manoeuvres from there, although as sequences of manoeuvres build up, the reference spacecraft could switch as part of the load-levelling strategy.

During a manoeuvre, the relative motion guidance may be able to load-level across the formation, but the formation may drift in the vicinity of the halo reference orbit. This is a desired effect as to maintain a precise halo, for example by controlling the hub, and forcing all the telescopes to maintain position or manoeuvre relative to the hub, would be too costly. Instead, it is conceptually more appropriate for the centre of mass of the system to be considered the formation frame or ‘centre’ which must be maintained in the vicinity of the halo.

Integrating the halo maintenance into the forms of load-levelling guidance system proposed is not possible. It has been suggested for TPF (Gomez, Lo, Masdemont, and Museth, 2001) that that halo orbit maintenance could be integrated into the formation science manoeuvres for the TPF mission, but this did not require fuel balancing, and simply evaluated the thrust levels required to ascertain whether the appropriate levels of thrust for both types of manoeuvres could be simultaneously obtained. Also, it is known (Farquhar, Muhonen, Newman and Heuberger, 1980) that only periodic corrections are required to maintain a halo around the Sun-Earth L2 point. In this analysis, it is
therefore proposed that halo orbit maintenance is performed during station keeping science operations. In this case, the whole formation would be translated until the formation centre of mass is relocated to the halo reference (in this case the analytical solution is the reference halo, although in practice, and for a more detailed study, a numerical solution would be used).

### 7.4.2 Formation Expansion

In this subsection, the approach to load-levelling guidance for initial investigation of the problem is presented. Two formation expansion manoeuvres were described in chapter 2 (Table 2-12), and the proposed trajectory generation tool would be applicable to either. The trajectory expansion is performed from the centre of minimum fuel (CMF), evaluated at manoeuvre initialisation, and allowed to vary as fuel is used during the manoeuvre. By Newton’s laws of motion, the maximum acceleration required by each satellite is given by equation (7-10)

\[
a_{\text{max}} = - \frac{v_{\text{max}}^2}{d - v_{\text{max}} t_{\text{man}}} \tag{7-10}
\]

where \(d\) is the absolute distance a satellite must move, \(t_{\text{man}}\) is the duration of the manoeuvre, and \(v_{\text{max}}\) is the maximum relative velocity between the spacecraft. The manoeuvre limitations and requirements are given in relative terms, and therefore it is necessary to consider the following:

- Maximum absolute acceleration (according to maximum allowable thrust for each satellite)
- Maximum relative velocity between members
- Manoeuvre duration
- For what proportion of the manoeuvre a constant relative velocity between the satellites and the hub is required in order to perform science tasks.

The most efficient trajectory for this manoeuvre type has a bang-coast-bang profile with a constant mid-manoeuvre velocity. A relative position and velocity profile relative to the hub is provided to each telescope, and a manoeuvre profile is also provided to the hub to enable load-levelling across all the formation (and not just the telescopes). The hub profile is expressed relative to the centre of minimum fuel, but in the halo reference coordinates. Figure 7-12 illustrates the baseline expansion manoeuvre. These profiles can be followed using tight feedback control based on measured relative position data between the hub and telescopes. An alternative simulation model is currently under construction, which will not require STK to behave as the perturbing ‘real’ environment (although this research extends beyond the scope of this thesis). Instead increased visibility of the dynamics and control problem is preferred for early analysis. In addition, the ability to simulate multiple controlled and interacting spacecraft is required to investigate formation load-levelling and obtain meaningful results.
7.5 Discussion and Proposed Further Work

The results presented in this chapter represent the start of another fascinating phase of research which must be investigated in much greater detail in order to draw reliable conclusions. Part of the issue is the lack of visibility of the dynamics and effects of controller gains in the STK simulation environment. To date, the dynamics models derived in chapter 6 have not yet been exploited to their full potential, and it is proposed that these be used for more detailed offline formation manoeuvring studies prior to any further control system evaluations in STK. Initial findings have demonstrated that a simple LQR controller is not necessarily appropriate for all types of manoeuvre, and gain scheduling or mode switching within a more complicated control system is required to transfer between the nulling interferometry and extrasolar planet detection operational modes.

Early results have demonstrated that, using different controllers for different operational modes, halo orbit maintenance and formation rotation manoeuvres require thrust at the milli-Newton level, and high-gain precision station keeping manoeuvres can be performed at the micro-Newton thrust level for satellites with a relatively small separation. It is possible to maintain a near-halo orbit around L2 using low levels of thrust, but whether this can be achieved for a full mission lifetime, when only periodic
corrective manoeuvres can be applied between load-levelling modes, should be investigated.

The application of the relative dynamics model to a very basic LQR controller design has been successfully demonstrated, and a design and visualisation tool which will be useful for further research, has been developed using Matlab and STK. It is suggested that future load-levelling simulations be implemented in a Matlab environment to maximise visibility of the dynamics, and to enable time varying fuel mass to be fed back into the load-levelling control system.

The load-levelling strategy presented here for the baseline expansion manoeuvre can apply to any other type of formation manoeuvre. The critical concept is the role of load-levelling, which does not apply to every manoeuvre, and the use of a variable centre of minimum fuel mass as a reference point from which the balancing manoeuvres can be defined.

Some of the remaining tasks relating to this particular investigation have been identified as follows:

- Complete the load-levelling simulation tool in Matlab
- Adapt the tool for the more up-to-date Darwin configurations.
- Analyse a wider range of formation manoeuvres (include slewing).
- Investigate further the differences in simulation results (precision of formation maintenance, fuel consumption estimates) between an offline control system, designed using the derived dynamics models and STK.
- Augment the relative dynamics models to include relative attitude.
- Analyse further the benefits of applying feedback gains derived from the gravity gradient model (chapter 6), rather than the time invariant relative motion equations defined at L2.
- Investigate further the claim that relative position can be simultaneously controlled while performing halo orbit maintenance.
- Incorporate sensor noise and actuator limits into the controller design.
- Investigate the application of the gravity gradient relative motion model to navigation or relative trajectory generation.
- Combine load-levelling manoeuvre generation with the new gravity gradient dynamics model to take into account the local dynamic environment, and minimise fuel use further (possibly by dynamic model inversion).
- Combine fuel balancing strategies with overall fuel minimisation strategies to solve the global optimal control problem.
8 CONCLUSIONS AND FURTHER WORK

In this final chapter, the main findings of the research are summarised and conclusions are drawn. Proposed areas of future work relating to all the areas investigated in the thesis are also presented, although more detailed suggestions have often been presented during the discussion of results, conclusions or summary of the relevant chapter. Here, proposed further work is presented at a more general level.

8.1 Summary and Conclusions

The investigation process and results of three years of research have been presented in this thesis. Detailed investigations into satellite formation flying applications, systems, dynamics and control have been performed. Following the definition and role of satellite formation flying and a survey of current and future missions, a target mission with the purpose of detecting and characterising extrasolar planets was selected as a focus for the research. In the absence of an astronomy background, it was necessary to gain insight and understanding of the purposes of such a mission, and the techniques that could be applied to achieve the mission objectives. This is due to be published in a separate report (Roberts, 2006).

The spacecraft system and science application requirements were found to be critical to the formation flying dynamics and control analysis which has formed the ultimate focus of the research. Chapters 1 and 2 therefore present the background and motivation for the research, leading to the preliminary design of a Planet Imager mission and definition of formation manoeuvring requirements for science operations, and chapters 3 to 7 have focused on formation flying dynamics and control. In this section, a summary of the thesis is presented, and supplemented with a concise statement of the conclusions.

8.1.1 Thesis Summary

Defining satellite formation flying was not as straightforward as might be anticipated. Three types of spacecraft formation were identified, but a formation was only deemed to be formation flying when on-orbit position maintenance of the spacecraft was controlled through measured relative separation, combined with a minimal level of collective autonomy. The applications of the different types of formations were identified, and these could be broadly categorised into military, communications and scientific missions. In particular the science applications included:

- Simultaneous scientific field measurements
- Earth surveillance from LEO (by interferometry or aperture synthesis)
- Interferometry for astronomical observations

Following a survey of current and future formation flying missions, the third application was selected for further study, and in particular, the ESA Darwin mission. Darwin has the primary objective “to detect and study Earth-type planets and characterize them as
The mission aims to detect Earth-like planets in the Habitable Zone, determine planetary characteristics, and analyse the planetary spectrum. A second mission objective also exists to perform astrophysical imaging.

The complexity of the optical systems and the formation control problem associated with the operation of multiple telescopes as a single observatory was highlighted in chapter 2. Through the consideration of optical theory, the processes by which different types of single and multi-aperture optical systems capture astrophysical images, and perform extrasolar planet detection and spectral analysis was established and the findings are discussed in Roberts (2006). The ability of interferometry to increase the resolution of the optical system was established, although the dual application of extrasolar planet observation and astrophysical imaging using the same optical system remains a challenge at the high level system design. The former is more effectively achieved by pupil-plane interferometry, and the latter by image-plane interferometry, capturing image signals in the time and spatial domains respectively. The theory of nulling interferometry was ultimately applied to an interferometry mission design (discussed below), which aimed to remove the stellar light from the image to reveal the presence of a planet, by placing a zone of destructive interference in the transmission map over the bright star, thus enabling light from the dimmer planet to be detected.

Supported by a summary of the technical requirements and performance specifications for the Darwin mission, and significant background research into the optical, astronomical and astrobiological design drivers associated with interferometry mission design, the following tasks were performed:

- Derivation of suitable manoeuvres for a Darwin-type mission performing extrasolar planet detection, observation and characterisation.
- A preliminary Planet Imager mission design

The operational modes of the interferometer were established in order to appreciate the precision formation flying requirements, and to identify the necessary formation manoeuvres. However, the defined modes for Darwin were found to be limited to deployment, coarse baseline control, a fringe acquisition sequence requiring fine control, and a ‘staring’ high precision science mode. This provided the opportunity to derive additional formation flying manoeuvres appropriate for completion of the mission tasks, not already reported in the available literature. Additional modes based on the mission science objectives and on an appreciation of the optical systems were therefore identified. With a research objective to investigate load-levelling, formation manoeuvres including formation rotation, translation (expansion and contraction), slewing and station keeping, were defined for the astrophysical imaging and extrasolar planet detection and observation phases of a Darwin-type mission. In this case, emphasis was placed on the planet detection and spectroscopy phases.

Each manoeuvre type was identified as having a number of applications, and therefore constraints, depending on the science measurements being taken. For example, baseline expansion may take three forms:

- Large scale interferometer resolution adjustment during retargeting (probably combined with a slew).
- Relatively rapid formation expansion/contraction for u-v plane coverage during imaging.
- Precision relative manoeuvres during fringe acquisition.

The manoeuvre constraints are complicated further by load-levelling requirements (these were considered later in the research). The manoeuvres were quantified by defining suitable manoeuvre rates, relative positions, accelerations, thruster sizes and manoeuvre durations for each application.

Spacecraft data was drawn from the Darwin mission specifications and the manoeuvres were originally derived in the context of the six-telescope planar Darwin formation, however since performing the majority of the work, a new scaled-down Darwin mission has been proposed to achieve the same mission objectives with fewer telescopes. Although some of the system parameters (for example, spacecraft mass and maximum baseline), and manoeuvre rates and constraints may change slightly, similar manoeuvres are anticipated for both mission specifications.

A planet imager mission would be a natural successor to Darwin/TPF, and would also provide an unparalleled astrophysical imaging facility. The requirement for images of extrasolar planets, following their detection and atmospheric analysis by Darwin/TPF, is the next step in the process of identifying an extrasolar life-supporting environment. Spectroscopy primarily indicates the constituents of the planetary atmosphere, although some surface composition information from the ground may be deduced. Imaging, however, remains necessary to examine thoroughly the planet surface (in the absence of cloud) and it is anticipated that in the future, images will become increasingly important in the search for life as experience in the identification of surface features is gained.

In chapter 2, the results of a preliminary design of a nulling interferometry planet imaging mission capable of higher resolution than Darwin were also presented. The motivation for the study was to identify and evaluate some of the key optical and astrobiological design parameters for this large scale mission to highlight the challenges of both the nearer-term Darwin mission and a more futuristic interferometry mission.

Only a preliminary design was performed due to the refocus of the dynamics and control research to the nearer-term Darwin mission. However, the analysis and design revealed the significant increase in scale of the mission, and some of the challenges associated with this. Particularly salient were the issues of thermal control, the complexity of the formation flying problem due to the large number of apertures (or control of fewer extremely large apertures), and the development of image post-processing techniques to reduce imaging integration times. During the design, the following were considered:

- Star/Planet emission and contrast
- Photon capture at the aperture
- Resolution and baseline
- Starlight cancellation
- Observation wavelength and range
- Number and sizing of apertures
- CCD operation
- Fringe patterns / image reconstruction

The main findings of the design study are summarised in the list of conclusions. Analysis revealed that a formation of ‘sub-aperture’ nulling interferometer formations would be required to image an Earth-like planet orbiting a Solar-type star, separated by
1AU and at an observation distance of 25pc, and that the formation flying challenges are as great as the optical challenges. This is due to the increased number of satellites which must operate collectively and autonomously in a coordinated and efficient manner.

Having established the motivation, application, and justification for the research, a thorough survey of satellite formation flying dynamics and control literature was performed following a refocusing of the research towards the investigation of formation manoeuvres for a Darwin-type mission.

Initially, some of the wider aspects of guidance, navigation and control (GNC) systems, and in particular, relative navigation and thruster technologies, suitable for application in different gravitational environments were explored in conjunction with the formation flying missions survey in chapter 2. This highlighted the types of technology required for different formation flying missions and the abilities of sensor and actuation technologies to achieve different levels of precision. In addition, research presented in chapter 2 also highlights the nature of other closely related GNC research areas which although not investigated here, could easily be integrated with the modelling and control developments of chapters 4 to 7 (including for example, formation autonomy, sensor data fusion, control hierarchy). The role of simulation in the design of a formation flying mission GNC system was also identified as a precursor to hardware implementation and technology demonstration.

The context of the dynamics and control research performed in chapters 4 to 7 was set by a thorough survey of formation flying literature to identify potential areas for dynamics modelling and control development. The review covered both the basic theory of and advanced research work in satellite formation flying for both LEO and deep space, and the following topics were considered:

- Relative dynamics models
- Formation flying missions and further potential applications
- Formation design
- Orbit perturbations
- Formation flying guidance and control systems

For a LEO formation flying mission, the advantages and disadvantages of different techniques and reference frames for relative dynamics modelling were established, and for an interferometry application, a reference frame based at a circular reference orbit was found to be the most appropriate for precision formation flying metrology and control. Orbit perturbations and the magnitude of their effects on formation stability were investigated both in the literature, and through independent evaluation, and perturbations due to Earth oblateness ($J_2$) were found to be the most significant.

The potential to develop relative dynamics models incorporating the Earth oblateness effect was identified, initially as a development to early work on the MUSTANG mission at Cranfield University, and then for application to trajectory design and formation control analysis. Although the ultimate aim of the research was to investigate formation manoeuvring for the Darwin mission, the original objectives for performing research in LEO as a precursor to the dynamics and control investigation near the Sun-
Earth L2 Lagrange point were reinforced by the literature review. Many recent publications on the LEO formation flying problem, mainly stemming from rendezvous analyses, were available during early phases of the research, however, little material was available regarding formation flight around L2. At the outset it was therefore deemed necessary to investigate both fields of research. Detailed research objectives for the dynamics and control part of the thesis were formulated accordingly.

Dynamics and control analysis for a J₂ perturbed LEO formation was performed, and three mathematical models describing relative satellite motion were investigated:

- The Hill equations (no J₂ perturbation)
- A time invariant J₂ model originally proposed by researchers at MIT (Schweighart and Sedwick, 2002)
- A time varying J₂ model

All the models were verified against the Satellite Tool Kit (STK) Astrogator high precision numerical orbit propagator, and the effects of the perturbation due to J₂ on the absolute cluster motion and on relative motion were established. Analytical and numerical solutions of the models were investigated and initial conditions derived for bounded relative satellite motion in the presence of J₂. Following the evaluation of a number of verification test cases involving satellite separations in radial, along-track and cross-track directions, in J₂ invariant relative orbits, and circular and along-track formations, the ability of each model to capture relative satellite motion in the presence of J₂ was assessed. Test cases were also performed at a series of different inclinations, including equatorial, polar, critical, Sun synchronous, and others.

The time averaged and time varying J₂ models were found to achieve a similar performance for cluster motion relative to a circular reference orbit. However, unexpectedly, the time averaged model performed better than both the Hill equations and time varying J₂ model, but only for bounded motion conditions. The time varying J₂ model consistently performed better than the Hill equations, and unlike the time invariant models, for an along-track leader-follower formation, it captured the shape of the relative dynamics. Model limitations were established, and the time varying model was more robust to variations in operating conditions.

All three models were applied to continuous LQR controller design and performance assessment in the Satellite Tool Kit (STK) numerical orbit propagator environment which could incorporate a range of external disturbances in the simulation. A controlled follower satellite was forced to maintain a prescribed formation with respect to an uncontrolled reference or leader spacecraft. Fuel use and formation keeping precision were evaluated for the formation designs highlighted in the model verification process, and the effects of modifying well known natural relative motion trajectories to include the effects of the J₂ perturbation were evaluated. Formation keeping ∆V was found to be particularly sensitive to orbit inclination and the initial along-track cluster velocity. The LQR control systems maintained the formations in the presence of a range of orbit disturbances, in addition to the effects of J₂. The application of STK as an environment within which controlled formations could propagate was also established.

In chapter 6, a linearised gravity gradient model has been derived and evaluated for formation flying around the Sun-Earth L2 point. Initial model comparisons with STK
scenarios have been performed and satisfactory model behaviour achieved. The results of the gravity gradient model comparisons against a higher order model and numerical solutions in STK demonstrated that the linearised model is sufficiently accurate for controller design and relative motion analyses. In the final technical chapter of the thesis, and in support of one of the final research aims, the role of the L2 dynamics models (of chapter 6) in the design of simple LQR feedback control for formation flying around L2 is investigated. A preliminary evaluation of the controllers for the extrasolar planet detection and observation manoeuvres defined in chapter 2 was performed in STK, and the thrust levels required for different manoeuvres were established. Halo orbit maintenance was investigated, and considered in the context of both load-levelling and general science task manoeuvring. The concept of formation load-levelling is defined, and a guidance strategy for a load-levelling baseline expansion manoeuvre is derived. Due to the preliminary nature of this final study, a number of further work suggestions are proposed.

8.1.2 Conclusions

The following points provide a concise summary of the main findings and conclusions of the research at all stages. From the initial mission surveys and general familiarisation with the role and potential applications of satellite formation flying it was found that:

- To achieve a continual increase in mission performance, many applications will require a formation of satellites to replace a single satellite.
- However, although there are many benefits to using a distributed satellite system, this is not necessarily a less costly option.
- The use of multiple satellites for astronomy applications is essential if improved resolution is to be achieved, although this introduces many technical challenges.

Following the selection of an optical interferometry astronomy mission as a focus for the research it was found that:

- There is a general trend towards increased aperture size for single satellite observatories, and to achieve adequate resolution in the future, these will become impractical to launch and deploy with current or near-term launcher technology.
- A multi-satellite interferometer can achieve a significantly higher resolution that a single aperture telescope with a mirror diameter equal to the separation between the interferometer apertures, and is an ideal system for astrophysical imaging and extrasolar planet detection and observation.
- Interferometer resolution can be altered by adjusting the separation between elements of the formation, and this provides an opportunity to improve the resolution even further.
- By careful formation and manoeuvre design, apertures can be efficiently manoeuvred across the image plane to collect sufficient information to enable image reconstruction.
- Potential tools for extrasolar planet detection and observation include the nulling interferometer, and single and multi-aperture coronagraphs.
• In the Darwin time-frame, for a mission focussed on planet detection and spectral analysis, infrared nulling interferometry is the most appropriate multi-aperture technique.

• Observing planets in the infrared and visible wavelength regimes is complementary, and will highlight different features of the planet and its orbit, however, operations in the infrared require less precise optical instruments, and at this waveband, the star/planet contrast is reduced.

• Astrobiology research has enabled the identification of the life indicators, the characteristics of potentially habitable planets, the likelihood of the existence of other Earths, and other scientific drivers for planet detection and observation missions.

• The role of manoeuvres for interferometry applications has been established for the imaging and extrasolar planet detection and observation tasks.

• For planet detection and observation, formation rotation (for planet signal modulation), baseline variation (to alter the resolution of the interferometer), formation slewing (to retain an object in the field-of-view for the duration of an observation) and station keeping (to maintain the formation orbit) were identified.

• The feasibility of a planet imager mission has been investigated by the successful application of basic optical theory to the conceptual design of a large nulling interferometer with the objective of imaging any Earth-like planet identified by Darwin out to 25pc at a minimum resolution of 12x12 pixels.

The findings of the planet imager study demonstrated that:

• Implementing and operating a planet imager on this scale would be prohibitively costly in terms of technology readiness and scale. Given current estimates of noise contributions and the weak planet signal, an extremely large telescope collecting area is required in order to meet the short integration time.

• The justification for applying infrared nulling interferometry to a planet imager design did not take into account SNR issues which were found to be fundamental in driving the design requirements.

• A larger wavelength range than that selected for Darwin is required for a larger scale mission looking at more distant targets, as even fewer photons are gathered at the aperture per unit of observation wavelength.

• More specific technical challenges associated with the development of a planet imager mission include thermal control, particularly at the detector, the scale and complexity of the formation flying problem due to the large number of satellites (or the large mirror diameters required if fewer apertures are used), and the development of suitable optical systems and image production capability.

In the area of satellite formation flying dynamics and control:

• The role of relative dynamics models for formation flying GNC system analysis was established, and the need for simple (analytical where possible) and yet high-fidelity dynamics models was identified, including:
  o Linearised models for controller design.
  o High-fidelity models for advanced control laws designs, for example, predictive, model-following, or dynamic inversion control laws.
  o A tool for relative motion analysis, and controller evaluation.
Kalman filter design.
Relative trajectory generation (onboard).
To provide insight into the orbital dynamics.
Formation design and mission analysis to identify natural orbits which require as little correction as possible to maintain.

- The role of simulation in GNC system development, mission analysis and feasibility studies prior to ground or microgravity testbed, on-orbit technology demonstration or implementation on a full mission has been identified, and is an essential part of the design process, facilitating the investigation of more complex operations to achieve higher performance.

For the LEO dynamics model and control analysis:
- The time averaged J$_2$ model performed better than both the Hill equations and time varying J$_2$ models, but only for bounded motion conditions and specific inclination. However, it fails to capture coupling between in and out-of-plane relative motion dynamics.
- Modelling limitations were established for all three models.
- The poorer performance of the time varying J$_2$ model was unexpected. Investigative analysis of the limitations of the time varying J$_2$ model provided significant insight into the importance of initial conditions, relative drifts in the orbit elements due to J$_2$, and the effects of J$_2$ on relative motion at particular orbital conditions.
- The benefits of the new time varying model in capturing relative motion more accurately than the Hill equations were established.
- All the models were applied to LQR control system design through the development of the Matlab/STK interface. This was then applied to formation flying in the vicinity of the Sun-Earth L2 point.
- Formation keeping fuel use requirements were established for along-track and circular relative formations.

For the L2 dynamics model and control analysis:
- A survey of potential navigation and thruster systems revealed that FEEP or miniature cold gas thrusters, and a variety of relative navigation systems would be suitable for the precision formation flying task around L2.
- A suitable relative dynamics model for control system design was independently derived, and upon comparison to STK and a higher order model, was found to capture relative motion and the gravity gradient conditions around a halo orbit. However, the model was more susceptible to initial relative velocity conditions.
- Similar performance was achieved for the new linear model as the higher order analytical model for the test cases considered.
- The application of the L2 relative dynamics model to controller design has been successfully demonstrated, and a design and visualisation tool which will be useful for further research, has been developed.
- It is possible to simulate a controlled satellite formation in STK as long as continuous interaction between the systems is not required. This seriously limits the application of the propagator tool for load-levelling and other manoeuvre research.
Using the architectures derived, it is not possible to simultaneously perform halo orbit maintenance control and precision formation manoeuvring for a science application using a basic LQR control system as the thruster requirements differ too widely. However, simultaneous station keeping and ‘loose’ halo orbit maintenance can be performed.

- Different manoeuvres in the vicinity of L2 have different propulsion system requirements.
- A strategy for developing load-levelling guidance trajectories has been identified and applied to the design of a baseline expansion manoeuvre.

8.2 Further Work

The aim of this research was established and refined during the earlier phase of the study, and therefore ultimately focuses on the final stages of research. The aim was defined as follows (chapter 1):

To assess the feasibility of achieving high precision formation flying of a fleet of satellites in both the Low Earth Orbit and Lagrange point (L2) environments using a variety of dynamics models which can be compared and contrasted. Ultimately, the satellites need to operate autonomously and hold position sufficiently accurately to enable them to perform the appropriate formation manoeuvring and optical interferometry tasks associated with imaging a distant extrasolar planet from L2, in support of an ESA Darwin-type mission.

Within the stated aim, a number of objectives were defined and these are summarised below:

- To develop, evaluate and validate analytical and time varying formation flying dynamics models for multiple spacecraft operating in different orbits (in LEO and within the three body problem, in particular near L2) so that their relative motion can be calculated when they are subject to a range external disturbances.
- To develop robust, stable and practical control laws which will enable precise relative position maintenance of the satellite formation in the presence of disturbances.
- To calculate the fuel required to maintain these orbits.
- To extend the guidance and control laws to meet more detailed mission requirements, including manoeuvring to perform specific imaging and spectroscopy tasks.
- To apply the L2 formation flying model to the problem of ‘load-levelling’.
- To develop the necessary software to visualise multiple satellites interacting and formation flying in a ‘real space’ perturbed numerical orbit propagator environment.

The objectives have been met within the limits of the available simulation tools and time, and at each stage, the justification for the research and analysis has been presented. However, the analysis has revealed many areas for further investigation and research. These are summarised below, firstly in relation to the general research area.
associated with an optical interferometry mission, and secondly, in relation to dynamics, control and simulation for satellite formation flying.

**Interferometry Mission Analysis**

Following the preliminary mission design, it is clear that there are many opportunities to develop further the relationship between imaging processes, optical system design and formation flying dynamics and control.

- During the planet imager design, image processing and reconstruction techniques, and simulations of the optical systems were not performed. In order to demonstrate fully the feasibility of a nulling interferometer and integrate image quality metrics with formation flying manoeuvre design and formation control, further analysis of image processing, (for example, time scales and attainable quality) would be required. Image quality could also be measured as a feedback control parameter for the generation of guidance functions for autonomous formation manoeuvres.

- Review and investigate further proposals by Hyland (2001) to avoid the need for actively transmitting light to the hub and interfering it. It is suggested that image reconstruction techniques can be used to replace stringent precision formation flying requirements.

The following are also proposed for further work:

- Repeat a preliminary planet imager design based on the hypertelescope concept (Roberts, 2006) to contrast the optical system requirements directly with the nulling interferometer presented in chapter 2.

- Design a visible light coronagraph and interferometer to establish whether planet imaging could be achieved using fewer telescopes compared to the infrared interferometer. Imaging a planet in the visible will provide greater contrast between continents and oceans, although circulation, indicated by temperature variation across the planetary surface can be determined more easily in the infrared.

- Perform a preliminary thermal analysis of a planet imager to see if the low temperatures can be achieved for the optical systems using sun shields and thermal insulation.

- Define further and quantify more accurately noise contributions to the SNR calculations as the SNR directly influences to so many aspects of the conceptual design.

**Formation Flying Dynamics and Control**

Following the detailed analysis of relative dynamics models, and their application to GNC system design and evaluation, proposed future work is summarised below.

In Low Earth Orbit:

- Investigate further the differences between the time averaged and time varying $J_2$ models to build upon the findings detailed at the end of chapter 4. Here it was found that the gradient terms in the model (evaluated by deriving a tensor in spherical coordinates) multiplied between the separation between the satellites were not equal to the absolute differences between the forces acting at each satellite. This may clarify why the time varying model did not demonstrate the level of modelling improvement expected.
• For all models, further improvements in model fidelity could be investigated, although this would not significantly affect LQR controller design and performance.
• It is important to be able to measure both absolute and relative positions and velocities in both LEO and at L2. Although the orbit determination challenges of these two regions differ, the sensitivity of the formation behaviour to the initial conditions, particularly in LEO, means that to provide, for example, the additional ‘circularising’ $\Delta V$ to a formation to minimise formation keeping fuel use, accurate orbit determination is required. The practical implementation of this should be considered.
• Investigate LEO formation manoeuvres and applications.
• Integrate the relative dynamics models with relative navigation systems, and implement these in the formation flying scenarios to gain a truer estimate of formation flying fuel consumption for different control systems and architectures in both LEO and at L2.

For the L2 dynamics and control research:
• Investigate orbit determination strategies for formation flying near L2 for application to interferometry missions of both Darwin and Planet Imager size.
• The relative dynamics model fidelity could be improved by incorporating relative disturbances and considering the elliptical restricted three body problem or higher order terms.
• The relative dynamics model should be augmented to include relative attitude.
• It is proposed that the development of a new tool be continued (to replace STK) specifically for load-levelling manoeuvre analysis.
• Extend formation manoeuvring analysis to solve optimal trajectory generation problems for the manoeuvres with fewer constraints (to tackle the global fuel use optimisation problem).
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Appendix A - Satellite Formations and Formation Flying Missions

This section includes tabulated mission summaries and supporting references for the formation flying missions survey. The information contains acronyms, either defined in the table itself, or in section A.1, and cross-references to a supporting references section (A.3).

- Table A-1: Current Formation Flying Missions
- Table A-2: Examples of Current and Future Satellite Formations (Note: these satellites are not actually formation flying according to the definition in section 2.1.1)
- Table A-3: Future Formation Flying Missions
- Table A-4: Recent University Formation Flying Mission Studies

A.1 Acronyms

AFOSR     Air Force Office of Scientific Research (US)
AFRL      Air Force Research Laboratory (US)
CALIPSO  Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observations
DARPA   Defence Advanced Research Projects Agency (US)
DoD       Department of Defence (US)
EOS      Earth Observing System
ESA      European Space Agency
ESE      Earth Science Enterprise
ESSP     Earth System Science Pathfinder (NASA Initiative)
EUMETSAT European Organisation for the Exploitation of Meteorological Satellites
GSFC    Goddard Space Flight Centre
JPL      Jet Propulsion Laboratory
LEO      Low Earth Orbit
LESIA    Laboratoire d’Etudes Spatiales et d’Instrumentation en Astrophysique
LPCE    Laboratoire de Physique et Chimie de l’Environement
MEO      Medium Earth Orbit
MIT      Massachusetts Institute of Technology
NOAA     National Oceanic and Atmospheric Administration
NMP      New Millennium Programme (NASA)
NPOESS  National Polar-orbiting Operational Environmental Satellite System
OCO      Orbiting Carbon Observatory
ODL      Optical Delay Line
PARASOL  Polarization and Anisotropy of Reflectances for Atmospheric Science coupled with Observations from a Lidar
\( R_e \)  Earth Radius
SEC      Sun-Earth Connection Programme (NASA)
SEM      Space Environment Monitor
STP      Solar Terrestrial Probes Missions
TBD      To Be Determined
UNP     University Nanosatellite Programme (US)
## A.2 Satellite Formations and Formation Flying Mission Details

Table A-1: Current Formation Flying Missions

<table>
<thead>
<tr>
<th>Mission (Programme)</th>
<th>Launch</th>
<th>Formation Type (No. Satellites)</th>
<th>Orbit</th>
<th>Objectives/ Technology Demonstrated</th>
<th>Main Supporting Organisations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>EO-1</strong>&lt;sup&gt;c,d,e,g&lt;/sup&gt; Earth Observing-1 (NMP)</td>
<td>2000</td>
<td>Ground-track Leader-Follower (2)</td>
<td>LEO r = 705km circular, sun-synchronous orbit</td>
<td>Demonstrate Enhanced Formation Flying (EFF)</td>
<td>NASA GSFC, JPL, Stanford University, Phillips Laboratory, SPA, Microcosm, A.I.Solutions, US Geological Survey.</td>
</tr>
<tr>
<td><strong>Landsat 7</strong>&lt;sup&gt;*b&lt;/sup&gt; Land Remote Sensing Satellite</td>
<td>1999 -current</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>GRACE</strong>&lt;sup&gt;a,b&lt;/sup&gt; Gravity Recovery and Climate Experiment (ESSP)</td>
<td>2002 -current</td>
<td>Along-track Leader-Follower (2)</td>
<td>LEO r = 485km i = 89°</td>
<td>Maintain ~220km along-track separation. Achieving 170-270km separation and make gravity field measurements using micron level accuracy inter-satellite range measurements. Support oceanography and other scientific research.</td>
<td>NASA (ESSP Initiative) DLR (Germany) JPL (Caltech)</td>
</tr>
<tr>
<td><strong>TechSat 21 Flight Experiment</strong>&lt;sup&gt;d,k&lt;/sup&gt;</td>
<td>2003</td>
<td>Cluster (3)</td>
<td>LEO r = 600km</td>
<td>Microsatellites must accurately maintain 500m separation.</td>
<td>AFRL, AFOSR, University Nanosatellite Programme, MIT.</td>
</tr>
</tbody>
</table>

Table A-1: Current Formation Flying Missions
Table A-2: Examples of Current and Future Satellite Formations

<table>
<thead>
<tr>
<th>Mission (Programme)</th>
<th>Launch</th>
<th>Formation Type (No. Satellites)</th>
<th>Orbit</th>
<th>Objectives/Technology Demonstrated</th>
<th>Main Supporting Organisations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>POES</strong>&lt;sup&gt;a&lt;/sup&gt; (Polar-orbiting Operational Environmental Satellite)</td>
<td>1988 to 2002</td>
<td>Constellation (2 currently operational, POES -16,17)</td>
<td>LEO $r = 830$-$870$km Polar orbits</td>
<td>Storm tracking. Long range weather forecasting. Global data measurement for resource management (e.g. industrial expansion, population growth) and environmental research. Monitoring ozone levels.</td>
<td>National Oceanic and Atmospheric Administration (NOAA), UK, France. (NPOESS and EUMETSAT)</td>
</tr>
<tr>
<td>NOAA-11 to NOAA-17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NOAA-N</td>
<td>2005</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>METOP-2</td>
<td>2006</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NOAA-N'</td>
<td>2007</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>METOP-1</td>
<td>2010</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>METOP-3</td>
<td>2015</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>GOES</strong>&lt;sup&gt;b&lt;/sup&gt; (Geo-stationary Operational Environmental Satellites)</td>
<td>1995 -x</td>
<td>Constellation (2 currently operational, GOES-10,12)</td>
<td>GEO</td>
<td>Weather imagery and atmospheric sounding for weather forecasting. Monitoring space weather using SEM. Measure X-rays, magnetic field primarily to detect onset of solar flares.</td>
<td>National Oceanic and Atmospheric Administration (NOAA), NASA.</td>
</tr>
<tr>
<td>GOES-8</td>
<td>1997</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GOES-10</td>
<td>2001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GOES-12</td>
<td>2005</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GOES-N</td>
<td>2007</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GOES-O</td>
<td>2008</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GOES-P</td>
<td>2012</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GOES-R</td>
<td>2014</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>The Afternoon ‘A-Train’ Constellation</strong></td>
<td>----</td>
<td>Leader-Follower Train Constellation (5)</td>
<td>LEO $r = 705$km $i = 98^\circ$ polar sun-synchronous orbit</td>
<td>Individual satellites in the same orbit, with 15 minute separations between lead and trailing satellites (and 15 second separation between Cloudsat and CALIPSO). Each satellite studies different aspects of Earth atmosphere, in the order listed: Carbon dioxide concentration, the water cycle, the role of clouds in climate regulation, the role of aerosols in the atmosphere, the use of polarisation to study the surface/atmosphere, and to monitor air quality, ozone and climate change.</td>
<td>NASA GSFC, CNES (Centre National d’Etudes Spatiales)</td>
</tr>
<tr>
<td>OCO</td>
<td>2002</td>
<td>Aqua</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aqua Cloudsat</td>
<td>2005</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CALIPSO&lt;sup&gt;*&lt;/sup&gt;</td>
<td>2005</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PARASOL</td>
<td>2004</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aura&lt;sup&gt;4,6&lt;/sup&gt;</td>
<td>2004</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(NASA EOS, ESE, ESSP)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constellation</td>
<td>Year</td>
<td>Constellation</td>
<td>LEO</td>
<td>Mission Details</td>
<td>Partners</td>
</tr>
<tr>
<td>---------------</td>
<td>------</td>
<td>---------------</td>
<td>-----</td>
<td>----------------</td>
<td>----------</td>
</tr>
<tr>
<td>COSMICbb.9 Constellation Observing System for Meteorology Ionosphere and Climate and FORMOSAT-3 (Taiwan)</td>
<td>2005</td>
<td>Constellation (6)</td>
<td>LEO ( r = 400\text{km} - 800\text{km} )</td>
<td>Atmospheric sounding using radio occultation measurements to determine atmospheric parameters. Also will make geodetic measurements</td>
<td>USA and Taiwan.</td>
</tr>
<tr>
<td>NPOESScc National Polar-orbiting Operational Environmental Satellite System</td>
<td>2008</td>
<td>Constellation (5)</td>
<td>LEO Operate in 2-3 orbital planes (includes POES)</td>
<td>Convergence of POES and DMSP (Defence Meteorological Satellite Programme), also METOP and other specialised satellites. Provide complete global coverage of environmental conditions.</td>
<td>NASA, NOAA, DoD, partners with NASDA and EUMETSAT.</td>
</tr>
<tr>
<td>GPM Global Precipitation Measurement Constellation</td>
<td>TBD (was initially 2007-2012)</td>
<td>Constellation (~5)</td>
<td>LEO ( r = 510\text{km} ) Near polar Sun-synchronous orbit (for primary)</td>
<td>Determine the global rainfall distribution with improved accuracy. Improve accuracy of global and regional weather prediction models for forecasting and flood hazard prediction. (Improve storm monitoring and understanding of flash floods). Using precipitation radar and microwave radiometers.</td>
<td>NASA, NASDA (Japan), ESA</td>
</tr>
<tr>
<td>Fuego (Earth Watch) Demonstrator</td>
<td>TBD</td>
<td>Constellation</td>
<td>LEO</td>
<td>Detection and monitoring of forest fires</td>
<td>EC, ESA, European Companies</td>
</tr>
<tr>
<td>TWINSzz Two Wide-angle Imaging Neutral-atom Spectrometers</td>
<td>2005</td>
<td>Constellation (2)</td>
<td>2 separate Molniya Orbits ( i = 63.4^\circ ) ( r_{apogee}=7.2R_E )</td>
<td>Perform stereoscopic imaging of the magnetosphere</td>
<td>NASA SEC, Los Alamos National Laboratory, Southwest Research Institute USA.</td>
</tr>
<tr>
<td>Mission Name</td>
<td>Year</td>
<td>Constellation</td>
<td>Orbit Parameters</td>
<td>Mission Details</td>
<td>Agency</td>
</tr>
<tr>
<td>------------------------------</td>
<td>------</td>
<td>---------------</td>
<td>------------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>-------------------------</td>
</tr>
<tr>
<td>ST-5&lt;sup&gt;e&lt;/sup&gt;</td>
<td>2005</td>
<td>Constellation (3)</td>
<td>GEO r ~ 30000km</td>
<td>Demonstrate new technologies: e.g. long life Li-Fe batteries, autonomous formation flying and comms. instrument, GPS relative positioning, MEMS chip for attitude control. Precurser for MagCON Mission. Measure effect of Solar activity on Earth Magnetosphere. Demonstrate ability to autonomously identify scientific events and perform cooperative data acquisition. Commanded from the ground during mission, except for one week of autonomous behaviour demonstration.</td>
<td>NASA New Millennium Programme. GSFC.</td>
</tr>
<tr>
<td>Magnetospheric Constellation Mission (MagCON)&lt;sup&gt;v&lt;/sup&gt;</td>
<td>---- (was 2010)</td>
<td>Constellation/Swarm (50)</td>
<td>Nested elliptical orbits at low inclination. r = 3x7R&lt;sub&gt;E&lt;/sub&gt; to 3x40R&lt;sub&gt;E&lt;/sub&gt; and 1-2R&lt;sub&gt;E&lt;/sub&gt; satellite separation</td>
<td>Characterise magnetotail dynamics. Discover how magnetotail stores, transports and releases matter and energy. Understand the effects of the Solar wind on the magnetotail.</td>
<td>NASA SEC/STP, GSFC, Boston University.</td>
</tr>
<tr>
<td>GPS</td>
<td>1978-1994</td>
<td>Constellation (24)</td>
<td>Circular r~20200km i=55° 6 orbit planes, each x4 satellites</td>
<td>Provide global navigation coverage. Signals are triangulated to determine locations on Earth of receivers. (Same as GLONASS)</td>
<td>US DoD (Department of Defence)</td>
</tr>
<tr>
<td>GLONASS&lt;sup&gt;®&lt;/sup&gt;</td>
<td>1982-1998</td>
<td>Constellation (24)</td>
<td>Circular r=19140km i=64.8° 3 orbit planes separated by 120°, each x8 equally spaced satellites</td>
<td>Provide global navigation coverage. Signals are triangulated to determine locations on Earth of receivers. (Same as GPS)</td>
<td>Russian Federation Ministry of Defence</td>
</tr>
<tr>
<td>Mission (Programme)</td>
<td>Launch</td>
<td>Formation Type (No. Satellites)</td>
<td>Orbit</td>
<td>Objectives/Technology Demonstrated</td>
<td>Main Supporting Organisations</td>
</tr>
<tr>
<td>----------------------------------------------------------</td>
<td>------------</td>
<td>---------------------------------</td>
<td>-------</td>
<td>---------------------------------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------</td>
</tr>
<tr>
<td><strong>GALILEO</strong></td>
<td>2005-2008</td>
<td>Constellation (30)</td>
<td>MEO</td>
<td>Global navigation. Search and rescue facility.</td>
<td>European Commission (EC) and ESA. (involvement with EU, China, India, possibly Canada, Brazil, Korea)</td>
</tr>
<tr>
<td><strong>Communications</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Iridium</td>
<td>2001</td>
<td>Constellations (66)</td>
<td>LEO</td>
<td>Provide global, mobile satellite voice and data relay.</td>
<td></td>
</tr>
<tr>
<td>Globalstar</td>
<td>2000</td>
<td></td>
<td>LEO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Teledesic</td>
<td>----</td>
<td></td>
<td>MEO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Odyssey</td>
<td>~1990</td>
<td></td>
<td>MEO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Skynet 4</td>
<td>2005/6</td>
<td></td>
<td>LEO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Skynet 5&lt;sup&gt;st&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Table A-2: Examples of Current and Future Satellite Formations</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mission (Programme)</th>
<th>Launch</th>
<th>Formation Type (No. Satellites)</th>
<th>Orbit</th>
<th>Objectives/Technology Demonstrated</th>
<th>Main Supporting Organisations</th>
</tr>
</thead>
<tbody>
<tr>
<td>XEUS&lt;sup&gt;flight&lt;/sup&gt;</td>
<td>2010+</td>
<td>Leader-Follower (2)</td>
<td>L2</td>
<td>Detect and study black holes and dark matter. Mirror and detector will maintain a 50m separation, equal to focal length. Will achieve 1mm relative position accuracy or 100µm post observation reconstruction. Will operate with 10m² collecting area at 1keV and spectral resolution over large range 0.1-80keV.</td>
<td>ESA, ISAS (Institute of Space and Astronautical Science, Japan).</td>
</tr>
<tr>
<td>X-ray Evolving Universe Spectroscopy Mission</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(ESA Horizons 2000)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constellation – X&lt;sup&gt;ii,iii,ii,kk&lt;/sup&gt;</td>
<td>2011</td>
<td>Cluster (4)</td>
<td>L2</td>
<td>Observe and trace evolution of supermassive black holes, investigate dark matter, and how matter releases energy close to the event horizon. Measure elements dispersed by stellar explosions. Each telescope has diameter 1.6m and focal length 10m.</td>
<td>NASA, GSFC.</td>
</tr>
<tr>
<td><strong>Generation-X</strong>&lt;br&gt;(NASA’s former “Structure and Evolution of the Universe” theme).</td>
<td>2020+</td>
<td>Cluster (6)</td>
<td>L2</td>
<td>Meet a broad range of scientific objectives e.g. evolution of quasars, accretion disks, star flares. Resolution will be improved from Constellation-X. 6 telescopes have diameter 4.5m. Focal length ideally increased to 150m. Proposed Alternative by Gorenstein (2000): Formation comprises 1 large 30m diameter telescope, and a variety of smaller detectors. Focal length will be increased 300m.</td>
<td>NASA, GSFC</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td><strong>LISA</strong>&lt;br&gt;Laser Interferometer Space Antenna</td>
<td>2012</td>
<td>Cluster (3)</td>
<td>Heliocentric (Earth trailing orbit) r_e=149.6x10^6km 5million km separation.</td>
<td>Detect and observe gravitational waves from massive black holes and galactic binaries. Element of formation flying in eliminating any external disturbance effects on proof masses inside the spacecraft (drag free control). Formation behaves as Michelson interferometer. Spacecraft control must be to micrometer precision – use FEEP µN thrusters.</td>
<td>ESA, NASA</td>
</tr>
<tr>
<td><strong>Magnetospheric Multiscale Mission (MM)</strong>&lt;br&gt;(STP)</td>
<td>2010</td>
<td>Cluster (4)</td>
<td>Varying TBD</td>
<td>Tetrahedral formation with variable baseline from 1km to several R_e. Determine the basic small-scale plasma processes which control the structure and dynamics of Earth’s magnetosphere.</td>
<td>NASA SEC</td>
</tr>
<tr>
<td><strong>GEC</strong>&lt;sup&gt;3&lt;/sup&gt; Geospace Electrodynamic Connections Mission (STP)</td>
<td>2011</td>
<td>Cluster (4)</td>
<td>High inclination r=200-2000km</td>
<td>‘Dipping’ satellites with 10km-1/4 orbit separation, dipping to 130km altitude in ‘string-of-pearls’ and ‘petal’ formations. Satellites will communicate and operate autonomously. Makes simultaneous measurements of energy transfer between ionosphere and thermosphere.</td>
<td>NASA SEC</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td><strong>SMART-3</strong>&lt;sup&gt;pp, vv&lt;/sup&gt; Small Missions for Advanced Research in Technology 2010</td>
<td>Leader-Follower/Cluster (3)</td>
<td>GTO Elliptical orbit</td>
<td>Formation flying demonstrator for Darwin (TPF).</td>
<td>ESA (possibly joint with NASA)</td>
<td></td>
</tr>
<tr>
<td><strong>Darwin</strong>&lt;sup&gt;9n&lt;/sup&gt; (IRSI) Infrared Space Interferometer 2015</td>
<td>Cluster (4)</td>
<td>L2 Lissajous</td>
<td>Perform nulling interferometry for high resolution astronomy and extra-solar planet detection and observation. All satellites will simultaneously point at the same object. Telescope mirror diameters are 3.15m. Satellite separation will be 15-50m, maintaining nanometre relative position accuracy with onboard ODL control.</td>
<td>ESA Science Mission (programme may be combined with NASA TPF mission).</td>
<td></td>
</tr>
<tr>
<td><strong>TPF</strong>&lt;sup&gt;tt, uu, vv&lt;/sup&gt; Terrestrial Planet Finder Mission 1: <strong>TPF-C</strong> 2014</td>
<td>Single Satellite</td>
<td><strong>TPF-C</strong> Single satellite visible light coronagraph with mirror size 6mx3.5m</td>
<td>NASA, Origins Programme, JPL.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mission 2: <strong>TPF-I</strong> 2018</td>
<td>Cluster (5)</td>
<td><strong>TPF-I</strong> Formation flying infrared interferometer for high resolution astronomy and extra-solar planet detection and characterisation (150 stars up to 45 light years away). Formation comprises 4 telescopes each of 4m diameter operating in a 70-150m array, and a single beam combiner.</td>
<td>NASA Origins Programme, JPL and ESA.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mission (Programme)</td>
<td>Formation Type (No. Satellites)</td>
<td>Orbit</td>
<td>Objectives/Technology Demonstrated</td>
<td>Main Supporting Organisations</td>
<td></td>
</tr>
<tr>
<td>---------------------</td>
<td>---------------------------------</td>
<td>-------</td>
<td>-----------------------------------</td>
<td>------------------------------</td>
<td></td>
</tr>
<tr>
<td><strong>Life Finder</strong>&lt;sup&gt;ww&lt;/sup&gt;</td>
<td>Beyond 2020 Cluster TBD</td>
<td>Array of more sensitive telescopes than TPF. Produce high resolution infrared spectra of distant planet atmospheres. Observe seasonal variations in chemical composition and identify life signs.</td>
<td>NASA, Origins Programme, JPL.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Planet Imager</strong>&lt;sup&gt;xx,yy&lt;/sup&gt;</td>
<td>Beyond 2020 Cluster TBD</td>
<td>Produce pictures of single planets at much higher resolution than any preceding mission. Proposed formation comprises 5 interferometer configurations of 4 telescopes, each telescope being 8m in diameter, and each configuration being distributed along a parabola of baseline 6000km with a beam combiner at the focal point (to generate a 25x25 pixel planet image).</td>
<td>NASA, Origins Programme, JPL.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table A-3: Future Formation Flying Missions

Table A-4: Recent University Formation Flying Mission Studies

<table>
<thead>
<tr>
<th>Mission (Programme)</th>
<th>Formation Type (No. Satellites)</th>
<th>Orbit</th>
<th>Objectives/Technology Demonstrated</th>
<th>Main Supporting Organisations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Orion</strong>&lt;sup&gt;1&lt;/sup&gt;</td>
<td>Cluster (6)</td>
<td>LEO</td>
<td>Microsatellite testbed. Proposed formation flying demonstrator for Carrier-Phase Differential GPS (CDGPS) relative navigation.</td>
<td>Stanford University/MIT, GSFC, AFRL.</td>
</tr>
<tr>
<td><strong>MUSTANG</strong>&lt;sup&gt;2&lt;/sup&gt;</td>
<td>Leader-Follower (2)</td>
<td>LEO</td>
<td>Microsystems Technology demonstration. Demonstration of formation flying for a large cluster.</td>
<td>BNSC, Cranfield University, Southampton University, Astrium UK, Oxford University, Cambridge University, Imperial College.</td>
</tr>
<tr>
<td>Program Name</td>
<td>Stage</td>
<td>Orbits</td>
<td>Mission Details</td>
<td>Funding Sources</td>
</tr>
<tr>
<td>--------------</td>
<td>-------</td>
<td>--------</td>
<td>----------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>SNAP-1† /Tsinghua-1</td>
<td>Leader-Follower (2)</td>
<td>LEO</td>
<td>Rendezvous and formation flying</td>
<td>SSTL Surrey Satellite Technology Ltd.</td>
</tr>
<tr>
<td>University Nanosatellite Programme°4,5, 13 (UNP)</td>
<td>Cluster (up to 35 clusters of 8 microsatellites)</td>
<td>LEO</td>
<td>Supporting TechSat 21 (Cancelled in 2003)</td>
<td>US DoD, AFOSR, NASA DARPA, Lockheed Martin, other companies.</td>
</tr>
<tr>
<td>3°Sat4 Three Corner Sat (UNP)</td>
<td>Leader-follower (3)</td>
<td>LEO</td>
<td>Identical nanosatellites demonstrating stereo imaging of clouds, dust storms etc. Satellites collaborate, operating as a network and ‘virtual formation’ using innovative command and data handling, but do not maintaining precise spatial formation. Satellites use cellular phone constellations for communication links.</td>
<td>Arizona State University, University of Colorado, New Mexico State University</td>
</tr>
<tr>
<td>EMERALD° Electromagnetic Radiation and Lightning Detection (UNP)</td>
<td>Leader-Follower (2)</td>
<td>LEO</td>
<td>Validate formation flying technologies. Satellites deploy from stacked single entity into tethered formation, and then tether is cut to permit true formation flying. Will fly in 3-satellite formation with the Orion-1 microsatellite (See Orion project above). Demonstrate autonomous formation flying using CDGPS for relative navigation and onboard orbit determination.</td>
<td>Santa Clara University, Stanford University</td>
</tr>
<tr>
<td>Constellation Pathfinder&lt;sup&gt;4&lt;/sup&gt;</td>
<td>Cluster (3)</td>
<td>Constellation Pathfinder&lt;sup&gt;4&lt;/sup&gt; Programme supporting NASA’s SEC Magnetospheric Constellation Project (UNP)</td>
<td>Fly 3 picosatellites (&lt;1kg) to demonstrate the feasibility of coordinating a fleet of hundreds of small satellites to measure magnetic field strength and direction throughout the Earth’s magnetosphere and magnetotail.</td>
<td>Boston University (also developed sensors for the Cluster mission currently flying)</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
</tbody>
</table>

| ION-F<sup>3</sup><br>Ionospheric Observation Nanosatellite Formation (UNP) | Leader-Follower (3) | LEO | Simultaneous examination of electron density of the Earth’s ionosphere and ionospheric effects on communications signals. Fly in leader-follower along-track and ground-track formation at 1km separation and perform manoeuvres (to be decided). | Utah State University (USUsat), University of Washington (Dawgstar), Virginia Tech (HokieSat) |

Table A-4: Recent University Formation Flying Mission Studies

### A.3 Mission References


Notes: Website no longer available


13 Martin, M., Cobb, R., Peffer, A., Ganley, J., Campbell, M., and Hall, C.e.al. (1999), 'University Nanosatellite Program', *International Astronautical Federation Specialists Symposium: Novel Concepts for Smaller, Faster and Better Space Missions*, Redondo Beach, California,


Notes: Same material as on webpage viewed in February 2002


NASA Origins Website (2000), *Planet Imager Mission*, available at:
Notes: Website no longer available

ESA Website (2004c), *Earth Watch: The Living Planet Programme*, available at:
http://www.esa.int/export/esaLP/M0HVCKSC_earthwatch_0.html#subhead6 (accessed 2005).


TWINS Websites (2004), *TWINS: Two Wide-Angle Imaging Neutral-Atom Spectrometers*, available at:
Appendix B – The Darwin Mission: Technical Requirements

This section provides a summary of the technical requirements and specifications for the ESA Darwin mission, representing a snapshot of the mission status in the 2002-2003 timeframe. This information is used in chapter 2 (sections 2.2.4 and section 2.3) to support the formation manoeuvres design and Planet Imager formation design. The contents of the following tables are referenced in full in the thesis ‘References’ section.

- Table B-1: Planet Detection and Characterisation Phase
- Table B-2: Astrophysical Imaging Phase
- Table B-3: Darwin Subsystems and Mass
### B.1 Formation and Spacecraft Mission Level Design Requirements

#### Table B-1: Planet Detection and Characterisation Phase

<table>
<thead>
<tr>
<th>Specification</th>
<th>Target Mission Parameters</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observation Distance(^a)</td>
<td>Minimum 10pc, desired 25pc</td>
<td>For direct detection of an Earth-like planet at a black body temperature of (~300K), circling a G2 (Solar-type) star. Upper limit is preferable to enable a significant number of targets to be detected and observed.</td>
</tr>
<tr>
<td>Operating Wavelength(^b)</td>
<td>Infrared 6(\mu)m to 18(\mu)m band.</td>
<td>Maximum emitted radiation intensity for Earth (254.3K-300K, refer to Figure 3-16, chapter 3) is at (~10\mu)m and the biosignatures O(_3), H(_2)O, CO(_2) have strong spectral signature in this range. Also other compounds (probably to faint to detect) that have transition bands in this range include CH(_4), NH(_3), N(_2)O, NO(_2), SO(_2).(^c)</td>
</tr>
<tr>
<td>Null Depth(^d)</td>
<td>(10^{-5}-10^{-6})</td>
<td>To detect a planet signal from the habitable zone, the starlight must be nulled to one part in 100,000.</td>
</tr>
<tr>
<td>Angular Resolution(^^7)</td>
<td>100mas for planet at 10pc 40mas for planet at 25pc</td>
<td>Angular resolution corresponding to distance away for an Earth-like planet around a Solar-type star. (Note: 1AU/25pc = 40mas) This requirement may reduce further for cooler/dimmer K or M-type stars.</td>
</tr>
<tr>
<td>Observation Direction(^^2b)</td>
<td>Within a (\pm45^\circ) cone in the anti-Sun direction</td>
<td>Avoids scattered light and maintains thermal stability.</td>
</tr>
<tr>
<td>Number of Targets(^b)</td>
<td>Minimum 150 stars, ideally &gt;500 (requires minimum 20pc observation distance)</td>
<td>Detect and study Earth-like planets in the HZ around a large enough sample of F,G,K and M type stars to give statistical significance, and to cover different evolutionary phases and different physical properties of the star.</td>
</tr>
<tr>
<td>Integration Time(^b,^d,^e,^f)</td>
<td>(t\approx30) hrs</td>
<td>For detection of an Earth-like planet orbiting a Sun-like star at 1AU, 10pc away with SNR =5.</td>
</tr>
<tr>
<td>Spectral Resolution(^b)</td>
<td>Minimum (R=\Delta \lambda/\lambda =20-40)</td>
<td>To observe thermal spectrum and simultaneously detect H(_2)O, O(_3), and CO(_2) (and CH(_4)) on an Earth-like planet out to 20 pc.</td>
</tr>
<tr>
<td>Spectroscopy Integration Time (estimated)</td>
<td>(~600) hrs for spectral analysis at R=20 of Earth-like planetary atmosphere (orbiting a Sun, 10pc away).</td>
<td>For a constant SNR being inversely proportional to (\sqrt{R}), and proportional to (\sqrt{t}).</td>
</tr>
<tr>
<td>Signal-To-Noise Ratio (SNR)(^d)</td>
<td>(\geq5-10)</td>
<td>Values specified in all the calculations leading to the Darwin baseline estimates above.</td>
</tr>
<tr>
<td>Frequency of Revisit to Target</td>
<td>3 Revisits. The duration over which this occurs will depend on optimisation of global coverage strategy</td>
<td>In the infrared, 3 revisits are necessary to determine the orbit and confirm the detection of a planet (refer to Table 4-8 in chapter 4).</td>
</tr>
</tbody>
</table>

---

\(^a\) Karlsson and Kaltenegger (2003), \(^b\) Fridlund (2004), \(^c\) Selsis (2000), \(^d\) Fridlund (2002), \(^e\) Fridlund (2001), \(^f\) Fridlund (1999), \(^g\) Fridlund and Kaltenegger (2002)
### Table B-2: Astrophysical Imaging Phase Requirements

<table>
<thead>
<tr>
<th>Specification</th>
<th>Target Mission Parameters</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Imaging Resolution</td>
<td>2.5mas at 6µm. 4mas maximum resolution at 10µm with 500m baseline.</td>
<td>Spatial resolution 1-2 orders of magnitude higher than the JWST (James Webb Space Telescope)</td>
</tr>
<tr>
<td>Imaging Field of View (FOV)</td>
<td>1 arcsec FOV desireable. 0.3arcsec achievable with current nulling Michelson interferometer. 1.4arcsec achievable with Fizeau interferometer at 10µm.</td>
<td>Alternative Fizeau ‘variable-magnification’ interferometer design may be required (alternative hub) to achieve target.</td>
</tr>
<tr>
<td>Imaging Integration Time</td>
<td>Source can be mapped in 1hr if the total flux within 1arcsec is more than 25-50µJy (and SNR=5).</td>
<td>Using the 6-telescope configuration.</td>
</tr>
<tr>
<td>Imaging Spectral Resolution</td>
<td>R=300  ( R = \frac{\Delta \lambda}{\lambda} ) (smallest resolvable wavelength range/observation wavelength)</td>
<td>Much greater than that required for the nulling phase to provide image contrast.</td>
</tr>
<tr>
<td>Operating Wavelength</td>
<td>Infrared 6µm to 18µm band.</td>
<td>Same band as the planet detection phase.</td>
</tr>
</tbody>
</table>

Table B-2: Astrophysical Imaging Phase (\textsuperscript{a}Rottgering et al. (2003), \textsuperscript{b}D’Arcio and Le Poole (2003), \textsuperscript{c}d’Arcio and Karlsson (2004))
B.2 Formation and Spacecraft Technical Description

Figure B-1: The Darwin Configuration (a) Planet Detection (formation is split into subgroups for signal modulation) (b) Imaging (edited from ESA Report (2000))

Table B-3: Darwin Subsystems and Mass

<table>
<thead>
<tr>
<th>Sub-System</th>
<th>Characteristics</th>
</tr>
</thead>
</table>
| Mass Budget and Launch  | · Telescope mass = 493kg.  
                           · Hub mass = 396kg.  
                           · Master satellite = 179kg.  
                           · Launch vehicle – Ariane 5, simultaneous launch of all satellites.  
                           · Propellant (total for 5 year mission) = 33.5kg for Isp=1500 FEEP. |
| Power                   | · Each satellite in the formation has an independent solar array, power conditioning unit and power distribution unit.  
                           · Solar cells: GaAs 16% efficiency. |
| Thermal                 | · All payload optics must be <40K to achieve desired sensitivity in IR.  
                           · Passive cooling is achieved using Sun shields.  
                           · Sun shield area/Spacecraft mass is the same for all spacecraft in the formation for balanced Solar Radiation Pressure effects.  
                           · Sunshield diameters = 7.4m for telescopes, 5.0m for the hub.  
                           · Sunshield is a deployable structure, carrying the RF metrology antennae and solar arrays.  
                           · Temperature differences between components in the arms of the interferometer <30mK.  
                           · Detector must be cooled to 6-8K (active cooling - cryogenics).  
                           · All non-optics modules will operate at 300K, and be isolated from the optical payload. |
| Communications          | · Master satellite is responsible for all communications with Earth, with a main X-band high gain antenna, and a backup S-band low gain antenna.  
                           · Preliminary link budget analyses have shown that:  
                             · Direct communications to all satellites are possible from Perth (X-band at 1kbit/s).  
                             · Medium gain antenna is required to communicate between L2 and Kourou or Perth.  
                             · Deep Space Network can provide up-link to low gain antenna.  
                           · Telecommands from the master satellite to the formation can transmit over 30.5km and return 19.5km for 10W power output using S-band link.  
                           · Intersatellite communications will be combined with the RF metrology system. |

Table B-3: Darwin Core System Characteristics (ESA Report (2000), Karlsson and Kaltenegger (2003))
Appendix C – GNC Systems: Metrology and Propulsion

This section provides supporting material for section 2.2.5 of chapter 2. Table contents are cross-referenced to literature listed in the ‘References’ section of the thesis.

- Table C-1: Formation Flying Metrology Systems
- Table C-2: Formation Flying Propulsion Systems
<table>
<thead>
<tr>
<th>Sensor/ Sensing Technique</th>
<th>Parameter Measured</th>
<th>Accuracy</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPS(^a)</td>
<td>- Absolute position and velocity - Time</td>
<td>(~1) m</td>
<td>• Robust, reliable, low-mass, low-power, relatively cheap sensors. • Deliberately accuracy-limited. • Require 4 satellites for position/velocity data. • Satellites are rapidly acquired and lost during formation orbit. • Accuracy degrades rapidly at altitudes above the GPS constellation ((r=20200) km).</td>
</tr>
<tr>
<td>CDGPS(^{ab,c}) (Carrier Phase Differential GPS)</td>
<td>- Relative position and velocity - Relative attitude (in addition to standard GPS capabilities)</td>
<td>(~2-5) cm 1 cm/s in real time</td>
<td>• By monitoring signal over a period of time (as GPS satellites move) or while moving the receiver, it is possible to determine the integer biases. • High sub-carrier-phase-wavelength relative position accuracy is achieved using extended Kalman filtering techniques. • Satellites are rapidly acquired and lost during formation orbit – potentially overcome by use of pseudolite within formation. • Accuracy degrades rapidly at altitudes above the GPS constellation ((r=20200) km).</td>
</tr>
<tr>
<td>CLT(^d) Cross Link Transceiver</td>
<td>- Absolute position and velocity - Relative navigation - Inter-satellite communications</td>
<td>(~2-5) cm</td>
<td>• Integrates standard GPS navigation receivers with the benefits of onboard pseudolites to extend CDGPS relative navigation beyond LEO.</td>
</tr>
<tr>
<td>Radar (RF) Ranging(^e) - Pulse modulated/ continuous signal - Doppler Shift - Narrow beam antenna pointing/ amplitude and rotation</td>
<td>- Range - Range Rate - Line-of-sight direction - Relative attitude</td>
<td>Coarse range precision (cm)</td>
<td>• Determine range between two objects by measuring the signal time of travel between the two objects, or the phase shift between an incident and reflected signal at both the transmitter and receiver. • Determine the range rate by measuring the shift of the incident wave frequency arriving at the receiver due to relative motion between transmitter and receiver. • Limited operational range (power (\alpha) range(^4)) so increase the power of the return signal by placing a transponder on the target. • Relatively bulky hardware (antennae, electronics).</td>
</tr>
<tr>
<td>Laser Ranging(^f) - Pulse modulated/ continuous signal</td>
<td>- Range - Range Rate - Line-of-sight direction</td>
<td>Fine range precision 5-50mm over most range Sub-mm in close proximity</td>
<td>• Generally operate in the near-infrared range. • Achieve much higher measurement accuracy due to small wavelength of signal. • Range rate information is obtained by differentiation of the range signal or by Doppler shift measurement using heterodyning. • Operating range varies from sub-metre to a few km, depending on transmitter power and signal type (pulse/continuous). • Less sensitive to disturbances than other sensors (due to narrow beam and small field of view).</td>
</tr>
<tr>
<td>Camera as (Imaging Sensor)</td>
<td>Intelligent Vision-Based Relative Navigation f,g</td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------------------------</td>
<td>--------------------------------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Range</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Line-of-sight direction</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Relative Attitude</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Range</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Relative attitude</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>~1cm @10m range</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>~10cm @30m range</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>~1m @100m range</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- Different size reflector patterns are required for sensor to operate over different ranges (pattern size must be increased with range, and sensor mode must be switched to observe correct pattern).
- Achieve increasing accuracy with decreasing range.
- System are sensitive to external light sources, therefore field of view limited.

- Uses Position Sensing Diodes and cameras to monitor variation in incident light which can be intelligently converted into line-of-sight range and relative attitude.

Table C-1: Summary of Sensors for On-Orbit Relative Parameter Measurements
Table C-2: Formation Flying Propulsion Systems

<table>
<thead>
<tr>
<th>Propulsion System</th>
<th>Thrust Range (N)</th>
<th>Isp (s)</th>
<th>Comments</th>
</tr>
</thead>
</table>
| Cold Gas (N₂, NH₃, Freon, He) | 0.05-200 | 50-75 | • Simple, reliable, low cost.  
• Clean, low noise.  
• Recent miniaturisation to Micro-Thrusters (mass reduction to 15g per thruster, reduction in minimum impulse bit).  
• Avoid hot gas exhaust.  
• High fuel consumption with associated significant mass distribution change.  
• Isp low, but improved by heating gas before it exits through the nozzle.  
• Contains precision (proportional) flow control but valve open/closure rates may limit achievable thrust. |
| Cold Gas Micro Thrusters (N₂ or C₄H₁₀, C₃H₈, or use propellant gas stored in solid phase e.g. CO₂) | 0.0005-0.01 | Min. 120 (min. 70°) | • Standard use for attitude control and orbit maintenance.  
• Thrust too large for precision formation flying, but sufficient for some formation-keeping tasks.  
• Liquid fuel storage (sloshing) and mass distribution changes during consumption adversely affect ability to perform accurate formation flying. |
| Liquid Chemical Monopropellant (MMH monomethyl hydrazine) | 5-5x10⁶ | 300-340 | • Caesium or Indium ion emission through a slit or needle emitter provides continuous, variable, precision (µN) thrust ideal for formation-keeping.  
• Controlled by voltage.  
• Very high Isp and low noise.  
• Capacity for very high exhaust velocity (limited by power available to thruster system).  
• Not proven technology in space.  
• Array of needles emit charged droplets.  
• Array can be throttled.  
• Provides very small amounts of thrust to counteract disturbance forces.  
• Efficiency remains unaffected by thrust variation. |
| Electrostatic FEEP (Field Emission Electric Propulsion) | ~5x10⁻⁶ | 2000-6000 | • Fixed thrust magnitude and pulse width means hardware operates with deadband  
• Larger impulse means fewer pulses required, but if too large, opposing corrective pulses may also be required to perform desired manoeuvre/counteract disturbances, and more fuel may be used.  
• More noisy due to pulsed operation  
• Proven technology in space. |
| Colloid Micro-Colloid (Glycerine) | 5x10⁻⁶ to 0.05 | 1200 | |
| Electromagnetic Pulsed Plasma Thrusters (PPT) | 5x10⁻⁶ to 0.005 | 1500 | |

Appendix D - Low Earth Orbit Model Development

This section contains supporting material for chapter 4:

- Summary of the Hill equations derivation and solutions (Wie, 1998)
- Summary of cross-track model derivation for LEO formation flying in the presence of the J₂ perturbation (Schweighart and Sedwick, 2002)

D.1 Hill Equations Summary

Derivation of the Hill equations in the Circular Orbit Reference Frame

Originally developed for orbital rendezvous, the Hill (1878) or Clohessy-Wiltshire (1960) equations of relative motion are based on a relative coordinate frame which is a right handed set, travelling around a circular orbit with an angular velocity, \( \omega \) (equal to \( n \)). These equations can be derived for two satellites in circular orbits using either an Earth-centred-fixed (ECF) or ‘inertial’ coordinate frame (I, J, K), or a moving coordinate frame (i, j, k). The ‘non-inertial’ or ‘Hill’ reference frame is also illustrated in Figure B-1, rotating with \( P_0 \) around a circular orbit. The relative acceleration of \( P_1 \) with respect to \( P_0 \) can be derived or transformed between the two coordinate systems.

If \( P_0 \) and \( P_1 \) are travelling in near-circular orbits at slightly different altitudes (\( \delta r_{ECF}, \delta r_r \ll r_0, r_1 \)), the accelerations of each satellite are \( \ddot{r}_0 \) and \( \ddot{r}_1 \) respectively. It is assumed that these accelerations are only affected by point mass gravity.

\[
\begin{align*}
\ddot{r}_0 &= g(r_0) = \frac{-\mu}{r_0} \quad \text{(D-1)} \\
\ddot{r}_1 &= g(r_1) = \frac{-\mu}{r_1} \quad \text{(D-2)}
\end{align*}
\]

The Hill equations can be derived purely in terms of the moving reference frame by converting the expressions for point mass gravity acting on each satellite to the relative coordinate system.

The definition of the Hill frame in Figure B-2, with the x axis in the direction of the radius vector, means that the absolute acceleration of \( P_1 \) in Figure D-1 can be expressed as

\[
\ddot{r}_1 = (r_0 + \hat{x}_1) \hat{i} + y_1 \hat{j} + z_1 \hat{k}
\]

(D-3)
The absolute velocity and acceleration of the satellite at \( P_1 \) in terms of its relative position to the Hill origin at \( P_0 \) are easily derived using the relationships in equations (D-4) to (D-9).

\[
\begin{align*}
\mathbf{r}_0 &= \text{vector to satellite } P_0 \text{ in ECF frame} \\
\mathbf{r}_1 &= \text{vector to satellite } P_1 \text{ in ECF frame} \\
\mathbf{\delta r}_1 &= \text{relative position vector in Hill frame} \\
\mathbf{\delta r}_{1\text{ECF}} &= \text{relative position vector in ECF frame}
\end{align*}
\]

Figure D-1: Axis systems defining the motion of two satellites in LEO

Figure D-2: The Hill coordinate frame

\[
\begin{align*}
n^2 &= \frac{\mu}{r_0^3} \\
\mathbf{\delta r}_{1\text{ECF}} &= x_1 \mathbf{i} + y_1 \mathbf{j} + z_1 \mathbf{k} \\
\mathbf{\delta r}_1 &= \mathbf{\dot{x}}_1 \mathbf{i} + \mathbf{\dot{y}}_1 \mathbf{j} + \mathbf{\dot{z}}_1 \mathbf{k} \\
\mathbf{\ddot{r}}_1 &= \mathbf{\ddot{x}}_1 \mathbf{i} + \mathbf{\ddot{y}}_1 \mathbf{j} + \mathbf{\ddot{z}}_1 \mathbf{k}
\end{align*}
\]
\[ \omega = \mathbf{n}k \quad \text{(D-7)} \]
\[ \mathbf{r}_0 = r_0 \mathbf{i} \quad \text{(D-8)} \]
\[ \dot{\mathbf{r}} = \omega \times \mathbf{r} = \mathbf{n}k \times \mathbf{i} = n \mathbf{j} \]
\[ \dot{\mathbf{j}} = \omega \times \dot{\mathbf{j}} = \mathbf{n}k \times \mathbf{j} = -n \mathbf{i} \]
\[ \dot{\mathbf{k}} = \omega \times \mathbf{k} = \mathbf{n}k \times \mathbf{k} = 0 \quad \text{(D-9)} \]

The velocity is given by
\[ \dot{\mathbf{r}}_1 = \left( \dot{\mathbf{r}}_0 + \dot{\mathbf{x}}_1 \right) \mathbf{i} + \dot{\mathbf{y}}_1 \mathbf{j} + \dot{\mathbf{z}}_1 \mathbf{k} + (r_0 + x_1) \dot{\mathbf{i}} + y_1 \dot{\mathbf{j}} + z_1 \dot{\mathbf{k}} \quad \text{(D-10)} \]

and therefore,
\[ \dot{\mathbf{r}}_1 = \left( \dot{\mathbf{r}}_0 + \dot{\mathbf{x}}_1 - n y_1 \right) \mathbf{i} + \left( \dot{\mathbf{y}}_1 + n (r_0 + x_1) \right) \mathbf{j} + \dot{\mathbf{z}}_1 \mathbf{k} \quad \text{(D-11)} \]

The absolute acceleration of \( P_1 \) in the Hill frame is
\[ \ddot{\mathbf{r}}_1 = \left( \dot{\mathbf{x}}_1 - 2 n \dot{\mathbf{y}}_1 - n^2 (r_0 + x_1) \right) \mathbf{i} + \left( \dot{\mathbf{y}}_1 + 2 n \dot{\mathbf{x}}_1 - n^2 y_1 \right) \mathbf{j} + \ddot{\mathbf{z}}_1 \mathbf{k} \quad \text{(D-12)} \]

The equation of motion of \( P_1 \) in terms of the gravitational force due to a spherical Earth (zeroth order gravitational force) is
\[ \ddot{\mathbf{r}}_1 = g(r_1) \quad \text{(D-13)} \]

where
\[ g(r_1) = \frac{-\mu}{r_1^3} \mathbf{r}_1 = \frac{-\mu [(r_0 + x_1) \mathbf{i} + y_1 \mathbf{j} + z_1 \mathbf{k}]}{\left( r_0 + x_1 \right)^2 + y_1^2 + z_1^2} \quad \text{(D-14)} \]

By assuming that the relative motion between \( P_1 \) and \( P_0 \) is small compared to the radius of the perturbed orbit, and neglecting higher order terms, this can be simplified to
\[ g(r_1) \approx -n^2 \left[ (r_0 - 2x) \mathbf{i} + y \mathbf{j} + z \mathbf{k} \right] \quad \text{(D-15)} \]

Note again,
\[ n = \sqrt{\frac{\mu}{r_0}} \quad \text{(D-16)} \]
By equating equations (D-12) and (D-15) (referring to (D-13)) the $r_0$ terms cancel out and the linear differential equations of relative motion in the curvilinear Hill frame result.

\[
\begin{align*}
\dot{x}_1 - 2n\dot{y}_1 - 3n^2 x_1 &= 0 \\
\dot{y}_1 + 2n\dot{x}_1 &= 0 \\
\dot{z}_1 + n^2 z_1 &= 0
\end{align*}
\]  \hspace{1cm} (D-17)

These equations can be easily solved analytically, and form the basis for the development of expressions for relative satellite motions in a perturbed environment. They also provide a baseline with which to compare higher fidelity analytical solutions for relative motion in LEO.

\[
\begin{bmatrix}
x(t) \\
y(t) \\
\dot{x}(t) \\
\dot{y}(t)
\end{bmatrix} =
\begin{bmatrix}
4 - 3\cos nt & 0 & \sin nt / n & 2(1 - \cos nt) / n \\
6\sin nt - 6nt & 1 & 2(1 + \cos nt) / n & 4\sin nt / n - 3t \\
3n\sin nt & 0 & \cos nt & 2\sin nt \\
6n(-1 + \cos nt) & 0 & -2\sin nt & -3 + 4\cos nt
\end{bmatrix}
\begin{bmatrix}
x_0 \\
y_0 \\
\dot{x}_0 \\
\dot{y}_0
\end{bmatrix}
\]  \hspace{1cm} (D-18)

\[
z(t) = z_0 \cos nt + \frac{z_0}{n} \sin nt \\
\dot{z}(t) = -z_0 n \sin nt + z_0 \cos nt
\]  \hspace{1cm} (D-19)

\section*{D.2 Cross-Track Model Summary}

This overview of the relative cross-track dynamics model derivation is summarised from Schweighart and Sedwick (2002). Further details can be obtained from this reference.

In the presence of the $J_2$ perturbation, the perturbed satellite orbit and the reference orbit are not coplanar, and the relative motion between the satellites ranges from zero when the planes intersect to a maximum after one quarter of a period. The location of the intersection of the planes will vary with time, as will the maximum satellite separation. Schweighart and Sedwick (2002) deduce that the relative motion can be expressed in the following form.

\[
z = A(t)\sin[B(t)t + \phi]
\]  \hspace{1cm} (D-20)

Initial relative cross-track position and velocity conditions are defined at the outset as $z_0$ and $\dot{z}_0$. This enables the calculation of the inclination of the perturbed orbit relative to the reference (equation (D-21)) at these conditions.

\[
i_{\text{sat}} = \frac{\dot{z}_0}{kr_{\text{ref}}} + i_{\text{ref}}
\]  \hspace{1cm} (D-21)
After one orbit, the ‘initial’ separation in the longitude of ascending nodes is given by equation (D-22).

\[ \Delta \Omega_0 \approx \frac{z_0}{r_{ref} \sin i_{ref}} \]  

(S-22)

Spherical trigonometry can be used to calculate the location of the intersection of the orbit planes, based on the reference orbit inclination, the change in longitude of ascending node (which varies with time), and the inclination of the perturbed satellite, based on the initial relative position and velocity conditions \( (i_{sat}) \). Figure D-3 illustrates the moving intersection of the orbital planes and the associated parameters.

The argument of the cross-track motion \( (B) \) in equation (D-20) is given by

\[ q = n_{c} - \delta \dot{\gamma} \]  

(D-23)

where

\[ \delta \dot{\gamma}(t) = \dot{\gamma}(t) + \dot{\Omega}_{sat} \cos i_{sat} \]  

(D-24)

The amplitude \( A(t) \) of the cross-track motion describes the maximum separation between the perturbed satellite and reference orbit planes. The spherical trigonometry which leads to the derivation for the expressions for the amplitude of the relative cross-track motion is illustrated in Figure D-4.
The amplitude is given by

$$A(t) = r_{\text{ref}} \Phi(t) = lt + m$$  \hspace{1cm} (D-25)

where $m$ is defined in equation (4-64) through the cross-track initial conditions and also

$$l \equiv r_{\text{ref}} \Phi \quad \text{and} \quad m \approx r_{\text{ref}} \Phi_0$$  \hspace{1cm} (D-26)

The final expression for the cross-track motion of one perturbed satellite relative to the reference orbit (with orbit period corrected and nodal drift corrected) is

$$z = (lt + m) \sin(qt + \phi)$$  \hspace{1cm} (D-27)

The final equation of relative cross-track motion to replace those of previous models for one perturbed and one reference satellite is obtained below (where $q$ is given by equation (D-23)). Terms are also defined in the main thesis text (section 4.3.5).

$$\ddot{z} + q^2 z = 2lq \cos(qt + \phi)$$  \hspace{1cm} (D-28)
Appendix E - L2 Formation Flying Model Development

Supporting material for the Lagrange point formation flying model development work, reported in chapter 6, is included below. The expressions summarised in the following subsections were implemented as part of the model (section E.1) or for comparison with the linear model (section E.2). Further detail of the analyses summarised here can be found in:

- Richardson (1980a) for section E.1
- Segerman and Zedd (2003) for section E.2

E.1 Third Order Analytical Description of a Halo Orbit

The analytical solutions to non-dimensionalised equations of motion for a single satellite on a halo orbit around L2 are:

\[ x = a_{21}A_x^2 + a_{22}A_z^2 - A_x \cos \tau_1 + \left(a_{23}A_x^2 - a_{24}A_z^2\right) \cos 2\tau_1 + \left(a_{31}A_x^3 - a_{32}A_xA_z^2\right) \cos 3\tau_1 \]  
(E-1)

\[ y = kA_x \sin \tau_1 + \left(b_{21}A_x^2 - b_{22}A_z^2\right) \sin 2\tau_1 + \left(b_{31}A_x^3 - b_{32}A_xA_z^2\right) \sin 3\tau_1 \]  
(E-2)

\[ z = \delta_n A_x \cos \tau_1 + \delta_n d_{21}A_xA_z \left(\cos 2\tau_1 - 3\right) + \delta_n \left(d_{32}A_xA_z^2 - d_{31}A_z^3\right) \cos 3\tau_1 \]  
(E-3)

Linear solutions are:

\[ x = -A_x \cos(\lambda t + \phi) \]
\[ y = kA_x \sin(\lambda t + \phi) \]
\[ z = A_z \sin(\lambda t + \psi) \]  
(E-4)

where

\[ \psi = \phi + \frac{n\pi}{2}, \quad n = 1, 3 \]  
(E-5)

\[ k = \frac{1}{2\lambda} \left(\lambda^2 + 1 + 2c_2\right) = \frac{2\lambda}{\lambda^2 + 1 - c_2} \]  
(E-6)

and the cross-track frequency, \( \lambda \), is matched to the in-plane frequency (and a correction term is included in the nonlinear equations of motion)

\[ \lambda^4 + \left(c_2 - 2\right)\lambda^2 - \left(c_2 - 1\right)(1 + 2c_2) = 0 \]  
(E-7)
Define

\[ s = n_1 t \]  
(E-8)

where \( n_1 \) is orbital mean motion, \( t \) is time, and

\[ \tau = \omega s \]  
(E-9)

where \( \omega \) is a frequency correction

\[ \omega = \omega_1 + \omega_2 \ldots \]  
(E-10)

In the solution process it is found that (to remove secular terms):

\[ \omega_1 = 0 \]
\[ \omega_2 = s_1 A_x^2 + s_2 A_z^2 \]  
(E-11)

where

\[ s_1 = \frac{1}{2} \left[ \frac{1}{\lambda \left( 1 + k^2 \right) - 2k} \right] \left[ \frac{1}{2} c_4 \left( 2a_{21} \left( k^2 - 2 \right) - a_{22} \left( k^2 + 2 \right) - 2kb_{21} \right) - \frac{3}{8} c_4 \left( 3k^4 - 8k^2 + 8 \right) \right] \]

\[ s_2 = \frac{1}{2} \left[ \frac{1}{\lambda \left( 1 + k^2 \right) - 2k} \right] \left[ \frac{1}{2} c_4 \left( 2a_{22} \left( k^2 - 2 \right) + a_{24} \left( k^2 + 2 \right) + 2kb_{22} + 5d_{21} \right) - \frac{3}{8} c_4 \left( 12 - k^2 \right) \right] \]

The amplitude relationship is given by:

\[ l_1 A_x^2 + l_2 A_z^2 + \Delta = 0 \]

where \( \Delta \) is the cross-track frequency correction and

\[ l_1 = a_{11} + 2\lambda^2 s_1 \]
\[ l_2 = a_{22} + 2\lambda^2 s_2 \]
\[ a_{11} = \frac{1}{2} c_3 \left( 2a_{21} + a_{22} + 5d_{21} \right) - \frac{1}{8} c_4 \left( 12 - k^2 \right) \]
\[ a_{22} = \frac{1}{2} c_3 \left( a_{24} - 2a_{22} \right) + \frac{9}{8} c_4 \]  
(E-13)

Note:

\[ A_x > 0 \]
\[ A_z \geq 0 \]

\[ A_{x minimum} = \sqrt{\frac{\Delta}{l_1}} \]  
(E-14)

Other terms in the solutions are the time variable
\[ \tau_{1} = \lambda \tau + \varphi \]  
(E-15)

and remaining constant terms:

\[ \delta_{n} = 2 - n, \quad n = 1, 3 \]  
(E-16)

\[ a_{21} = \frac{3c_{3}(k^{2} - 2)}{4(1 + 2c_{2})} \]  
(E - 17)

\[ a_{22} = \frac{3c_{3}}{4(1 + 2c_{2})} \]  
(E - 18)

\[ a_{23} = -\frac{3c_{3}\lambda}{4kd_{1}} \left[ 3k^{3}\lambda - 6k(k - \lambda) + 4 \right] \]  
(E - 19)

\[ a_{24} = -\frac{3c_{3}\lambda}{4kd_{1}} (2 + 3k\lambda) \]  
(E - 20)

\[ a_{31} = -\frac{9\lambda}{4d_{2}} \left[ 4c_{3}(ka_{23} - b_{21}) + kc_{4}(4 + k^{2}) \right] + \left\{ \frac{9\lambda^{2}}{2d_{2}} + 1 - c_{2} \right\} \left[ 3c_{3}(2a_{23} - kb_{21}) + c_{4}(2 + 3k^{2}) \right] \]  
(E - 21)

\[ a_{32} = -\frac{1}{d_{2}} \left\{ \frac{9\lambda}{4} \left[ 4c_{3}(ka_{24} - b_{22}) + kc_{4} \right] + \frac{1}{2} \left( 9\lambda^{2} + 1 - c_{2} \right) \left[ c_{3}(kb_{22} + d_{21} - 2a_{24}) - c_{4} \right] \right\} \]  
(E-22)

\[ b_{21} = -\frac{3c_{3}\lambda}{d_{1}} (3k\lambda - 4) \]  
(E-23)

\[ b_{22} = \frac{3c_{3}\lambda}{d_{1}} \]  
(E-24)

\[ b_{31} = \frac{3}{8d_{2}} \left\{ 8\lambda \left[ 3c_{3}(kb_{21} - 2a_{23}) - c_{4}(2 + 3k^{2}) \right] + \left( 9\lambda^{2} + 1 + 2c_{2} \right) \left[ 4c_{3}(ka_{23} - b_{21}) + kc_{4}(4 + k^{2}) \right] \right\} \]  
(E-25)

\[ b_{32} = \frac{1}{d_{2}} \left\{ 9\lambda \left[ c_{3}(kb_{22} + d_{21} - 2a_{24}) - c_{4} \right] + \frac{1}{2} \left( 9\lambda^{2} + 1 + 2c_{2} \right) \left[ 4c_{3}(ka_{24} - b_{22}) + kc_{4} \right] \right\} \]  
(E-26)

\[ d_{21} = -\frac{c_{3}}{2\lambda^{2}} \]  
(E-27)

\[ d_{31} = \frac{3}{64\lambda^{2}} \left( 4c_{3}a_{24} + c_{4} \right) \]  
(E-28)
\[ d_{22} = \frac{3}{64\lambda^2} \left[ 4c_1(a_{22} - d_{22}) + c_4(4 + k^2) \right] \]  
\[ d_1 = \frac{3\lambda^2}{k}[k(6\lambda^2 - 1) - 2\lambda] \]  
\[ d_2 = \frac{8\lambda^2}{k}[k(11\lambda^2 - 1) - 2\lambda] \]

### E.2 High Order Relative Motion Model

The full nonlinear equations of relative motion of one satellite relative to the hub are

\[ \Delta \vec{r} = \vec{r}_t - \vec{r}_h \]  
(E-32)

where \( \vec{r}_{h/t} \) are each individually described by equations of motion of the dimensional form given in equations (6-9) to (6-11) (refer to section 6.2.2, chapter 6 for terms). \( \mu \) terms are gravitational constants of the Sun/Earth.

\[ \delta \vec{x}_{\text{dim}} = \left( \frac{\mu_s}{\rho_s^3} + \frac{\mu_e}{\rho_e^3} \right) \Delta x + \left( \frac{\mu_s}{\rho_s^3} \right) \Delta x^2 + n^2 x_o \]  
(E-33)

\[ \delta \vec{y}_{\text{dim}} = \left( \frac{\mu_s}{\rho_s^3} + \frac{\mu_e}{\rho_e^3} \right) \Delta y \]  
(E-34)

\[ \delta \vec{z}_{\text{dim}} = \left( \frac{\mu_s}{\rho_s^3} + \frac{\mu_e}{\rho_e^3} \right) \Delta z \]  
(E-35)

Note \( \vec{r} = [\delta \vec{x} \quad \delta \vec{y} \quad \delta \vec{z}] \)  
(E-36)

Magnitude ordering gives the following truncated equations of relative motion:

\[ \Delta \vec{r} = A [-\Delta r + 3\Delta x \Delta \hat{x}] + B [3\Delta x_{h} + 3x_h \Delta r + (3r_h \cdot \Delta r - 15xx_h)\Delta \hat{x}] \]  
(E-37)

\[ ... + C [3r_h \cdot \Delta r - 15xx_h r_h + \frac{3}{2}(r_h^2 - 5x_h^2)\Delta r - \frac{15}{2}(2x_h r_h \cdot \Delta r - 7xx_h^2 + xx_h^2)\Delta \hat{x}] \]

where terms in \( \Delta \) denote ‘relative’ and subscripts \( h \) denote the reference or ‘hub’, also

\[ A = \frac{\mu_1}{(x_c + D_c)^3} + \frac{\mu_2}{(x_c + D_c)^3} \]  
\[ B = \frac{\mu_1}{(x_c + D_c)^3} + \frac{\mu_2}{(x_c - D_c)^3} \]  
\[ C = \frac{\mu_1}{(x_c + D_c)^3} + \frac{\mu_2}{(x_c - D_c)^3} \]  
(E-38)
where $D_1$ is the distance between the barycentre and Sun, $D_2$ is the distance between the Earth-Moon barycentre and Sun-Earth/Moon barycentre, and $x_e$ is the distance from the barycentre to L2.

In the rotating frame

\[
\begin{bmatrix}
\Delta \dddot{x} - 2n\Delta \ddot{y} - n^2 \Delta x \\
\Delta \dddot{y} + 2n\Delta \ddot{x} - n^2 \Delta y \\
\Delta \dddot{z}
\end{bmatrix}
\] (E-39)

The solutions are of the form:

\[
x = -A_x \cos(\lambda \tau + \phi)...
\]
\[
\ldots + \left( \rho_{21} A_x A_{xh} - \rho_{24} A_x A_{zh} \right) (-1)^j \cos(\lambda (2 + \Delta \omega_2) \tau + \phi_h + \phi)...
\] (E-40)
\[
\ldots + \left( \rho_{22} A_x A_{xh} + \rho_{23} A_x A_{zh} \right) (-1)^j \cos(\lambda \Delta \omega_2 \tau + \phi_h - \phi)
\]
\[
y = kA_x \sin(\lambda \tau + \phi)...
\]
\[
\ldots + \left( \sigma_{21} A_x A_{xh} - \sigma_{24} A_x A_{zh} \right) (-1)^j \sin(\lambda (2 + \Delta \omega_2) \tau + \phi_h + \phi)...
\] (E-41)
\[
\ldots + \left( \sigma_{22} A_x A_{xh} - \sigma_{23} A_x A_{zh} \right) (-1)^j \sin(\lambda \Delta \omega_2 \tau + \phi_h - \phi)
\]
\[
z = \left[ (-1)^j A_x \cos(\lambda \tau + \phi)...
\right.
\]
\[
\ldots + \left( \kappa_{21} A_x A_{zh} + \kappa_{23} A_x A_{xh} \right) (-1)^j \cos(\lambda (2 + \Delta \omega_2) \tau + \phi_h + \phi)...
\] (E-42)
\[
\ldots + \left( \kappa_{22} A_x A_{zh} + \kappa_{24} A_x A_{xh} \right) (-1)^j \cos(\lambda \Delta \omega_2 \tau + \phi_h - \phi)\right] (2 - j)
\]

where $\tau = (1 + \omega_2 t)$. Also, $A_x$, $A_y$, $A_z$ are relative amplitudes of bounded relative motion, and $A_{xh}$, $A_{yh}$, $A_{zh}$ represent the reference halo amplitudes. The remaining terms are frequencies, frequency corrections and constants arising from the solution method (Segerman and Zedd, 2003).