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Stability of A Class of Multi-Agent Tracking

Systems with Unstable Subsystems
Lijing Dong, Senchun Chai, Baihai Zhang, Sing Kiong Nguang, and Al Savvaris

Abstract—In this work, we pre-deploy a large number of
smart agents to monitor an area of interest. This area could
be divided into many Voronoi cells by using the knowledge of
Voronoi diagram and every Voronoi site agent is responsible
for monitoring and tracking the target in its cell. Then, a
cooperative relay tracking strategy is proposed such that during
the tracking process, when a target enters a new Voronoi cell,
this event triggers the switching of both tracking agents and
communication topology. This is significantly different from the
traditional switching topologies. In addition, during the tracking
process, the topology and tracking agents switch, which may lead
the tracking system to be stable or unstable. The system switches
either among consecutive stable subsystems and consecutive
unstable subsystems or between stable and unstable subsystems.
The objective of this paper is to design a tracking strategy
guaranteeing overall successful tracking despite the existence of
unstable subsystems. We also address extended discussions on the
case where the dynamics of agents are subject to disturbances
and the disturbance attenuation level is achieved. Finally, the
proposed tracking strategy is verified by a set of simulations.

Index Terms—tracking strategy, switched multi-agent sys-
tems, Voronoi diagram, unstable subsystems.

I. INTRODUCTION

Inspired by the group activities of humans and collective

behaviour of insects or birds, researchers from various research

fields have done a lot of work to explain this kind of phenom-

ena [1, 2]. Multi-agent systems [3–5] are then developed and

have been widely used in the applications of mobile robots

[6] and unmanned vehicles [7, 8]. Tracking problem of a

target is a typical issue of multi-agent systems and has drawn
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much attention of researchers [9–14]. In most of the existing

literatures, the topologies of multi-agent systems are supposed

to be fixed topologies or switching topologies. [10] study

tracking problems for multi-agent systems under switching

topologies, which are modelled by switching between several

fixed topologies. In our previous works [11–14], we have

studied the tracking problem for one target under a time-

varying topology and in [14], the communication delay is also

considered.

In [15], the authors propose a relay pursuit scheme to

capture a maneuvering target on a plane, monitored by a group

of agents. At each instant of time, only one pursuer is assigned

the task of capturing the moving target. The plane is divided

into a number of regions by the pursuers with knowledge of

Voronoi diagram, a vigorous tool of dividing space [16–18]. In

[15], the agents are governed by first-order integral kinematics

and the target is tracked by a single pursuer without cooper-

ation. As mentioned in the work of [15], in some situations,

the capture is successful only if the pursuers cooperate with

each other. In that sense, relay pursuit strategies are viewed

as an intermediate option offering a simpler alternative for

a multi-agent tracking problem involving multiple pursuers,

whose solution is known to be very hard [19]. Another possible

extension is to consider the case that agents are described by

more realistic kinematics not just integral dynamics.

Motivated by the above discussion, in this paper, we

consider a more complicated scenario where a certain area

is monitored by a large number of mobile agents, described

by nonlinear dynamics, when targets move into this area,

a preset number of mobile agents cooperate to track the

targets. In practice, our proposed scheme can be appropriately

used for protecting sensitive areas against offensive intrusion

[20] and occasionally tracking targets in a typical military,

environmental, or habitat monitoring applications [21].

When the target successively transits from one Voronoi

cell to another, the tracking agent with furthest distance to
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the target is replaced by the corresponding Voronoi cell agent.

The switching of tracking agents thus results in tracking error

jumps and involves switching of communication topologies,

which is quite different with the traditional time-triggered

switching topologies. The topology could be unconnected due

to the fact that the topologies and tracking agents switch during

the tracking process, which may lead the corresponding system

to be unstable. The system not only switches among consecu-

tive stable subsystems or consecutive unstable subsystems but

also between stable and unstable subsystems, which is well-

known a difficult issue to tackle[22], [23]. In [24], the authors

consider a setting that the weak connectivity of the interaction

topologies is kept for some disconnected time intervals with

short length. The authors in [25] also obtain some results on

the case where the individual uncoupled system is allowed to

be strictly unstable. In both of the two papers, the agents are

assumed to be holding linear dynamics and the agents do not

switch during the moving process.

The goal of this paper is to design a tracking strategy

guaranteeing successful tracking of a class of nonlinear track-

ing system with tolerance of unstable subsystems. We also

investigate the situation in which the dynamics of agents are

subject to external disturbances. From a practical point of view,

the external disturbances can not be avoided in the presence

of communication noises and environmental effects [26, 27].

The effects of the disturbance on multi-agent systems have

been investigated in [28–32]. In [30], a fuzzy 𝐻∞ controller

is designed to achieve a guaranteed 𝐻∞ performance level for

nonlinear multi-agent systems in which the nonlinear agents

are described by Takagi-Sukeno (T-S) fuzzy models. [32]

achieves the disturbance attenuation for multi-agent systems

with switching topology networks with an average dwell time.

Most of the existing literatures relevant to the disturbance

attenuation issue for multi-agent systems are with fixed topol-

ogy [28–31] or switching among stable subsystems [32]. The

tracking problem for multi-agent systems with both unstable

subsystems and disturbance has not been tackled in existing

literatures, which motivates us to do this work.

The main contributions are stated as follows. Firstly,

a new multi-agent tracking problem frame is constructed

to simulate a realistic area-monitoring and target tracking

situation, and a cooperative relay strategy is proposed to solve

this problem. Secondly, we derive a new mathematical model

for the tracking problem. Such a model can effectively solve

the jumping problem of the tracking errors caused by the relay

scheme. Thirdly, a new switched technique is adopted to tackle

the existence of unstable subsystems, which makes the analysis

of the tracking problem more difficult. Furthermore, we also

discuss the case that the agents are constrained by external

disturbances because such disturbances can not be avoided

due to the presence of communication noises or environmental

effects.

The following notations will be used throughout this

paper. N is used to denote the set of nonnegative integers. R𝑚

denotes the set of all 𝑚−dimensional real column vectors.

For a real symmetric positive semi-definite matrix 𝑃 , 𝜆𝑖(𝑃 )

denotes its 𝑖−th eigenvalue. 𝜆𝑚𝑎𝑥(𝑃 ) and 𝜆𝑚𝑖𝑛(𝑃 ) represent

the maximum and minimum eigenvalue of 𝑃 , respectively.

‖ · ‖ stands for the Euclidean norm. L2[0,∞) denotes the

space of square integrable vector functions over [0,∞), and

for a time-varying vector 𝑣, the L2 norm is defined as

‖𝑣‖L2 =
√︁∫︀∞

0
𝑣𝑇 (𝑡)𝑣(𝑡)𝑑𝑡.

II. RELATED PRELIMINARIES

A. Voronoi diagrams

The monitored 2-dimensional space is divided into a

number of regions (Voronoi cells) with the assistance of

Voronoi diagrams. A mathematical representation for Voronoi

diagrams can be described as follows.

Let 𝑋 be a 2-dimensional space. There are 𝑁𝑎 agents

distributed in the supervisory area of 𝑋 . 𝑎𝑖 denotes the 𝑖−th

agent and 𝒩𝑥 = {𝑎𝑖, 1 ≤ 𝑖 ≤ 𝑁𝑎} ⊆ 𝑋 is the set of agents

distributed on plane 𝑋 . The Voronoi diagram is a partitioning

of plane 𝑋 into regions based on distance to agents in set 𝒩𝑥.

For each agent, also called as a Voronoi site in the perspective

of Voronoi diagram, there is a corresponding region consisting

of all points closer to that agent than to any other. These

regions are called Voronoi cells. The Voronoi cell, 𝑉 (𝑎𝑖),

associated with site 𝑎𝑖 is the set of all points in 𝑋 whose

distances to 𝑎𝑖 are not greater than their distances to other

sites 𝑎𝑗 , 𝑗 ̸= 𝑖. In other words, if 𝑑(𝑥, 𝑎𝑖) denotes the distance

between point 𝑥 and the site 𝑎𝑖, then

𝑉 (𝑎𝑖) = {𝑥 ∈ 𝑋|𝑑(𝑥, 𝑎𝑖) ≤ 𝑑(𝑥, 𝑎𝑗)for all𝑗 ̸= 𝑖}. (1)

A target t is said to reside at agent 𝑎𝑖 if target t is closest

to agent 𝑎𝑖 compared to all other agents in the monitoring area.

Agents in set 𝒩𝑥 are classified into four kinds. Mon-

itoring agent: An agent is called a monitoring agent if it

is on one of the key positions that assures the area is fully
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covered. Tracking agent: An agent is called a tracking agent

if it is tracking a target. Redundant agent: An agent is called a

redundant agent if it is neither a monitoring nor tracking agent.

Voronoi site agent: Monitoring agents, redundant agents, and

the tracking agent in which the target resides are called

Voronoi site agents.

Redundant agents are initially randomly pre-deployed in

this area. However, monitoring agents are deployed in specific

locations to achieve full coverage. To achieve full coverage of

a specific 2-dimensional sensing field with an area 𝑆𝑐, ignoring

boundary effects, the minimum number of agents 𝑁𝑚 required

is calculated by equation (2) [17].

𝑁𝑚 =
𝑆𝑐

𝜋(
√
3𝑅𝑠

2 )2
, (2)

where 𝑅𝑠 is the sensing radius of each agent.

The corresponding Voronoi diagram is shown in Fig.

1(𝑎). A reasonable upper bound on the number of possible
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Voronoi diagram with redundant agents

Fig. 1: Voronoi diagram for full coverage

targets can be defined as 𝑁𝑡 and each target is supposed to be

tracked by a fixed number(𝑁𝑓 ) of tracking agents. Then the

whole number of agents in this area can be easily calculated

as 𝑁𝑎 = 𝑁𝑚 + 𝑁𝑡𝑁𝑓 . The Voronoi diagram with redundant

agents deployed is shown in Fig. 1(𝑏).

In Fig. 1(𝑎), all the agents are monitoring agents. In

Fig. 1(𝑏), except the monitoring agents, the others randomly

deployed are called redundant agents. All the agents in Fig.

1(𝑏) can be called Voronoi site agents.

B. Graph theory

In the view of graph theory, each agent can be treated as a

node. Then the communication topology of tracking agents and

the target can be treated as a dynamic graph. A weighted graph

G := {𝒩 , ℰ ,𝒜} is denoted by a node set 𝒩 = {1, 2, ..., 𝑁𝑓},

an edge set ℰ ⊆ 𝒩 × 𝒩 and a weighted adjacency matrix

𝒜 = [𝑎𝑖𝑗 ] ∈ R𝑁𝑓×𝑁𝑓 with nonnegative elements. An ordered

edge of G is denoted by (𝑖, 𝑗), representing that agent 𝑖 is

able to send information to agent 𝑗. If the graph is undirected,

the edges (𝑖, 𝑗) and (𝑗, 𝑖) in ℰ are considered to be the same.

Throughout this paper, graph G is assumed to be undirected.

The nodes within the communication range of node 𝑖 are called

the set of neighbours of node 𝑖, which is denoted by 𝒩𝑖 =

{𝑗|𝑗 ∈ 𝒩 , (𝑗, 𝑖) ∈ ℰ}. When 𝑗 /∈ 𝒩𝑖, it is said node 𝑗 is

beyond the communication range of node 𝑖, 𝑎𝑖𝑗 = 𝑎𝑗𝑖 = 0,

otherwise 𝑎𝑖𝑗 = 𝑎𝑗𝑖 > 0. If 𝑎𝑖𝑖 ̸= 0, we say that node has

self-loop. In this paper, it is assumed that no self-loop exists.

𝑏𝑖 decides whether agent 𝑖 is able to communicate with the

target or not. 𝑏𝑖 = 0 means agent 𝑖 cannot get the information

of target, otherwise 𝑏𝑖 > 0. Denote ℬ = 𝑑𝑖𝑎𝑔{𝑏1, 𝑏2, ..., 𝑏𝑁𝑓
}.

The Laplacian matrix ℒ = [𝑙𝑖𝑗 ] ∈ R𝑁𝑓×𝑁𝑓 of graph G is

defined as ℒ = 𝒟 −𝒜, where

𝒟 = 𝑑𝑖𝑎𝑔{
∑︁
𝑗∈𝒩1

𝑎1𝑗 ,
∑︁
𝑗∈𝒩2

𝑎2𝑗 , ...,
∑︁

𝑗∈𝒩𝑁𝑓

𝑎𝑁𝑓 𝑗}.

Since the dynamic change of the topology could happen

when the target enters a new Voronoi cell, the Laplacian matrix

is rewritten in the following format as ℒ𝜎(𝑡), where 𝜎(𝑡) =

𝑘, 𝑡 ∈ [𝑡𝑘, 𝑡𝑘+1), 𝑘 ∈ N.

Denote the communication graph by 𝒢 =

{𝐺(0), 𝐺(1), 𝐺(2), . . . , 𝐺(𝑁𝑠)}, where 𝑁𝑠 is the total

switching number and 𝐺(𝑘) = {𝒩𝐺(𝑘), ℰ𝐺(𝑘),𝒜𝐺(𝑘)}, 𝑘 ∈ N
is the communication graph. Denote the topology graph at

time 𝑡 as 𝒢𝑡, then 𝒢𝑡 = 𝐺(𝑘) when 𝜎(𝑡) = 𝑘. The switching

topologies are event-triggered and then the topologies are

piecewise constant between the event times 𝑡0, 𝑡1, . . . , 𝑡𝑘.

At each event-triggered time, the tracking system may

switch from a stable subsystem to an unstable subsystem or

a stable subsystem, and vice versa. We introduce a sequence

𝑝𝑚,𝑚 ∈ N , which belongs to the time sequence 𝑡𝑘, 𝑘 ∈ N,

and the relationship between 𝑡𝑘 and 𝑝𝑚 satisfies

𝑡0 = 𝑝0 < 𝑡1 < · · · < 𝑡𝑠1 = 𝑝1 < 𝑡𝑠1+1

< · · · < 𝑡𝑠2 =< 𝑝2 < ...
(3)

where 𝑠𝑚,𝑚 ∈ N is the number of switching among consec-

utive stable subsystems or consecutive unstable subsystems.⋃︀+∞
𝑚=0[𝑝𝑚, 𝑝𝑚+1) = [𝑡0,+∞), [𝑝𝑚, 𝑝𝑚+1) = [𝑡𝑠𝑚 , 𝑡𝑠𝑚+1) ∪

[𝑡𝑠𝑚+1, 𝑡𝑠𝑚+2)∪· · ·∪[𝑡𝑠𝑚+1−1, 𝑡𝑠𝑚+1
). Then we suppose there

exist a set of positive constants 𝜂𝑚,∀𝑚 ∈ N for each interval

of [𝑝𝑚, 𝑝𝑚+1), and a positive constant 𝜂 such that

𝑝𝑚+1 − 𝑝𝑚 ≤ 𝜂𝑚 ≤ 𝜂 < +∞,∀𝑚 ∈ N. (4)
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Fig. 2: Illustration of event-triggered switching times

The above paragraph can be interpreted as following.

𝑡𝑘, 𝑘 ∈ N are all the switching moments including both switch-

ing between stable and unstable subsystems and switching

from stable to stable or unstable to unstable subsystems. On

the other hand, 𝑝𝑚,𝑚 ∈ N stand for the switching moments

from a stable subsystem to an unstable subsystem or from an

unstable subsystem to a stable subsystem. This is illustrated

in Fig. 2.

𝑇 (𝑡𝑘, 𝑡𝑘+1) refers to the time interval [𝑡𝑘, 𝑡𝑘+1). For any

time 𝜏 less than time 𝑡, 𝑇+(𝜏, 𝑡) and 𝑇−(𝜏, 𝑡) refer to the total

time length of unstable and stable subsystems from initial time

𝜏 till the present time 𝑡, respectively. 𝑙𝑟 = 𝑇+(𝜏,𝑡)
𝑇−(𝜏,𝑡) is called

length rate of unstable subsystems on time interval 𝑇 (𝜏, 𝑡).

Let 𝑁(𝜏, 𝑡) denote the number of switching during [𝜏, 𝑡).

C. Basic concepts

Definition 1. [33] The system 𝑥̇(𝑡) = 𝑓(𝑡, 𝑥(𝑡)), 𝑡 ≥
𝑡0, 𝑥(𝑡0) = 𝑥0, 𝑡0 ≥ 0 is globally exponentially stable if there

exist positive scalars 𝑐1, 𝑐2 > 0 such that

‖𝑥(𝑡)‖ ≤ 𝑐1‖𝑥0‖𝑒−𝑐2(𝑡−𝑡0) (5)

holds for all 𝑡 ≥ 𝑡0.

Definition 2. [34] Let 𝑥(𝑡) be a solution of 𝑥̇(𝑡) =

𝑓(𝑡, 𝑥(𝑡)), 𝑡 ≥ 𝑡0, 𝑥(𝑡0) = 𝑥0, 𝑡0 ≥ 0 and 𝑉 (𝑡, 𝑥(𝑡)) be a

given function. Denote 𝐷+𝑉 (𝑡, 𝑥(𝑡)) as the upper right-hand

Dini derivative of 𝑉 (𝑡, 𝑥(𝑡)), i.e.

𝐷+𝑉 (𝑡, 𝑥(𝑡))

= lim sup
ℎ→0+

𝑉 (𝑡+ ℎ, 𝑥(𝑡+ ℎ))− 𝑉 (𝑡, 𝑥(𝑡))

ℎ
.

Lemma 1. [35, 36]Given a graph 𝐺 , then the Laplacian

matrix ℒ associated with the graph has at least one zero

eigenvalue and all of the nonzero eigenvalues are in the

open right half plane. For undirected graphs, the Laplacian

matrix is symmetric with real eigenvalues. Therefore, the set of

eigenvalues of ℒ can be ordered sequentially in an ascending

order as

0 = 𝜆1(ℒ) ≤ 𝜆2(ℒ) ≤ . . . (6)

The eigenvalues of extended Laplacian matrix ℒ+ ℬ consid-

ering the target agent are all nonnegative. The mathematical

statement of this is

0 ≤ 𝜆𝑖(ℒ+ ℬ), 𝑖 ∈ N. (7)

III. PROBLEM FORMULATION AND RELAY TRACKING

ALGORITHM

A. Problem formulation

The kinematic equation of the 𝑖-th agent deployed on the

supervisory area is described as

𝑥̇𝑖(𝑡) = 𝑓(𝑡, 𝑥𝑖(𝑡)) + 𝑢𝑖(𝑡), 𝑡 ≥ 𝑡0

𝑥𝑖(𝑡0) = 𝑥𝑖0 , 𝑡0 ≥ 0
(8)

where 𝑥𝑖(𝑡) ∈ R2 is position state of the 𝑖-th agent, 𝑓(𝑡, 𝑥𝑖(𝑡))

is a nonlinear function, 𝑢𝑖(𝑡) ∈ R2 is the control input of the

𝑖-th agent.

The agents are expected to monitor this area and capture

any intruded target. We consider the following kinematic

equations of the target.

𝑥̇t(𝑡) = 𝑓(𝑡, 𝑥t(𝑡)), 𝑡 ≥ 𝑡0

𝑥t(𝑡0) = 𝑥t0 , 𝑡0 ≥ 0
(9)

where 𝑥t(𝑡) ∈ R2 is position state of the target. 𝑓(𝑡, 𝑥t(𝑡))

denotes the change of the force which is imposed on the target.

In this paper, we assume 𝑓(·) satisfies the following constraint.

Assumption 1. There exists a nonnegative constant 𝑙 ≥ 0 such

that

‖𝑓(𝑡, 𝑥𝑖)− 𝑓(𝑡, 𝑥t)‖ ≤ 𝑙‖𝑥𝑖 − 𝑥t‖.

Assumption 1 is a Lipschitz-type condition, satisfied by

many well-known systems including Lorenz system, Chen

system, Lü system, Chua’s circuit, and so on.

Definition 3. For first-order multi-agent tracking problem,

tracking agents are supposed to move along with the target,

i.e., the positions are required to be consensus. Mathematically,

tracking problem boils down to the following expression.

lim
𝑡→∞

‖𝑥𝑖(𝑡)− 𝑥t(𝑡)‖ → 0, 𝑖 ∈ 𝑁𝑓 . (10)

The purpose is to make sure positions of tracking agents

and target finally to be the same. Thus, the following triggering
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event is adopted, which ensures the tracking errors decrease

along with every switching.

𝑓𝑒 = ‖𝑒𝑥𝑗(𝑡)‖ − ‖𝑒𝑥𝑖(𝑡)‖ ≤ 0, 𝑗 ̸= 𝑖, i.e.

𝑑(𝑥t(𝑡), 𝑥𝑗(𝑡)) = ‖𝑒𝑥𝑗(𝑡)‖ ≤ 𝑑(𝑥t(𝑡), 𝑥𝑖(𝑡)) = ‖𝑒𝑥𝑖(𝑡)‖
(11)

where 𝑒𝑥𝑖(𝑡) = 𝑥𝑖(𝑡) − 𝑥t(𝑡) is the position disagreement

vector between the 𝑖-th tracking agent and the target.

In this paper, 𝑒𝑥𝑖(𝑡) = [𝑒𝑥𝑖1
(𝑡), 𝑒𝑥𝑖2

(𝑡)] denotes the

position disagreement vector, in which 𝑒𝑥𝑖1(𝑡), 𝑒𝑥𝑖2(𝑡) are

the position disagreement on 𝑥− axis and 𝑦− axis, respec-

tively. Norm of the position disagreement vector between

the 𝑖−th tracking agent and the target is the same as the

distance between 𝑖−th agent and the target, i.e., ‖𝑒𝑥𝑖(𝑡)‖ =

𝑑(𝑥t(𝑡), 𝑥𝑖(𝑡)) =
√︀

𝑒2𝑥𝑖1
(𝑡) + 𝑒2𝑥𝑖2

(𝑡). Therefore, the trigger-

ing event (11) means that distance between agent 𝑗 and target

is less than that of agent 𝑖. Then according to the definition of

Voronoi diagram, this triggering event implies that the target

moves from Voronoi cell 𝑉 (𝑎𝑖) to Voronoi cell 𝑉 (𝑎𝑗).

Remark 1. In this paper, the topology changes according to

the movement of a target. When the target enters into a new

Voronoi cell, the corresponding Voronoi site will become a

tracking agent, meanwhile, one of the original tracking agents

quits tracking. This means not only the topology changes but

also the nodes, which is reflected by 𝒩𝐺(𝑘). This is quite

different from the traditional switched systems, in which only

the topology switches.

B. Relay tracking algorithm

At each instant of time, only 𝑁𝑓 pursuers are assigned

the task of tracking the maneuvering target, whereas all other

agents in this region will remain stationary. The relay tracking

algorithm is addressed as follows.

1) The essential number of agents for full coverage is

calculated and the initial deployment of agents is formed in

the interested area.

2) When a target enters the monitoring area, the Voronoi

site agent and 𝑁𝑓−1 other nearest agents are set to be tracking

agents to capture the intruded target.

3) In order to guarantee the full monitor of the whole

area, the key position of each monitoring agent has to be

occupied by at least one agent. Therefore, if the monitoring

agent becomes a tracking agent, the redundant agent with

shortest distance will shift to the key position of the original

monitoring agent.

4) When the target escapes to one of the neighbour

Voronoi cells. The new Voronoi site agent will transfer into a

tracking agent. Meanwhile, the tracking agent with the furthest

distance from the moving target will quit from the cooperative

tracking process and 4) will repeat until the target is caught.

5) When the target is caught, it stops moving and releases

the corresponding tracking agents to become redundant agents.

This is called release policy. Repeat all the procedures until

there is no more new and un-captured targets.

Remark 2. In this paper, every agent is able to communicate

in two modes: omni and directional. In the omni mode, each

agent is capable of receiving and transmitting signals in all

directions (360 degrees) with gain 𝐺. On the other hand, in

the directional mode, an agent can point its beam towards a

specific direction with gain 𝐺𝑑 (where 𝐺𝑑 > 𝐺). Because

of the higher gain, agents in directional mode have a greater

range in comparison with the omni mode [37].

At each time, it is assumed only the tracking agent, where

the target resides, operates in directional mode while all the

others operate in omni mode.

When a target enters the monitoring area, the correspond-

ing Voronoi site agent 𝑖 operates in directional mode and

rotates to send target’s position to neighbouring agents. The

neighbouring agents calculate their relative distances with the

target and send this information back. Then, the Voronoi site

agent 𝑖 decides the 𝑁𝑓 − 1 nearest agents and sends tracking

commands to selected agents. Thereafter, Voronoi site agent

stops rotating its communication direction and focuses on the

direction of target.

Remark 3. Any changes in Voronoi diagram topology are

solved in a local manner by means of well-known local

algorithms [18], which means the moving of agents do not

cause a global reassignment of Voronoi diagram.

According to the above analysis, computation complexity

of the proposed relay pursuit tracking strategy is 𝑂(2𝑁𝑓 ). It

should be noted that this includes the tracking computation

and dynamic Voronoi diagram computation.

IV. CONTROLLER DESIGN AND STABILITY ANALYSIS

A. Controller design

It is assumed that agent 𝑖 can only receive the state

information of its neighbours and target, then we adopt the
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following format of control protocol for the 𝑖-th tracking agent.

𝑢𝑖(𝑡) = −𝛼
{︁∑︀

𝑗∈𝒩𝑖(𝑡)
𝑎𝑖𝑗(𝜎(𝑡))𝑒𝑥𝑖𝑗(𝑡) + 𝑏𝑖(𝜎(𝑡))𝑒𝑥𝑖(𝑡)

}︁
,

(12)

where 𝛼 > 0 is the control parameter to be designed. 𝑒𝑥𝑖𝑗(𝑡) =

𝑥𝑖(𝑡) − 𝑥𝑗(𝑡) is the position disagreement vector between

the 𝑖-th tracking agent and the 𝑗-th tracking agent. Then,

from Definition 3, the tracking problem can be interpreted

as stability problem of the following overall disagreement

system:

ℰ̇(𝑡) = 𝐹 (𝑡, ℰ(𝑡))− 𝛼ℒ̃𝑘ℰ(𝑡), 𝑡 ̸= 𝑡𝑘

ℰ(𝑡+𝑘 ) = ℰ(𝑡−𝑘 )−Δℰ(𝑡𝑘), 𝑡 = 𝑡𝑘, 𝑘 = 0, 1, 2, . . .
(13)

where ℰ(𝑡) = [𝑒𝑇𝑥1(𝑡), 𝑒
𝑇
𝑥2(𝑡), ..., 𝑒

𝑇
𝑥𝑁𝑓

(𝑡)]𝑇 . ℒ̃𝑘 = (ℒ𝑘 +

ℬ𝑘) ⊗ 𝐼2 is the associated Laplacian matrix of the

dynamic graph including the target, in which ℬ𝑘 =

𝑑𝑖𝑎𝑔{𝑏1, 𝑏2, . . . , 𝑏𝒩𝑓
} in time interval [𝑡𝑘, 𝑡𝑘+1). 𝐹 (𝑡, ℰ(𝑡)) =

𝑐𝑜𝑙{𝑓1(𝑡), 𝑓2(𝑡), ..., 𝑓𝑁𝑓
(𝑡)}, where 𝑓𝑖(𝑡) = 𝑓(𝑡, 𝑥𝑖(𝑡)) −

𝑓(𝑡, 𝑥t(𝑡)), 𝑖 ∈ 𝒩𝑓 is the collective nonlinear self-dynamic

disagreement to the target at time 𝑡. 𝑡𝑘 is the switching time.

𝑡−𝑘 indicates the time before switching and 𝑡+𝑘 represents the

time after switching. Δℰ(𝑡𝑘) is the jump of tracking error at

switching time 𝑡𝑘.

Remark 4. As mentioned in Remark 1, when the topology

switches, the tracking agent which is furthest to the target

is replaced by the new Voronoi site. This means the norm

of tracking error ℰ(𝑡) decreases at every switching time 𝑡𝑘.

The element in ℰ(𝑡) corresponding to the replaced tracking

agent jumps, and the jump value is reflected by Δℰ(𝑡𝑘). For

instance, if the 𝑖−th tracking agent is replaced at time 𝑡𝑘, then

‖𝑒𝑥𝑖(𝑡+𝑘 )‖ ≤ ‖𝑒𝑥𝑖(𝑡−𝑘 )‖ while ‖𝑒𝑥𝑗(𝑡+𝑘 )‖ = ‖𝑒𝑥𝑗(𝑡−𝑘 )‖, 𝑗 ̸=
𝑖, 𝑖, 𝑗 ∈ 𝒩𝑓 . Tracking error jumps down at switching time 𝑡𝑘,

which implies that ‖ℰ(𝑡+𝑘 )‖2 ≤ 𝜇‖ℰ(𝑡−𝑘 )‖2, 0 < 𝜇 ≤ 1.

Remark 5. In switched systems, sliding mode phenomenon

arises when there are no impulse effects and the states do

not jump at the switching events. However, in this paper, the

states (tracking errors) jump due to our proposed relay pursuit

strategy, in which a tracking agent is replaced by another one at

the switching event. Therefore, the sliding mode phenomenon

on the switching instants will not occur in the switched system

with the proposed relay tracking strategy.

Next, we will analyze the multi-agent tracking system and

figure out when it will be a stable subsystem or an unstable

one. Let us select the Lyapunov candidate for the tracking

system (13) during time interval [𝑡𝑘, 𝑡𝑘+1) as

𝑉 (𝑡) =
1

2
ℰ𝑇 (𝑡)ℰ(𝑡), 𝑡 ∈ [𝑡𝑘, 𝑡𝑘+1), 𝑘 ∈ N. (14)

For any 𝑡 ∈ [𝑡𝑘, 𝑡𝑘+1), the upper right-hand Dini deriva-

tive of 𝑉 (𝑡) along the trajectory (13) is

𝐷+𝑉 (𝑡) =
1

2
ℰ̇𝑇 (𝑡)ℰ(𝑡) + 1

2
ℰ𝑇 (𝑡)ℰ̇(𝑡)

=− 𝛼ℰ𝑇 (𝑡)ℒ̃𝑇
𝑘 ℰ(𝑡) + 𝐹 (𝑡, ℰ(𝑡))𝑇ℰ(𝑡)

≤(−𝛼𝜆𝑚𝑖𝑛(ℒ̃𝑘) + 𝑙)‖ℰ(𝑡)‖2.

(15)

Apparently, with an event-triggered switching, the com-

munication topologies change along with time, the tracking

system can be stable or unstable. As stated in Lemma 1, the

eigenvalues of Laplacian matrix are all nonnegative, as a result,

there are two cases, i.e., 𝜆𝑚𝑖𝑛(ℒ̃𝑘) > 0 and 𝜆𝑚𝑖𝑛(ℒ̃𝑘) = 0.

The corresponding two cases are addressed as following.

For some communication topologies, ℒ̃𝑘 is positive def-

inite, we are always able to find appropriate positive control

parameter 𝛼 that enables −𝛼𝜆𝑚𝑖𝑛(ℒ̃𝑘)+ 𝑙 = −𝛾1 < 0, where

𝛾1 is a positive constant. In this case, we call the tracking sys-

tem a stable subsystem. The corresponding Lyapunov function

satisfies

𝑉 (𝑡) = 𝑉1(𝑡) ≤ 𝑒−𝛾1(𝑡−𝑡𝑘)𝑉 (𝑡𝑘). (16)

For some other communication topologies, 𝜆𝑚𝑖𝑛(ℒ̃𝑘) =

0, thus, −𝛼𝜆𝑚𝑖𝑛(ℒ̃𝑘) + 𝑙 = 𝛾2 > 0, where 𝛾2 is a positive

constant. In this case, we call the tracking system an unstable

subsystem. The corresponding Lyapunov function satisfies

𝑉 (𝑡) = 𝑉2(𝑡) ≤ 𝑒𝛾2(𝑡−𝑡𝑘)𝑉 (𝑡𝑘). (17)

It should be noted that the control parameter 𝛼 is a

constant and is determined off-line before the tracking pro-

cess. According to the nonlinear dynamics of the agents,

the Liptchitz coefficient can be calculated, and then it is

able to obtain a conservative control parameter satisfying

−𝛼𝜆𝑚𝑖𝑛(ℒ̃𝑘) + 𝑙 = −𝛾1 < 0, where ℒ̃𝑘 is the worst possible

case.

B. Stability analysis

Based on the above conditions, the overall stability of the

tracking system is analyzed in this section.

Theorem 1. Consider the multi-agent system (13), if there

exist positive numbers 𝛾* ∈ (0, 𝛾1) and 𝜇 ≤ 1 such that the

length rate 𝑙𝑟 of unstable subsystems satisfies

𝑙𝑟 =
𝑇+(𝑡0, 𝑡)

𝑇−(𝑡0, 𝑡)
≤ 𝛾1 − 𝛾*

𝛾2 + 𝛾* , (18)
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the tracking multi-agent system (13) with event-triggered

switching topologies is overall stable. Moreover, the overall

tracking error satisfies

‖ℰ(𝑡)‖2 ≤ 𝜇𝑁(𝑡0,𝑡)‖ℰ(𝑡0)‖2𝑒−𝛾*(𝑡−𝑡0). (19)

Proof. Without loss of generality, we assume, at the first time

interval, the subsystem is stable. Then, during the time interval

[𝑝0, 𝑝1) = [𝑡0, 𝑡𝑠1), the Lyapunov function is

𝑉1(𝑡
−
1 ) =𝑒−𝛾1𝑇 (𝑡0,𝑡1)𝑉1(𝑡0)

𝑉1(𝑡
+
1 ) ≤𝜇𝑉1(𝑡

−
1 ) ≤ 𝜇𝑒−𝛾1𝑇 (𝑡0,𝑡1)𝑉1(𝑡0)

𝑉1(𝑡
−
2 ) =𝑒−𝛾1𝑇 (𝑡1,𝑡2)𝑉1(𝑡

+
1 )

𝑉1(𝑡
+
2 ) ≤𝜇𝑉1(𝑡

−
2 ) ≤ 𝜇2𝑒−𝛾1𝑇 (𝑡0,𝑡2)𝑉1(𝑡0)

· · ·

𝑉1(𝑡
−
𝑠1) =𝑒−𝛾1𝑇 (𝑡𝑠1−1,𝑡𝑠1 )𝑉1(𝑡

+
𝑠1−1).

(20)

At time 𝑝1 = 𝑡𝑠1 , the tracking system switches from a

stable subsystem to an unstable subsystem.

𝑉2(𝑡
+
𝑠1) ≤𝜇𝑉1(𝑡

−
𝑠1) ≤ 𝜇𝑠1𝑒−𝛾1𝑇 (𝑡0,𝑡𝑠1 )𝑉1(𝑡0)

𝑉2(𝑡
−
𝑠1+1) =𝑒𝛾2𝑇 (𝑡𝑠1 ,𝑡𝑠1+1)𝑉2(𝑡

+
𝑠1)

𝑉2(𝑡
+
𝑠1+1) ≤𝜇𝑉2(𝑡

−
𝑠1+1)

≤𝜇𝑠1+1𝑒𝛾2𝑇 (𝑡𝑠1 ,𝑡𝑠1+1)−𝛾1𝑇 (𝑡0,𝑡𝑠1 )𝑉1(𝑡0)

· · ·

𝑉2(𝑡
−
𝑠2) =𝑒𝛾2𝑇 (𝑡𝑠2−1,𝑡𝑠2 )𝑉2(𝑡

+
𝑠2−1).

(21)

At time 𝑝2 = 𝑡𝑠2 , the tracking system switches from an

unstable subsystem to a stable subsystem.

𝑉1(𝑡
+
𝑠2) ≤𝜇𝑉2(𝑡

−
𝑠2) ≤ 𝜇𝑠2𝑒𝛾2𝑇 (𝑡𝑠1 ,𝑡𝑠2 )−𝛾1𝑇 (𝑡0,𝑡𝑠1 )𝑉1(𝑡0)

𝑉1(𝑡
−
𝑠2+1) =𝑒−𝛾1𝑇 (𝑡𝑠2 ,𝑡𝑠2+1)𝑉1(𝑡

+
𝑠2)

𝑉1(𝑡
+
𝑠2+1) ≤𝜇𝑉1(𝑡

−
𝑠2+1)

≤𝜇𝑠2+1𝑒𝛾2𝑇
+(𝑡0,𝑡𝑠2+1)−𝛾1𝑇

−(𝑡0,𝑡𝑠2+1)𝑉1(𝑡0)
(22)

Then, in general case, at time 𝑡 ∈ [𝑡𝑘, 𝑡𝑘+1), the Lya-

punov function boils down to

𝑉 (𝑡) ≤𝜇𝑘𝑒𝛾2𝑇
+(𝑡0,𝑡)−𝛾1𝑇

−(𝑡0,𝑡)𝑉 (𝑡0). (23)

From the condition (18) in Theorem 1, we can get

𝑇+(𝑡0, 𝑡)(𝛾2 + 𝛾*)− 𝑇−(𝑡0, 𝑡)(𝛾1 − 𝛾*) ≤ 0

𝛾2𝑇
+(𝑡0, 𝑡)− 𝛾1𝑇

−(𝑡0, 𝑡) + 𝛾*(𝑇+(𝑡0, 𝑡) + 𝑇−(𝑡0, 𝑡)) ≤ 0

𝛾2𝑇
+(𝑡0, 𝑡)− 𝛾1𝑇

−(𝑡0, 𝑡) ≤ −𝛾*(𝑡− 𝑡0)
(24)

Associate (23) with (24), it is straightforward to obtain

that

𝑉 (𝑡) ≤ 𝜇𝑁(𝑡0,𝑡)𝑉 (𝑡0)𝑒
−𝛾*(𝑡−𝑡0). (25)

Since 𝑉 (𝑡) = 1
2ℰ

𝑇 (𝑡)ℰ(𝑡) = 1
2‖ℰ(𝑡)‖

2 and 𝑉 (𝑡0) =
1
2‖ℰ(𝑡0)‖

2. Then (19) follows from (25). According to Defi-

nition 1, the overall error system is exponentially stable. The

disagreement between the tracking agents and the target tends

to 0 when 𝑡 → ∞. i.e., tracking agents finally track the

target. Despite the system consists of unstable subsystems,

the tracking agents still successfully track the target with the

proposed tracking strategy.

V. DISTURBANCE ATTENUATION ANALYSIS

In this section, we investigate the disturbance attenuation

performance of our proposed tracking strategy for the multi-

agent system. The agents are subject to external disturbances,

and the dynamic of the 𝑖-th agent is then described as

𝑥̇𝑖(𝑡) = 𝑓(𝑡, 𝑥𝑖(𝑡)) + 𝑢𝑖(𝑡) + 𝜔𝑖(𝑡), 𝑡 ≥ 𝑡0

𝑥𝑖(𝑡0) = 𝑥𝑖0 , 𝑡0 ≥ 0
(26)

where 𝜔𝑖(𝑡) ∈ L2[0,∞) is the disturbance input of the 𝑖-th

agent.

The dynamic of the target is then described as

𝑥̇t(𝑡) = 𝑓(𝑡, 𝑥t(𝑡)) + 𝜔t(𝑡), 𝑡 ≥ 𝑡0

𝑥t(𝑡0) = 𝑥t0 , 𝑡0 ≥ 0
(27)

where 𝜔t(𝑡) ∈ L2[0,∞) is the disturbance input of the target.

Then, from Definition 3, the tracking problem can be

interpreted as stability problem of the following overall dis-

agreement system:

ℰ̇(𝑡) = 𝐹 (𝑡, ℰ(𝑡))− 𝛼ℒ̃𝑘ℰ(𝑡) + 𝜔(𝑡), 𝑡 ̸= 𝑡𝑘

ℰ(𝑡+𝑘 ) = ℰ(𝑡−𝑘 )−Δℰ(𝑡𝑘), 𝑡 = 𝑡𝑘, 𝑘 = 0, 1, 2, . . .
(28)

where 𝜔(𝑡) = [(𝜔1(𝑡)− 𝜔t(𝑡))
𝑇 , (𝜔2(𝑡)− 𝜔t(𝑡))

𝑇 , ...,

(𝜔𝑁𝑓
(𝑡)− 𝜔t(𝑡))

𝑇 ]𝑇 .

For the limit of length and its similarity to the case

without disturbance, some of the derivation is omitted.

For stable subsystems, there exists a positive scalar 𝛾𝜔
1

satisfying 𝛾𝜔
1

2 ≤ 𝛼𝜆𝑚𝑖𝑛(ℒ̃𝑘)− 𝑙− 𝜆−2
0

2 , where 𝜆0 is a positive

scalar positively involved with the disturbance attenuation

level. The piecewise Lyapunov function 𝑉 (𝑡) satisfies

𝑉 (𝑡) ≤ 𝑒−𝛾𝜔
1 (𝑡−𝑡𝑘)𝑉 (𝑡𝑘) +

𝜆2
0

2

∫︁ 𝑡

𝑡𝑘

𝑒−𝛾𝜔
1 (𝑡−𝜏)𝜔𝑇 (𝜏)𝜔(𝜏)𝑑𝜏.

(29)

For unstable subsystems, 𝜆𝑚𝑖𝑛(ℒ̃𝑘) = 0, there exists a

positive scalar 𝛾𝜔
2 satisfying 𝛾𝜔

2

2 ≥ 𝑙 +
𝜆−2
0

2 , and then

𝑉 (𝑡) ≤ 𝑒𝛾
𝜔
2 (𝑡−𝑡𝑘)𝑉 (𝑡𝑘) +

𝜆2
0

2

∫︁ 𝑡

𝑡𝑘

𝑒𝛾
𝜔
2 (𝑡−𝜏)𝜔𝑇 (𝜏)𝜔(𝜏)𝑑𝜏.

(30)
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Now, we are ready to give the main result on the

robustness of the overall tracking system, which states the

disturbance attenuation level from 𝜔 to the tracking errors ℰ .

Theorem 2. Consider the disturbed multi-agent system (28),

if there exist positive numbers 𝛾*
𝜔 ∈ (0, 𝛾𝜔

1 ) and 𝜇 ≤ 1 such

that the length rate 𝑙𝜔𝑟 of unstable subsystems satisfies

𝑙𝜔𝑟 =
𝑇+(𝑡0, 𝑡)

𝑇−(𝑡0, 𝑡)
≤ 𝛾𝜔

1 − 𝛾*
𝜔

𝛾𝜔
2 + 𝛾*

𝜔

, (31)

the tracking multi-agent system (28) achieves a disturbance

attenuation level 𝜆0√
𝛾*
𝜔

.

Proof. According to (20)-(23), (31) and similar to the deriva-

tion of (24), we obtain

𝑉 (𝑡) ≤𝑒−𝛾*
𝜔(𝑡−𝑡0)𝑉 (𝑡0) +

𝜆2
0

2

∫︁ 𝑡

𝑡0

𝑒−𝛾*
𝜔(𝑡−𝜏)𝜔𝑇 (𝜏)𝜔(𝜏)𝑑𝜏.

(32)

By integrating the above inequality (32) in terms of time

from 𝑡0 to ∞, we have∫︁ ∞

𝑡0

𝑉 (𝑡)𝑑𝑡 ≤
∫︁ ∞

𝑡0

𝑒−𝛾*
𝜔(𝑡−𝑡0)𝑉 (𝑡0)𝑑𝑡+

𝜆2
0

2

∫︁ ∞

𝑡0

∫︁ 𝑡

𝑡0

𝑒−𝛾*
𝜔(𝑡−𝜏)𝜔𝑇 (𝜏)𝜔(𝜏)𝑑𝜏𝑑𝑡

=
1

𝛾*
𝜔

𝑉 (𝑡0) +
𝜆2
0

2𝛾*
𝜔

∫︁ ∞

𝑡0

𝜔𝑇 (𝑡)𝜔(𝑡)𝑑𝑡.

(33)

According to the definition of Lyapunov function 𝑉 (𝑡) =
1
2ℰ

𝑇 (𝑡)ℰ(𝑡), the following inequality∫︁ ∞

𝑡0

ℰ𝑇 (𝑡)ℰ(𝑡)𝑑𝑡 ≤ 2

𝛾*
𝜔

𝑉 (𝑡0) +
𝜆2
0

𝛾*
𝜔

∫︁ ∞

𝑡0

𝜔𝑇 (𝑡)𝜔(𝑡)𝑑𝑡 (34)

holds for any 𝜔(𝑡) ∈ L2[0,∞). This means that ‖ℰ‖2L2
≤

2
𝛾*
𝜔
𝑉 (𝑡0) +

𝜆2
0

𝛾*
𝜔
‖𝜔‖2L2

, thus the disturbance attenuation level
𝜆0√
𝛾*
𝜔

is achieved. Our proposed tracking strategy is also ro-

bust against external disturbances for the multi-agent tracking

systems.

VI. NUMERICAL EXAMPLES

In this section we present numerical examples to show

the effectiveness and correctness of the main results derived

above. The numerical examples include the two cases where

a target is tracked by three agents, and the case in which

the agents are subject to disturbances. Both of the cases are

conducted on the following scenario.

Consider a scenario where a group of three tracking

agents track a maneuvering target in 2-dimensional space. The

nonlinear dynamics of the tracking agents and target are

𝑓(𝑡, 𝑥(𝑡))

=250 sin(0.0035𝑥(𝑡)) + 200 cos(2.5𝑡) + 20 sin(2.5𝑡).
(35)

Then, ‖𝑓(𝑡, 𝑥𝑖) − 𝑓(𝑡, 𝑥t)‖ ≤ 250 × 0.0035‖𝑥𝑖 − 𝑥t‖ =

0.875‖𝑥𝑖−𝑥t‖. Consider there are at most 3 targets may enter

a 1000 × 1000𝑚2 monitoring area and the sensing radius is

set as 𝑅𝑠 = 125𝑚. The time of the first target breaks into this

domain is considered as initial time. The coordinate where the

first target enters this area is (0, 80).

A. The target is tracked by three agents

This example addresses the situation in which an intruded

target is tracked by three agents. The tracking process is

illustrated in Fig. 3. In this figure, red line represents the

trajectory of target. When the target enters a new Voronoi

cell, the associated Voronoi site agent replaces one of the

original tracking agents, which leads the tracking trajectories

to be discontinuous. The discontinuity of different colored

lines clearly shows which agent is replaced.
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Fig. 3: Tracking trajectories

Fig. 4 shows tracking errors on 𝑥-axis, 𝑦-axis, which

obviously reflects the switching. Every switching of topology

and tracking agents brings a jump in tracking error. Actually,

each discontinuity of a line in Fig. 3 corresponds to a jump

in Fig. 4. For instance, at step 158, agent 3 is replaced by

a new Voronoi site agent and its error trajectory of 𝑥− axis

sees a significant jump. Correspondingly, there is an obvious

discontinuity in the green line as wee can see in Fig. 3.

Fig. 5 depicts the switching signal 𝜎(𝑡). The system

switches five times over the entire tracking process, which is

verified by the summation of norm of all tracking errors, i.e.,
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Fig. 4: Tracking errors of three tracking agents
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Fig. 5: Switching signal of the tracking process
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Fig. 6: Norm of errors and minimum eigenvalues

the value of Lyapunov function in Fig. 6. At every switching,

the summation of norm of all tracking errors jumps down,

satisfying 𝑉 (𝑡𝑘+1) ≤ 𝜇𝑉 (𝑡𝑘).

According to Fig. 6, during simulation steps (0, 69) and

(117, 220), the minimum eigenvalues of extended Laplacian

matrix is 0, i.e., 𝜆𝑚𝑖𝑛(ℒ̃𝑘) = 0, then −𝛼𝜆𝑚𝑖𝑛(ℒ̃𝑘) + 𝑙 =

𝛾2 = 0.875, the related subsystems are unstable subsystems

and the corresponding Lyapunov function is increasing as

can be clearly seen from Fig. 6. At the other time steps

𝜆𝑚𝑖𝑛(ℒ̃𝑘) = 0.2679. To ensure the stability of the subsystems,

it is required −𝛼𝜆𝑚𝑖𝑛(ℒ̃𝑘) + 𝑙 < 0, then the designed control

parameter is 𝛼 > 3.2661. Under this design principle, we

choose the control parameter as 𝛼 = 6, thus 𝛾1 = 0.7324.

Thus, the summation norm of tracking error holds a decreasing

trend. Select 𝛾* = 0.3, we have 𝛾1−𝛾*

𝛾2+𝛾* = 0.4942, and then

𝑙𝑟 = 𝑇+(𝑡0,𝑡)
𝑇−(𝑡0,𝑡)

= 0.2767 < 𝛾1−𝛾*

𝛾2+𝛾* . It is verified that the

condition in Theorem 1 is satisfied.

B. The agents are subject to disturbances

A simulation of multi-agent tracking system with dis-

turbances is conducted to verify the theoretical result in

Section V. For simulation analysis, we assume a disturbance

𝑑(𝑡) shown in Fig. 7, and the disturbances imposed on

target and three tracking agents are 𝜔t(𝑡) = 𝑑(𝑡), 𝜔1(𝑡) =

1.2𝑑(𝑡), 𝜔2(𝑡) = 0.5𝑑(𝑡) and 𝜔3(𝑡) = −𝑑(𝑡) respectively. The

rest of the simulation scenario is the same as that in Example

VI-A. The tracking trajectories of the disturbed system is

shown in Fig. 8.
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Fig. 7: Illustrative description of disturbance signal 𝑑(𝑡)
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Fig. 8: Tracking trajectories of the system subject to distur-

bances

Choose 𝜆0 = 6, we obtain 𝛾𝜔
1 = 1.3, 𝛾𝜔

2 = 1.9. Select

𝛾*
𝜔 = 0.2, we have 𝛾𝜔

1 −𝛾*
𝜔

𝛾𝜔
2 +𝛾*

𝜔
= 0.5238. In this example,
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Fig. 9: Ratio of the tracking error energy to the disturbance

energy

the length rate of unstable subsystems is 𝑙𝑟 = 0.4959,

which apparently satisfies the condition in Theorem 2. The

disturbance attenuation level is designed as 𝜆0√
𝛾*
𝜔

= 13.4164.

The ratio of the tracking error energy to the disturbance input

energy, that is,
∫︀∞
𝑡0

ℰ𝑇 (𝑡)ℰ(𝑡)𝑑𝑡/
∫︀∞
𝑡0

𝜔𝑇 (𝑡)𝜔(𝑡)𝑑𝑡 is depicted

in Fig. 9, which shows that the maximum value of the

ratio is 105.4. Therefore, the disturbance attenuation level is
√
105.4 = 10.2665, which verifies that the designed value
𝜆0√
𝛾*
𝜔

= 13.4164 is achieved.

C. Comparison of tracking performance with non-relay

method

To verify the advantage of proposed tracking strategy, we

compare the tracking performance between the relay pursuit

strategy and the non-relay pursuit strategy. In the two tracking

strategies, the initial tracking agents are the same. However,

in the non-relay pursuit strategy, the tracking agents do not

switch when the target enters a new Voronoi cell.

Fig. 10 shows norms of tracking errors with two tracking

strategies. As can be seen from the figure, it is obvious that

the target can be tracked successfully within a shorter time

with proposed tracking strategy. The norms of tracking errors

at steps 200 and 300 are marked. Specifically, at step 300, the

norm of tracking errors with proposed strategy is 430.4, which

is overwhelmingly less than its counterpart value 11130 of the

non-relay strategy.

VII. CONCLUSIONS

The tracking problem of a class of nonlinear multi-agent

systems on a certain domain is investigated. This domain is

monitored by a number of smart agents and divided into many
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Fig. 10: Norm of tracking errors comparison

Voronoi cells with assistance of Voronoi diagram. At the same

time, the smart agents are set to track any intruded target agent

with the proposed tracking strategy. Several tracking agents

cooperate and communicate with each other when they are

supposed to track the same target. During the tracking process,

the tracking agents are relayed by a series of Voronoi sites.

The switching of topologies and relay of tracking agents are

triggered when a target is moving into a new Voronoi cell

and this leads the tracking system to be stable or unstable

subsystems. The system not only switches among consecutive

stable subsystems or consecutive unstable subsystems but

also between stable and unstable subsystems. Our proposed

tracking strategy guarantees overall successful tracking with

tolerance of unstable subsystems and disturbances.

One issue that has not been addressed in this paper,

and is worth pursuing in the future work, is whether this

cooperative relay tracking strategy can be used to capture a

target under the network-based environment with time-delays

and packet dropouts, which is known to be an important issue

in networked systems [38, 39]. In this case, the subsystems

are more likely to be unstable and it will be more difficult

to deal with. Another possible extension is to consider a

situation where the agents and targets are described by Takagi-

Sugeno (T-S) fuzzy dynamic models [40–43]. In terms of more

complex nonlinear systems, when the state variable is not

measurable, observer-based control [44, 45] could be adopted.
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