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Abstract

This thesis investigated a number of aspects of the clinical utility and cost-effectiveness of clinical risk factors, online multivariate algorithms, DXA and a nail-based Raman spectroscopy test, BQT for fracture risk using archived nail samples, and questionnaire data from the Nurses’ Health Study which followed women for up to 23 years.

The results showed that the BQT in combination with CRFs improved the results over CRFs alone, using logistic regression and Cox’s proportional hazards analysis. The improvement seen was larger using the Cox model, indicating that time is an important factor.

The multivariate algorithms, FRAX and QFractureScores were compared in retrospective and cohort models and found to be predictive, but the relative performance of the two algorithms was highly dependent on the input data.

Reclassification is an exciting new approach to evaluating the addition of new biomarkers in multivariate algorithms and was found in the Nurses’ Health Study to provide better discrimination than AUC.

Cost-effectiveness analysis using Markov and decision tree approaches showed that the BQT with a low cut-off in combination with DXA was consistently on the cost-effective frontier, indicating that this new biomarker would be an integral part of any mass screening strategy.

In conclusion, it is clear that the use of the BQT can enhance the performance of clinical risk factors and, with further improvements, the combination may offer a cost-effective alternative to the use of DXA for mass screening in multivariate algorithms.
Acknowledgements

My sincere gratitude goes to Dr Jeff Newman, my PhD supervisor, and to Joan Houghton, Nichola White, Kal Karim and the staff of Cranfield University who welcomed me into the fold and provided me with the support I needed to make this experience a positive one.

I would like to thank Dr Mark Towler for approaching me with the idea for a new test for osteoporosis all those years ago; without him, I would never have started this journey. I would also like to acknowledge the support of Dr Niamh Cummins, whose ideas and input were invaluable to my learning experience.

I would like to acknowledge the staff and investors in Crescent Diagnostics for their support in the clinical trials we conducted; the Crescent experience has been one that will always stay with me.

My thanks go to Dr Diane Feskanich of the Nurses’ Health Study who kindly allowed me to use data from this study in this thesis, and all the staff and patients involved in trials. Without their enthusiasm and interest, in what was a very unusual test, this project would never have made the progress it had.

I would like to acknowledge Danna Millett, Michelle Poku, Alice Poku, Kwasi Poku, Sandra Poku, Jenny Kendrick, Pippa Anderson and Christine Larson for their support.

Lastly, and most importantly, I would like to thank my family, my wife Susan and my son Fernán, without their understanding and supporting comments this project would not have been possible.
Publications


List of Figures

Figure 1.1: The DALYs for osteoporosis compared with other major chronic diseases. Adapted from ‘The burden of osteoporosis’ (Kanis, 2006)..............................7
Figure 1.2: Trabecular bone and cortical bone shown to demonstrate their different structures(Photos by Paul Crompton © University of Wales College of Medicine) ...............8
Figure 1.3: Screenshot of the input webpage of the UK version of FRAX® (Kanis et al., 2009)...............................................................................................................24
Figure 1.4: NOGG charts to aid the selection of patients for treatment or further assessment based on fracture risk with and without BMD. The x-axis represents the age of the subjects and the y-axis represents the 10-year probability of a fracture (Kanis et al., 2009)........33
Figure 1.5: Raman spectrogram of a human nail and an explanation of the how the peak height ratio for each subject was calculated ..................................................................................49
Figure 1.6: Raman spectrum from bone collagen (Matousek et al., 2006)..........................51
Figure 1.7: Raman Spectra from nail keratin in the human fingernail (Moran et al., 2007) ...51
Figure 1.8: Figures 6 and 7 overlaid (Cummins, 2009)..................................................51
Figure 1.9: Image showing the ventral, intermediate and dorsal layers in a nail sample, from Farren et al, 2004 ........................................................................................................55
Figure 1.10: The descriptions for the changes in energy levels due to the Raman effect .....58
Figure 1.11: A schematic of a confocal micro-Raman spectroscopy instrument. (reproduced from Petry et al. 2003)........................................................................................................59
Figure 1.12: Steps in the statistical classification of Raman data.................................61
Figure 1.13: The separation of the data using techniques such as PCA .....................62
Figure 1.14: Relapse-free Kaplan-Meier survival curves for a lung cancer trial from (Clark et al., 2003)...........................................................................................................65
Figure 2.1: Raman spectra from a female toenail stored in desiccator and room temperature for six days. The abbreviations of the file names: RTD1BS2 (Room Temperature, Day 1, Bottom, Spot2), DESD1TS2 (DESiiccator, Day 1, Top, Spot2).................................95
Figure 2.2: Raman spectra of toenail soaked in de-ionized water for three time periods, 24hrs, 48hrs and 72 hrs .................................................................................................................96
Figure 2.3: Raman spectra of nail following UV light exposure at durations of up to 120 minutes. The chart on the left shows the normalised spectra and the chart on the right the unmodified spectra.................................................................97
Figure 2.4: Raman spectra of nail following temperature-based changes at temperatures between 25 deg C and 190 deg C........................................................................................................98
Figure 2.5: Mean case and control spectra and the difference between cases and controls magnified one hundred times. The case and control spectra are visible as a single line because they overlap to the naked eye........................................................................................................100
Figure 2.6: Areas under receiver operator characteristic curve for prediction models.........101
Figure 2.7: Area under receiver operator characteristic curve for prediction models in 51 hip fracture cases and 48 controls up to 15 years post nail collection........................................103
Figure 2.8: Areas under receiver operator characteristic curve for prediction...............104
Figure 2.9: Area under receiver operator characteristic curve for prediction models in hip fracture cases up to 15 years post nail collection and their matched controls. .............105
Figure 3.1: NOGG assessment and treatment thresholds in relation to fracture probability. The first chart is used when BMD is included in FRAX and the second chart is used when BMD information is available. .................................................................113
Figure 3.2. Correlation between FRAX and QFractureScores absolute risks (- BMD) for major fracture (A) and hip fracture (B)..................................................................................123
Figure 3.3: Trendline View: Major Fracture for FRAX and QFracture with and without BMD. ...........................................................................................................................................124
Figure 3.4: Trendline View: Hip Fracture risk for the three treatment scenarios: FRAX with BMD, FRAX without BMD and QFracture ........................................................................125
Figure 3.5: ROC curves for the FRAX with BMD (middle line), FRAX without BMD (outer line) and QFracture (inner line) algorithms and major fracture........................................127
Figure 3.6: A comparison of selected CRFs and algorithm outputs .....................................129
Figure 4.1: AUC graph for the FRAX algorithm.................................................................149
Figure 4.2: AUC graph for the QFractureScores Model....................................................150
Figure 4.3: AUC graph for BMI risk factor ........................................................................151
Figure 4.4: Comparison of ROC Curves for QFracture, FRAX, logistic regression and BMI in the NHS Cohort.................................................................................................................152
Figure 4.5: Comparison of ROC Curves in NHS subgroup of fracture up to 16 years from baseline ..........................................................................................................................155
Figure 5.1: Kaplan-Meier Curve for the 82 events and 82 censored events.......................169
Figure 5.2: Event timing for those above and below a BMI of 25 ......................................170
Figure 5.3: Time to Fracture based on dividing the study group based on HRT use .........172
Figure 5.4: Time to fracture based on dividing the study group by Raman score ............. 173
Figure 5.5: Hazard Function: Cox’s model clinical risk factors in the NHS group ........ 174
Figure 5.6: Hazard Function: Cox’s model clinical risk factors .................................. 174
Figure 6.1: Decision tree diagram for the four diagnostic strategies ......................... 195
Figure 6.2: Markov decision tree with two states well and fracture ............................ 196
Figure 6.3: Markov Model Tree .................................................................................... 200
Figure 6.4: Cost-effectiveness chart: Decision Tree: Four diagnostic scenarios are shown. 202
List of Tables

Table 1.1: Diagnostic options for osteoporosis based on T-scores derived from BMD assessment.................................................................4
Table 1.2: Comparison of odds ratios for fracture risk at different BMD measurement sites (Marshall, D. 1996)..................................................................................................................14
Table 1.3: Potentially important genetic markers for osteoporosis .........................15
Table 1.4: Changes in αα/ββ CTX ratio with age, adapted from (Leeming et al., 2009)........18
Table 1.5: Key Characteristics of primary and validation cohorts used in the development of FRAX, adapted from (Kanis et al., 2007)..................................................................................................................23
Table 1.6: Risk factors selected for inclusion in the FRAX® algorithm .......................23
Table 1.7: Odds ratios for BMD + clinical risk factors in isolation and in combination, adapted from (Kanis et al., 2007)..................................................................................................................25
Table 1.8: Fracture prediction performance characteristics according to age and risk assessment strategy in women, adapted from Johansson et al. (Johansson et al., 2009) ......26
Table 1.9: QFractureScore identified risk factors..........................................................29
Table 1.10: Significant associations in QFracture algorithm........................................30
Table 1.11: Intervention thresholds for osteoporosis in the UK, adapted from Kanis et al. (Kanis et al., 2005)..........................................................................................................................34
Table 1.12: Effectiveness of various preventative treatments on different types of fracture (adapted by Compston from Compston (Compston, 2000))....................................................36
Table 1.13: Changes in spinal BMD and fracture risk at various sites based on the treatment regime, adapted from (Cefalu, 2004)..................................................................................................41
Table 1.14: Categories of test results and the potential errors that can arise ...............44
Table 1.15: Clinical factors which influence the growth rates of nail and bone ..........52
Table 1.16: The major Raman vibrational modes in the human fingernail .................55
Table 1.17: The annual treatment costs and fracture prevention effectiveness of osteoporosis treatments in the UK .................................................................72
Table 2.1: Clinical risk factors at time of toenail collection in hip fracture ................99
Table 2.2: Prediction of hip fracture by Raman test score and clinical risk factors a (CRF) among postmenopausal women in the Nurses' Health Study ..................................................102
Table 2.3: Diagnostic performance for the different diagnostic scenarios based on alternative cut-off values .................................................................105
Table 3.1: CRFs evaluated by the FRAX and QFractureScores Algorithms .................114
Table 6.2: Base case predictive value data for the four diagnostic strategies

Table 6.3: Relative Risks per SD for the four diagnostic strategies for high risk and low risk patients

Table 6.4: Relative Risk factors used in the different diagnostic scenarios

Table 6.5: Cost data used at the different states of the Markov model

Table 6.6: Diagnostic test hazard ratios for the high risk and low risk cases in the four diagnostic scenarios

Table 6.7: Cost-effectiveness results table for the four diagnostic options

Table 6.8: RRR, ARR and NNT results for the four diagnostic scenarios

Table 6.9: Cost-effectiveness values for the four diagnostic scenarios

Table 6.10: ARR, RRR and NNT results for the four diagnostic scenarios

Table 6.11: Reclassification Table for the CRF only model and with BQT added to the model
## Notation

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANOVA:</td>
<td>Analysis of variance between groups</td>
</tr>
<tr>
<td>ARR:</td>
<td>Absolute Risk Reduction</td>
</tr>
<tr>
<td>AUC:</td>
<td>Area Under the ROC curve</td>
</tr>
<tr>
<td>BMD:</td>
<td>Bone Mineral Density</td>
</tr>
<tr>
<td>BMI:</td>
<td>Body Mass Index</td>
</tr>
<tr>
<td>BQT:</td>
<td>Nail Raman Test/Bone Quality Test</td>
</tr>
<tr>
<td>BUA:</td>
<td>Broadband Ultrasound Attenuation</td>
</tr>
<tr>
<td>CEA:</td>
<td>Cost-effectiveness Analysis</td>
</tr>
<tr>
<td>CERES:</td>
<td>Cranfield Collection of E-Research</td>
</tr>
<tr>
<td>CI:</td>
<td>Confidence Interval</td>
</tr>
<tr>
<td>CRF:</td>
<td>Clinical Risk Factors</td>
</tr>
<tr>
<td>CTX:</td>
<td>Collagen type 1 cross-linked C-telopeptide</td>
</tr>
<tr>
<td>CUA:</td>
<td>Cost Utility Analysis</td>
</tr>
<tr>
<td>CV:</td>
<td>Coefficient of Variation</td>
</tr>
<tr>
<td>DALY:</td>
<td>Disability Adjusted Life Year</td>
</tr>
<tr>
<td>DNA:</td>
<td>Deoxyribonucleic acid</td>
</tr>
<tr>
<td>DPD:</td>
<td>Deoxypyridinoline</td>
</tr>
<tr>
<td>DXA:</td>
<td>Dual energy X-ray Absorptiometry</td>
</tr>
<tr>
<td>EMSC:</td>
<td>Extended Multiplicative Signal Correction</td>
</tr>
<tr>
<td>FN:</td>
<td>False Negative</td>
</tr>
<tr>
<td>FP:</td>
<td>False Positive</td>
</tr>
<tr>
<td>FRAN:</td>
<td>Fracture Risk Assessment Nail Study</td>
</tr>
<tr>
<td>FRAX:</td>
<td>WHO Fracture Risk Assessment Tool</td>
</tr>
<tr>
<td>FTIR:</td>
<td>Fourier Transform Infrared spectroscopy</td>
</tr>
<tr>
<td>HR:</td>
<td>Hazard Ratio</td>
</tr>
<tr>
<td>HRT:</td>
<td>Hormone Replacement Therapy</td>
</tr>
</tbody>
</table>
HRTUSE: Use of Hormone Replacement Therapy

ICER: Incremental Cost-effectiveness Analysis
IDI: Integrated Discrimination Improvement
ISO: International Standards Organisation

LDA: Linear Discriminant Analysis
LOSO: Leave one subject out

MHRA: Medicines and Healthcare Products Regulatory Agency
MRI: Magnetic Resonance Imaging
MWU: Mann-Whitney Test

NA: Not applicable
NHS: Nurses’ Health Study
NICE: National Institute for Clinical Excellence
NOF: National Osteoporosis Foundation
NOGG: National Osteoporosis Guideline Group
NNT: Number needed to treat
NPV: Negative Predictive Value
NRI: Net reclassification index
NTX: collagen type 1 cross-linked N-telopeptide

OR: Odds Ratio

PC: Principal Component
PCA: Principal Component Analysis
PH: Proportional Hazards
PPV: Positive Predictive Value
PTH: Intermittent parathyroid hormone

QUALFEO: Quality of life questionnaire of the European Foundation for Osteoporosis
QALY: Quality Adjusted Life Year
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>QCT</td>
<td>Quantified Computed Tomography</td>
</tr>
<tr>
<td>QUS</td>
<td>Quantitative Ultrasonography</td>
</tr>
<tr>
<td>RANKL</td>
<td>Receptor Activation of Nuclear factor kB Ligand</td>
</tr>
<tr>
<td>RCT</td>
<td>Randomised Controlled Trial</td>
</tr>
<tr>
<td>RNA</td>
<td>Ribonucleic Acid</td>
</tr>
<tr>
<td>ROC</td>
<td>Receiver Operating Characteristic</td>
</tr>
<tr>
<td>RR</td>
<td>Relative Risk</td>
</tr>
<tr>
<td>RRR</td>
<td>Relative Risk Reduction</td>
</tr>
<tr>
<td>SD</td>
<td>Standard Deviation</td>
</tr>
<tr>
<td>SERM</td>
<td>Selective Estrogen Receptor Modulator</td>
</tr>
<tr>
<td>SOF</td>
<td>Study of Osteoporotic Fracture</td>
</tr>
<tr>
<td>SORS</td>
<td>Spatially Offset Raman Spectroscopy</td>
</tr>
<tr>
<td>SOS</td>
<td>Speed of Sound</td>
</tr>
<tr>
<td>SPSS</td>
<td>Statistical Analysis Software</td>
</tr>
<tr>
<td>SQRT</td>
<td>Square Root</td>
</tr>
<tr>
<td>SR</td>
<td>Strontium Ranelate</td>
</tr>
<tr>
<td>SS</td>
<td>Disulphide bond</td>
</tr>
<tr>
<td>TGF-beta</td>
<td>Transforming Growth Factor Beta</td>
</tr>
<tr>
<td>TN</td>
<td>True Negative</td>
</tr>
<tr>
<td>TP</td>
<td>True Positive</td>
</tr>
<tr>
<td>UK</td>
<td>United Kingdom</td>
</tr>
<tr>
<td>US</td>
<td>United States of America</td>
</tr>
<tr>
<td>UV</td>
<td>Ultraviolet</td>
</tr>
<tr>
<td>WHO</td>
<td>World Health Organisation</td>
</tr>
</tbody>
</table>
Chapter 1: Literature Review

1.1 Medical diagnostics today

In 2011, the global in vitro diagnostics market was worth $44bn (Roche, 2011), approximately 5% of the overall healthcare expenditure according to the Lewin Group (The Lewin Group, 2005). The Lewin Group estimates, however, that diagnostics influences between 60% and 70% of healthcare decisions, which illustrates the importance of diagnostics to the overall healthcare system.

Hospitals and reference lab testing organisations dominate the testing market, but there has been a steady increase in the proportion of the overall market carried out in near-patient environments as more sophisticated care is increasingly conducted outside hospitals. Traditionally, the diagnostics industry has focused on diagnosing the presence of diseases, but the trend in recent years has been towards developing tools that are more predictive and prognostic in nature, which can enable the selection of the most appropriate drugs for a particular patient (Urdea et al., 2009). This allows earlier preventive treatment and a delay in healthcare costs until later in life.

Currently, the large diagnostic companies mostly develop new predictive and prognostic biomarkers in-house but an increasing number are developed by hospitals, academic institutions and early-stage companies using venture capital funding for their research activities. One important area of human health research is osteoporotic fracture prevention and diagnosis, where there is a compelling need for better prognosis and early treatment. This thesis evaluates some new potential prognostic tools for future fracture prediction and evaluates their impact on the economics of healthcare.

1.2 Objectives of the literature review

The objective of this literature review is to establish and comment on:

- The healthcare burden of osteoporosis
- The level of medical knowledge about risk factors other than bone mineral density for hip fracture
- The progress made in the use of Raman spectroscopy of the nail as a biomarker for fracture risk
• The knowledge gaps preventing the implementation of a mass screening protocol for osteoporosis fracture risk in the UK and US
• The health economic techniques used to evaluate the cost-effectiveness of screening for osteoporosis.

1.3 Scope of the literature review
During the development of this review, English language peer-reviewed journals and major publications were examined. The review has focused on academic publications over the last decade, as there have been substantial changes in thinking about the management and prevention of the condition, thus reducing the relevance of older publications.

The following sources were consulted for the literature review:
• NICE guidance on osteoporosis
• National Osteoporosis Foundation Clinician Guidelines
• Standard setting and regulatory bodies (ISO and MHRA)
• Peer-reviewed journals and conference proceedings from journals, including Osteoporosis International, Bone and the Journal of Bone Mineral Research
• Government and other regulatory body publications (such as NICE)
• World Health Organization reference texts
• World Intellectual Property Organisation website for patents and patent applications
• British Library EthOS
• Cranfield CERES.

The search strategy used the following keywords: bone quality, bone fracture, FRAX, osteoporosis, bone fragility, bone mineral density, bone markers, hip fracture, ultrasound, cohort studies, collagen cross-links, human nail, fracture risk, principal component analysis, cost-effectiveness, and health economics. SCOPUS and PubMed were used to carry out searches.
The review has focused on papers concerned with the following issues:

- The definition of osteoporosis
- The clinical need for better osteoporosis prediction
- The clinical validity of risk factors for osteoporosis
- The clinical utility of bone mineral density (BMD) testing to predict future fracture
- The clinical utility of non-BMD based risk predictors for future fracture
- The cost-effectiveness requirements for patient selection for treatment
- The diagnostic potential of the human nail
- Confocal Raman spectroscopy
- Methods to conduct cohort studies
- The cost-effectiveness of screen and treat strategies to prevent fracture.

1.4 Osteoporosis care today

1.4.1 Definition of osteoporosis

Osteoporosis is the clinical term used to describe a bone condition that causes low trauma bone fracture in postmenopausal women.

The World Health Organization defined it in 1994:

> Osteoporosis is a systemic, degenerative skeletal condition characterized by low bone mass and micro-architectural deterioration of bone, leading to reduced bone strength and an increased risk of fracture. (WHO, 1994)

At the same time, a panel of experts at the WHO quantified the definition to aid physicians in selecting patients for treatment. The revised criteria stated:

> Osteoporosis is defined as a BMD that lies 2.5 standard deviations or more below the average value for young healthy women (a T-score of < −2.5 SD). (Kanis, 2007)

Kanis et al. report that bone mass and risk of fracture are correlated such that lower bone mass leads to increased relative risk of fracture in postmenopausal women. In particular, they report that a woman with a T score of −3.5 is twice as likely to have a fracture as a woman with a T score of −2.5.
This bone mass threshold definition has been used worldwide for diagnosis and intervention decisions for the last decade. Table 1.1 displays the different diagnoses that can result from the calculation of T-score using DXA, it further shows the resultant estimated fracture risk. This table was used as the reference standard for identifying women who would benefit from treatment. Women with a diagnosis of osteopenia or osteoporosis would be recommended some form of preventive intervention.

Table 1.1: Diagnostic options for osteoporosis based on T-scores derived from BMD assessment.

<table>
<thead>
<tr>
<th>Diagnosis</th>
<th>T-Score</th>
<th>Fracture risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>More than –1</td>
<td>Low</td>
</tr>
<tr>
<td>Osteopenic</td>
<td>From –1 to –2.5</td>
<td>Medium</td>
</tr>
<tr>
<td>Osteoporosis</td>
<td>Less than –2.5</td>
<td>High</td>
</tr>
<tr>
<td>Severe osteoporosis</td>
<td>Under –2.5 + fragility fracture</td>
<td>Very high</td>
</tr>
</tbody>
</table>

The diagnostic reference standard and most commonly used technique for measuring BMD and providing T-scores is dual X-ray absorptiometry (DXA). DXA is considered the most validated and prognostic technique. Kanis et al. demonstrate that femoral neck BMD measurements, in particular, are highly prognostic of hip fracture and conclude that the femoral neck should be the reference measurement site by which all other sites are benchmarked (Kanis et al., 2007). The authors conclude by acknowledging the move away from DXA as the sole reference for osteoporosis. The authors should have considered concluding that DXA should be the reference standard for establishing BMD and so distinguish this diagnosis from osteoporosis and future fracture risk in general.

Since 2008, there has been a move away from T-scores as the operating definition of osteoporosis to the use of percentage risk of fracture derived from absolute risks of fracture, and risk calculators based on logistic regression algorithms to establish those risks (McCloskey et al., 2009). This has led to a new definition of the disease, which incorporates broader clinical risk factors, and bases treatment decisions on absolute risk of fracture thresholds over a 10-year period rather than T-scores. This philosophical change brings
osteoporosis into line with other conditions such as heart disease, where patient risks are assessed on an absolute risk of event basis over a 10-year period (Conroy et al., 2003).

The new US National Osteoporosis Foundation (NOF) (NOF, 2008) definition of osteoporosis introduced in 2009 is a departure from the original 1994 definition:

*Postmenopausal women and men age 50 and older presenting with the following should be considered for treatment:*

- A hip or vertebral (clinical or morphometric) fracture
- \( T\)-score \(\leq -2.5 \) at the femoral neck or spine after appropriate evaluation to exclude secondary causes
- Low bone mass (\( T\)-score between \(-1.0 \) and \(-2.5 \) at the femoral neck or spine) and a 10 year probability of a hip fracture \(\geq 3\%\) or a 10 year probability of a major osteoporosis-related fracture \(\geq 20\%\) based on the US-adapted WHO algorithm.

This major change in the definition of osteoporosis creates an opportunity for new clinical risk factors to be identified and incorporated into a risk assessment quickly and efficiently.

### 1.4.2 The global healthcare burden of hip fracture

Today, in the seven major countries in the developed world, the US, Japan, and the EU5 (Germany, France, Spain, UK and Italy) there are 143 million women over the age of 50 (United Nations Population Information Network, 2009).

In the developed world, the lifetime risk of a fracture is believed to be between 30% and 40% (Kanis, 2007). It has also been reported that hip fracture incidences show exponential increase with age: the annual incidence rate rises from 0.4 per 1,000 women at 50 years of age to 68 per 1,000 in women aged 85 (Kanis et al., 2002), so older people are particularly at risk from this condition.

Low impact (Wainwright et al., 2005) hip, wrist and vertebral fractures are the most common type of osteoporotic fracture (Wainwright et al., 2005; Burge et al., 2007). Burge et al. also demonstrated that hip fractures account for 72% of the costs of fracture in the US healthcare system, but for a minority of the number of fractures. Hip fractures have the highest mortality rates of any type of fracture; they comprise 0.1% of the global burden of all
diseases worldwide and 1.4% of the burden in the developed world, thus hip fractures are a major contributor to the worldwide burden of morbidity and mortality (Johnell and Kanis, 2004). Between 15% and 24% of women will die within 12 months of a hip fracture (Boonen et al., 2004).

It has been estimated that 37% of non-Hispanic white women in the US would be eligible for treatment under the new US NOF guidelines (Dawson-Hughes et al., 2009) and that 37-50% of US women are osteopenic or osteoporotic as defined by the WHO (Looker et al., 1997). These studies conclude that a significant proportion of the over-50s are at risk of osteoporotic fracture, which places a significant burden on healthcare systems around the world.

Burge et al. estimated that there were more than 2 million fractures in the US in 2005, resulting in direct healthcare costs of $17bn in that year alone (Burge et al., 2007). They also projected that this number would grow by 50% by 2025 due to the ageing of the general population, while the number of fractures will reach over 3 million fractures a year at an annual cost of $25bn by 2025. In the UK, Burge et al. estimated, using a Markov model, a cost of £1.8 billion for 190,000 fractures in 2000 (Burge et al., 2001); this was projected to rise to £2.1 billion per annum and 230,000 fractures by 2020. It is interesting to note that the cost per fracture in 2005 in the US was $8,500 (£5,666 in 2010 US/UK exchange rates) and £9,473 for the equivalent UK figure in 2000. The large difference in values is assumed to be due to significantly higher costs of long-term care in the UK.

In recent years, there has been increased recognition that disability adjusted life year (DALY) outcomes for osteoporosis are worse than for many cancers (Johnell and Kanis, 2006) due to the debilitating consequences of a fracture. This has resulted in an increased awareness of the wider societal risks of osteoporosis within the medical community. The DALY measure takes the impact of disability on the remaining years of life into consideration when assessing the impact of a disease. Figure 1.1 shows the impact of osteoporosis in terms of DALY compared with other major diseases categories. It can be seen that osteoporosis is the second most debilitating condition as defined by DALYs of the conditions listed.
Figure 1.1: The DALYs for osteoporosis compared with other major chronic diseases. Adapted from 'The burden of osteoporosis' (Kanis, 2006)

There is also now an increased awareness of the impact of osteoporosis and bone fracture on quality of life. Studies using the QUALEFFO, a validated questionnaire specifically focused on quality of life issues in osteoporosis, have raised awareness of the issue (Lips, 1997). A number of studies have shown that older women with hip fractures have significantly lower quality of life compared with age-matched controls (Randell et al., 2000; Bianchi et al., 2005; Lips et al., 1999). Lips reported that an expert panel of the US National Osteoporosis Foundation quantitatively estimated the loss in quality of life utility in the 12 months following hip fracture at 0.4681 caused by hospital and nursing home stays; this compared with a loss of 0.0464 for the 12 months after a distal (non-hip) fracture, a difference in outcome of an order of magnitude (Lips and van Schoor, 2005). These figures are based on a quality-adjusted life year (QALY) scale of between zero (death) and one (perfect health). The authors note that these questionnaires may not reflect the true picture due to the cognitive impairment of older people answering the questions; however, overall, it is apparent that hip fractures have a significant impact on quality of life.
It is clear that the healthcare burden of osteoporosis is significant and that the identification and treatment of women at risk of hip fracture should be a priority for healthcare systems worldwide.

1.5 The causes of osteoporosis

1.5.1. Bone development

Human bone consists of two types of material, trabecular bone and cortical bone. Trabecular bone forms the core of the bone, is more porous than cortical bone and exhibits different elastic properties (Rho et al., 1997; Bayraktar et al., 2004). As early as 1983, Parfitt et al. demonstrated that trabecular structure was significantly thinner in hip fracture patients compared with age-matched healthy controls, and they concluded that these structural changes are key to understanding fracture risk (Parfitt et al., 1983). Figure 1.2 shows a cross-section of bone and the trabecular and cortical bone sections can be seen. The cortical bone is much denser and lines the outer surface of the bone, the trabecular bone lies deeper in the bone and has a visible matrix.

Figure 1.2: Trabecular bone and cortical bone shown to demonstrate their different structures (Photo by Paul Crompton © University of Wales College of Medicine)

Bone is continually being remodelled throughout the human lifetime; the remodelling process within bone is controlled by the level of osteoblast and osteoclast activity (Leeming et al., 2009). Loss of bone strength is associated with an increase in the activity rate and in the
number of osteoclasts in trabecular bone compared with the number and activity rate of the osteoblasts. Osteoclasts are responsible for removing bone (bone resorption), while osteoblasts are cells responsible for rebuilding bone (bone reformation) (Watts, 1999). The ratio between these two cell types changes with age and this ratio affects the type and quantity of bone created (Leeming et al., 2009). To maintain the best quality of bone tissue, bone remodelling on a continuous basis is key (Viguet-Carrin et al., 2006). Leeming et al. argue that the rate of bone remodelling is a key component in determining the quality of bone created (Leeming et al., 2009).

A requirement for good bone formation is that the action of the osteoblasts and osteoclasts is coordinated and takes place in a specific order. It is estimated that, following full skeletal growth in adulthood, cortical and trabecular bone remodelling occurs at a rate of 10% per year (Russell, 2001).

1.5.2 Bone strength determinants

At a fundamental level, it can be considered that bones break when the load to which they are subject exceeds the ability of the bone to bear that load (Felsenberg and Boonen, 2005). Felsenberg and Boone introduced the concept of the ‘bone quality framework’ as a methodology for understanding the determinants of bone strength.

In the bone quality framework, the following factors are important in bone strength:

**Structural properties**

- Geometry: size and shape of bone
- Micro-architecture: trabecular architecture and cortical thickness/porosity

**Material properties**

- Mineral: mineral to matrix ratio and crystal size
- Collagen: type and cross-links
- Microdamage and microfracture.
In their view, trabecular bone architecture is critical to bone strength. They refer to a paper by Borah and Babul in which microCT was used to evaluate trabecular bone structure and identify differences between osteoporotic and healthy controls (Borah et al., 2001).

Other authors have taken a similar view of the determinants of bone strength and have settled on four physical determinants of bone strength (Genant et al., 1996; Frost, 2001; Ferretti et al., 1992; Augat et al., 1996):

1. The bone’s mechanical properties, or materials property factor.
2. The level of fatigue damage to the bone through use, the microdamage factor.
3. The quantity of bone, the bone mass factor.
4. The size and shape of the bone, the architectural factor.

Together, changes in these factors determine bone strength and recent research efforts have tried to identify invasive and non-invasive assessment techniques to evaluate all of these factors. Assessing the bone mass factor, which is commonly quantified using DXA, has achieved the best results to date. The material’s property, architectural and microdamage factors are collectively called bone quality factors, a term that is used in this thesis.

Osteoporosis is a broad term used to describe changes in bone structure rather than the more clinically relevant outcome of hip fracture. In other words, a person can be diagnosed as osteoporotic without having a clinically relevant outcome for a number of years, or even at all in the future. The relationship between osteoporosis and hip fracture is similar to the relationship between high cholesterol and myocardial infarction; the link exists, but is not absolute, as other risk factors could be important (Nicholls and Hazen, 2005). Originally, the term osteoporosis described all the relevant bone factors but, in recent years, has become a proxy for BMD alone.

A relationship between BMD and hip fracture has long been established in the literature. In 1993, Cummings et al. demonstrated that each standard deviation change in femoral neck density increased the age-adjusted risk of hip fracture 2.6 times in post-menopausal women aged over 65 (Cummings et al., 1993).

Current research efforts are attempting to quantify the other three bone strength determinants. The state of the art is described in the following sections.
1.5.3 Bone mechanical properties factor

The bone mechanical properties factor describes the properties of the bone that provide its elasticity and fracture toughness (Frost, 2001).

As stated in section 1.5.1, the osteoblasts are responsible for the formation of bone proteins, which provide structural strength. Of these proteins, type I collagen is the most abundant. It undergoes structural changes as it ages, which reduces bone strength and, if the bone is not remodelled with better quality bone, the risk of fracture increases (Leeming et al., 2009). The material properties of crystal size, collagen matrix and the mineral-to-matrix ratio are also influential in maintaining good bone strength (Ottani et al., 2001).

Bone mineral density tests provide a degree of information on the level of mineralisation in the bone (vBMD) (Henry et al., 2004). The information is, however, limited because the collagen matrix in bone is not mineralised in a uniform manner and the mineral particles are oriented in the direction of the collagen fibres. This may influence fracture toughness and elasticity in the bone (Boivin and Meunier, 2002; Žižak et al., 2000). BMD testing cannot quantify these types of bone changes.

In the collagen protein, cross-linking structure is key to its overall integrity. The concentration of collagen cross-links in bone in subjects with osteoporosis has been found to be lower than in age-matched controls (Oxlund et al., 1996). Felsenberg et al. considered this lower level of cross-linking to be an explanation of why fracture rates are different in individuals with similar levels of trabecular bone material (Felsenberg and Boonen, 2005).

Two studies have demonstrated the link between collagen cross-link formation and bone toughness, stiffness and elasticity (Banse et al., 2002; Vashishth, 2007). Wang et al. also demonstrated that collagen cross-linking reduces with age significantly (Wang et al., 2002). Fourier transform infrared (FTIR) analysis of iliac crest bone samples from women with osteoporosis and healthy matched controls has identified significant differences (P < 0.01) between collagen cross-link ratios, as defined by the ratio of reducible (pyridinium) to non-reducible (dehydro-dihydroxylysinonorleucine) cross-links (Paschalis et al., 2004). This body of work supports the theory that material property changes are occurring in the bones of women at higher risk of fracture and suggests FTIR provides a consistent and quantifiable method to assess those changes, albeit a method that can only be used to analyse bone samples in-vitro, which limits its clinical utility.
There are also published studies which suggest a relationship between fractures and low levels of certain forms of collagen cross-links (Saito et al., 2006a; Saito et al., 2006b).

Taken together these papers represent a growing body of evidence linking collagen cross-link quantity and quality with ageing, osteoporosis and, ultimately, fracture risk. The evidence published to date is not a complete explanation of the mechanism linking bone collagen structure and osteoporosis, because it is difficult to obtain information on bone collagen in well-controlled longitudinal or randomised controlled studies. It is ethically difficult to obtain physical bone samples from large numbers of healthy individuals due to the invasive nature of the procedure; this is a requirement to meet applicable longitudinal study criteria. Animal models, or small-scale cadaver studies by researchers such as Wang et al., have been widely used to infer mechanisms of action; but while helpful in understanding the underlying mechanisms, this type of work does not produce results with clinical utility in humans (Wang et al., 2002). To achieve clinically relevant outcomes, non-invasive tests of bone collagen with the potential for human patient application are required (Saito and Marumo, 2009).

1.5.4 Bone microdamage factor

Bone develops microcracks as a result of daily use, which causes cyclic loading to be exerted on the bone. These cracks can have lengths of up to 20 µm. Non-invasive techniques for examining microdamage do not exist today; techniques such as micro-indentation and confocal laser microscopy (Yin et al., 2009) require direct access to the bone. Yin showed that microdamage in cortical bone is fracture resistant, but this may not apply for trabecular bone. A review by Augat and Schorlemmer considered the evidence for a link between microdamage and increased risk of fracture to be inconclusive (Augat and Schorlemmer, 2006). There is clearly more research work required in this area, but the requirement for bone samples to conduct this type of research and the difficulty of linking the results to long-term prediction of fracture risk due to the requirement for longitudinal studies will continue to limit progress in this area.
1.5.5. Bone architectural factor

Quantified computed tomography (QCT) can be used to quantify the architectural factor and assess bone size and geometry (Griffith and Genant, 2008). In a review, Griffith and Genant describe the progress made using a number of techniques, including QCT, magnetic resonance imaging (MRI) and radiography, to assess bone size and geometry to assist in fracture prediction (Griffith and Genant, 2008). These techniques are, however, only of academic interest at this stage due to their high cost and/or lack of availability in wider clinical care settings.

Majumdar et al. noted the potential of MRI to provide information on the biomechanical properties of bone. However, again the costs and availability of MRI mean it would have limited application in primary care (Majumdar, 1998).

One novel technique in the literature is DXL Calscan (Demetech, Sweden) which uses a combination of dual x-ray assessment and laser measurement of the calcaneus to provide a T-score based on a combination of BMD and bone architecture measurement. The laser allows measurement inaccuracies caused by adipose tissues to be reduced. The authors showed, in a prospective study of 4,398 Swedish women, an ability to predict 78% of hip fractures (Brismar et al., 2010). The women were on average 70 years old and the follow-up period was 4 years. A limitation in the study is that, while DXA data was collected and described, a direct comparison of the two measures was not carried out.

1.5.6 Bone quality

This review has established that there are currently few non-invasive technologies that are able to assess bone quality factors – neither the bone’s mechanical properties nor the level of fatigue damage to the bone through use, being the microdamage factor. The DXL Calscan results do demonstrate some progress in incorporating bone architectural factors into clinical practice. The other bone quality factors will require similar studies but, before such studies are undertaken, a better understanding of the mechanisms of action linking these factors to fracture outcomes is required.
1.6. Available Prognostic Tools

1.6.1 Dual X-ray absorptiometry for fracture prognosis

Dual X-ray absorptiometry (DXA) is the current reference standard for osteoporosis. The diagnostic procedure requires a subject to lie on a table for around ten minutes while an X-ray scan of their entire body is conducted. The technology has been widely available since the late 1980s and has been shown to be prognostic of hip fracture in a meta-analysis of 11 prospective studies (Marshall et al., 1996).

Table 1.2: Comparison of odds ratios for fracture risk at different BMD measurement sites (Marshall, D. 1996)

<table>
<thead>
<tr>
<th>Site of measurement</th>
<th>Forearm</th>
<th>Hip fracture</th>
<th>Vertebral fracture</th>
<th>All fractures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distal radius</td>
<td>1.7(1.4-2.0)</td>
<td>1.8(1.4-2.2)</td>
<td>1.7(1.4-2.1)</td>
<td>1.4(1.3-1.6)</td>
</tr>
<tr>
<td>Femoral neck</td>
<td>1.4(1.4-1.6)</td>
<td>2.6(2.0-3.5)</td>
<td>1.8(1.1-2.7)</td>
<td>1.6(1.4-1.8)</td>
</tr>
<tr>
<td>Lumbar spine</td>
<td>1.5(1.3-1.8)</td>
<td>1.6(1.2-2.2)</td>
<td>2.3(1.9-2.8)</td>
<td>1.5(1.4-1.7)</td>
</tr>
</tbody>
</table>

Age-adjusted increase in risk of fracture (with 95% confidence interval) in women for every 1 SD decrease in bone mineral density (by absorptiometry) below the mean value for age.

Table 1.2 shows the various potential measurement sites and provide information on the risk of fracture at those sites, it can be seen that, DXA taken at the femoral neck is the best predictor of hip fracture. It is interesting to note that the authors reported figures for the prognostic power of DXA that were superior to those for serum cholesterol as a predictor of cardiovascular disease. A significant area of concern with the widespread use of DXA is that, while BMD measurements are prognostic of fracture risk in the general population, they are still unable to identify the majority of individuals who are at risk of fracture (Marshall et al., 1996). Additionally, there are limitations with the study; the majority of DXA performance studies used in the meta-analysis were carried out in populations with a mean age of over 65. Another limitation is the length of the studies; the investigators in the longest study conducted it over a 24-year period, but it had only 194 subjects. Additionally, the majority of
studies had follow-up periods of less than 10 years. This is an issue when long-term diagnostic decisions are made using DXA in younger age groups or over longer timeframes. Global DXA usage is not sufficiently widespread to effect a major reduction in the incidence of fracture. Even in the US, Harrington et al. reported testing rates of less than 24% in 2002 in at-risk women in a study in Ohio (Harrington et al., 2002); this is due to the high costs and level of support required to manage a DXA screening service. In most countries in the world, there is a gap in the provision of diagnosis that DXA is not able to fill for cost and performance reasons (Kanis, 2007).

1.6.2. Genomic markers for fracture prognosis

There has been significant research interest in genomic markers as potential osteoporosis biomarkers, as they could influence fracture risk by altering bone mass, quality and rates of bone loss in different individuals. The seven genes intable 1.3 were originally considered important candidate genes for osteoporosis (Ralston, 2003).

Table 1.3: Potentially important genetic markers for osteoporosis

<table>
<thead>
<tr>
<th>Vitamin D receptor</th>
<th>TGF-beta</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oestrogen receptor – alpha</td>
<td>Parathyroid hormone receptor</td>
</tr>
<tr>
<td>Type I collagen, COL1A1 and COL1A2</td>
<td>Interleukin 1 receptor antagonist</td>
</tr>
</tbody>
</table>

A meta-analysis of 16 studies investigated COL1A1 and its gene variants and their influence on BMD (Mann et al., 2001), in which different gene variants resulted in significantly different BMD values in postmenopausal women. Another meta-analysis of 12 studies identified an association between the COL1A1 genotype and fracture at an odds ratio of 1.52 (1.27-1.81). Mann et al. also investigated the genetic influence within known non-BMD risk factors including bone mass index (BMI), age at menopause and smoking history. They only found a statistically significant relationship between COL1A1 and BMI. This highly cited paper also investigated the relationship between COL1A1 and type I collagen proteins, identifying a statistically significant relationship (P < 0.05) between COL1A1 and type I
collagen protein ratios. The authors concluded that COL1A1 genotype influences collagen gene regulation and can lead to abnormal collagen chain production, which affects bone quality.

Twin studies have been widely used to assess the importance of genotype in osteoporosis, finding that between 60% and 85% of BMD variance is genetically influenced (Arden et al., 1996). While genetic relationships in osteoporosis were considered potentially key to understanding fracture risk a decade ago, the link between genetic influenced BMD and clinically relevant fracture has been considered less important in recent years. The heritability of hip fracture is high in fractures that occur in the under 65s (68%), but reduces significantly by the time a woman reaches her 80s (Michaëlsson et al., 2005). Michaëlsson also showed that gene markers were highly influential in extreme forms of bone loss caused by rare bone diseases such as osteogenesis imperfecta.

While there was a lot of initial excitement about the prospect of using genetics to predict future fracture, it has become clear that osteoporosis is not dependent on a few highly influential genes, but rather on hundreds of genes with a small influence on the overall risks (Ralston and De Crombrugghe, 2006). The increasing use of whole-genome studies to investigate disease brings new hope for improved clinical utility with genetic tests, but longitudinal studies will be required to establish a compelling link to future fracture. For these multi-gene tests to have clinical utility, significantly cheaper whole genome testing will be required.
Recent research has identified a broader range of candidates that could be influential in bone mineral density. Reppe et al. report the following genes as candidates based on an analysis of transcriptional changes in bone samples obtained from within iliac bone in postmenopausal women:

- ACSL3 (acyl-CoA synthetase long-chain family member 3)
- NIPSNAP3B (nipsnap homolog 3B)
- DLEU2 (deleted in lymphocytic leukaemia 2)
- C1ORF61 (chromosome 1 open reading frame 61)
- DKK1 (dickkopf homolog 1)
- SOST (sclerostin)
- ABCA8, (ATP-binding cassette, sub-family A, member 8)
- AFFX-M27830-M-at (an uncharacterised marker).

Dickkopf 1 is a genomic marker of increasing interest in the research community. It has been associated with increased bone resorption and it has been shown that suppression of its activity can lead to a reversal of the damaging effects of excessive resorption (Diarra et al., 2007).

These genes explained 62% of the BMD variation as described by T-score. This was reduced when Z-scores and BMI were considered (Reppe et al., 2010). This type of transcriptome microarray analysis of DNA and RNA represents the future of genome-based research in the osteoporosis field. There is, however, a need to identify additional markers to increase prognostic power and to link the markers to fracture risk using longitudinal studies rather than T-scores.
1.6.3 Biochemical markers for fracture prognosis

There are an increasing number of urine- and serum-based biochemical markers used clinically to manage osteoporosis. There are two major categories, as follows:

- Markers of bone resorption – CTX, N-telopeptide (NTX), cathepsin K and deoxypyridinoline (DPD) are urine or serum-based markers for bone resorption

- Markers of bone formation – osteocalcin, bone specific alkaline phosphatase and procollagen peptides (N and C terminal).

CTX is a very popular marker and is considered to be indicative of post-translational changes in the bone, including isomerisation (\(\alpha\alpha/\beta\beta\) CTX ratio) and the creation of advanced glycation end products (AGEs) (Leeming et al., 2009). CTX changes may signify bone quality changes but, as this term has yet to be defined, this statement is purely the opinion of the authors.

Table 1.4 adapted from Leeming et al. demonstrates how the CTX ratio changes in bone as it ages. As can be seen, the \(\alpha\) protein dominates when bone is young and the \(\beta\) protein dominates when bone is old.

**Table 1.4: Changes in \(\alpha\alpha/\beta\beta\) CTX ratio with age, adapted from (Leeming et al., 2009)**

<table>
<thead>
<tr>
<th>Clinical Situation</th>
<th>Young bone</th>
<th>Aged bone</th>
<th>Old bone</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\alpha\alpha/\beta\beta) ratio in urine</td>
<td>(\alpha\alpha\beta)</td>
<td>(\alpha\alpha\beta)</td>
<td>(\alpha\beta\beta)</td>
</tr>
<tr>
<td>Osteoporotic woman with high bone turnover</td>
<td>High</td>
<td>Medium</td>
<td>Low</td>
</tr>
<tr>
<td>Healthy individual</td>
<td>Treatment restores turnover to premenopausal level</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
A number of studies have shown that bone-remodelling markers are capable of predicting fracture risk (Garnero et al., 1996a). Garnero demonstrated that CTX is prognostic of hip fractures in older women, with an odds ratio for hip fracture of 2.2 (1.3–3.6). The marker was independent of bone mass. BMD and CTX in combination generate a higher hip fracture odds ratio of 4.8 (Garnero et al., 1996b). Garnero proposed in a later study (the Epidémiologie de l'Ostéoporose or EPIDOS cohort study) that a combination of clinical risk factors, such as BMI and the results of a urinary CTX test, could be used in place of DXA as CTX performed as well as DXA in older women (Garnero et al., 1998).

While the Garnero studies demonstrated the utility of CTX to predict fractures, the patient population has limited clinical utility. Garnero et al. conducted the EPIROS study in an older population (over 74 years of age) and the study had a short, 3-year follow-up. The evidence for CTX’s clinical utility for the prevention of future fracture over a longer period and in younger women is still lacking.

Another EPIROS study, which compared older women with premenopausal women over a period of up to 3.3 years of follow-up, confirmed the initial findings that markers of bone formation are prognostic of hip fracture (Chapurlat et al., 2000). Urinary CTX and urinary free DPD were independent predictors of fracture 1.67 (1.19–2.32), and 2.07 (1.49–2.9) respectively. These strong prognostic value figures used a T-score cut-off of –2.0 for high risk, rather than the more conventional value of -2.5. It would have been helpful to see how sensitive the results were to the cut-off value and to understand why -2.0 rather than -2.5 was used.

A study of a number of bone turnover markers and their ability to diagnose hip fracture was carried out in the Study of Osteoporotic Fracture (SOF), involving a US study on women over the age of 65, which included 9,704 non-black women and had 3.8 years of follow-up (Bauer, 2001). The study evaluated a number of markers for their relationship to hip fracture; CTX, NTX, DPD were all examined to assess the risk of fracture in women in the lowest quartile of results in comparison to the rest. The authors found no significant associations and, therefore, the clinical utility of bone turnover markers to predict fracture risk remains uncertain.

There are also concerns with these types of markers about their intra-subject and inter-subject variability. Warnick reported coefficients of variation (CV) within the results of
approximately 20% in individuals over a period of one week (G Russell Warnick, 2001). This level of variability also limits the clinical utility of these markers (Rosen et al., 2000).

1.6.4 Quantitative ultrasonography

Quantitative ultrasonography (QUS) is an alternative technique to DXA for assessing bone mineral density and has been available since the early 1990s. Sound waves passed through bone can measure BMD; higher density material slows the speed of the waves as it passes through. Most testing is carried out at the calcaneus (the ankle bone) because it comprises mostly trabecular bone (95%) and has flat surfaces that aid reliable diagnosis (Guglielmi and de Terlizzi, 2009).

Two measures are made, namely speed of sound (SOS) through the bone and broadband ultrasound attenuation (BUA). SOS and BUA correlate to BMD as measured by DXA and are used to predict osteoporotic fractures. Like DXA, they work best in the over-65s (Hans et al., 1996; Guglielmi et al., 2003; Khaw et al., 2004). Hans demonstrated the prognostic power of QUS in women with a mean age of 80.4 years over a 2-year follow-up period. The relative risk for hip fracture was 2.0 (1.6–2.4) for BUA and 1.9 (1.6–2.4) for SOS compared with 1.9 (1.6–2.4) for BMD, as measured by DXA in the same study.

There has always been a view that QUS measures more aspects of bone structure than just BMD and, as a result, provides some measure of bone quality (Bauer et al., 1997). Langton et al. reported linear regression fit ($R^2$) values between BUA and elasticity (Young’s modulus) in calcaneus bone of between 65% and 77%, indicating a relationship between the two values. The potential to incorporate some bone quality measures into an overall assessment of fracture risk has clear clinical utility (Langton and Langton, 2000) and there is now some clinical evidence that QUS is prognostic of hip fracture over a 10-year period; however, more evidence is required (Zhu et al., 2009).

Some authors are concerned about the precision and repeatability of measures using QUS. There are difficulties comparing readings from different instruments owing to measurement repeatability that limits its use in clinical practice (Glüer et al., 2004). Precision values of 1.5% for BUA and 1% for SOS have been achieved, but only in carefully controlled environments and, even then, the prognostic results only reached equivalence with DXA (Stewart and Reid, 2000).
Since 2008, there has been a move to the use of absolute risks for assessing which patients to treat preventively for osteoporosis and, in this context, there has been a reappraisal of the diagnostic potential of ultrasound. In a study of 1,455 people aged between 64 and 76, which included 79 fractures and had 10.3 years of follow-up, an algorithm incorporating both QUS and known clinical risk factors including smoking, prior fracture and alcohol intake achieved good results. The combination of QUS and clinical risk factors achieved a hazard ratio of 2.04 (1.55–2.69) per SD compared with a HR of 2.26 (1.74–2.95) for BMD. The authors concluded that, in terms of absolute risk, the use of QUS is comparable with DXA (Moayyeri et al., 2009).

QUS has achieved limited clinical acceptance due to its measurement variability and inconsistency between devices, in addition to the perception that it offers lower prognostic performance when compared with DXA. The move to absolute risks for assessing fracture risk appears to offer some additional opportunities for the technique to gain wider acceptance, but the number of long-term prospective studies required to confirm the results of Moayyeri et al. and the precision issue will continue to be barriers to its wider acceptance.

1.6.5 Risk calculators for fracture prognosis

The drive for new diagnostic methods
The increased interest in regression model risk-based calculators developed from cohort studies has been driven by the need to develop more accurate models for who will have a fracture, when they will have a fracture and the lack of availability of DXA machines in many countries (Kanis et al., 2005). DXA performance is not optimal for detecting osteoporosis due to poor predictive sensitivity, and the use of additional clinical risk factors in combination with DXA could help increase the sensitivity of diagnosis without impairing specificity (Kanis et al., 2009).

The unfavourable health economics of the widespread deployment of DXA make it unlikely that it will become a mass screening modality without the support of other prognostic markers to enhance overall prognostic performance (Kanis and Johnell, 2005). The authors also took the view that neither BMD alone nor a case-finding strategy alone were sufficient to predict hip fracture risk adequately. As a result, primary care physicians require additional
decision-making support to identify which women to treat. Researchers have now undertaken
a research programme to validate alternative clinical risk factors for osteoporosis to enhance
DXA. Two algorithm-based risk calculators, FRAX and QFractureScores, have been
developed to exploit the prognostic power of clinical risk factors for future fracture.

**FRAX – a new questionnaire-based tool**

The WHO Collaborating Centre for Metabolic Bone Diseases, University of Sheffield, UK,
led by John Kanis, developed the FRAX risk calculator to improve osteoporosis risk
assessment. In a paper published in 2005, the team proposed a regression model approach
that incorporated additional clinical risk factors. They found that such an approach enriched
the diagnosed population by identifying women at higher risk, more so than DXA, when used
in isolation (De Laet et al., 2005).

This work was further developed in subsequent years and culminated in a validated algorithm
for the calculation of a 10-year fracture risk in men and post-menopausal women, called
FRAX. The algorithm, which uses a Poisson regression model to make the risk estimate, was
developed using data from nine population cohorts and validated in another 11 cohorts
comprising over 1 million patient years (Kanis, 2007). Table 1.5 provides a summary of the
key data from the primary and validation cohorts used in FRAX. The FRAX team customised
the algorithm for different countries to improve accuracy in different populations. For
example, for the UK population, the algorithm incorporates the appropriate weightings for the
UK and takes local mortality rates into account (Johansson et al., 2009). Many risk factors
were considered for inclusion, but only nine were felt to have sufficient evidence to justify
their inclusion in the model (Kanis, 2007). The nine selected are shown in table 1.6. Figure
1.3 shows a screenshot of the web page used to enter the risk data into the FRAX algorithm.
Table 1.5: Key Characteristics of primary and validation cohorts used in the development of FRAX, adapted from (Kanis et al., 2007)

<table>
<thead>
<tr>
<th>Cohort</th>
<th>Number</th>
<th>% female</th>
<th>Person-years</th>
<th>Hip fracture</th>
<th>Other osteoporotic fracture</th>
<th>Age (mean)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Primary cohorts</td>
<td>46,340</td>
<td>68</td>
<td>189,852</td>
<td>850</td>
<td>3,318</td>
<td>65</td>
</tr>
<tr>
<td>(b) Validation cohorts</td>
<td>230,486</td>
<td>100</td>
<td>1,208,528</td>
<td>3,360</td>
<td>15,183</td>
<td>63</td>
</tr>
</tbody>
</table>

Cohorts used included Rotterdam, Rochester, Gothenburg I and II, and the Study of Osteoporotic Fracture.

Table 1.6 below shows the risk factors currently considered to have sufficient evidence to justify their inclusion in FRAX®.

Table 1.6: Risk factors selected for inclusion in the FRAX® algorithm

<table>
<thead>
<tr>
<th>Current age</th>
<th>Rheumatoid arthritis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>Parental history of hip fracture</td>
</tr>
<tr>
<td>Prior osteoporotic fracture</td>
<td>Current smoking</td>
</tr>
<tr>
<td>Femoral neck BMD</td>
<td>Alcohol intake (3 or more drinks/d)</td>
</tr>
<tr>
<td>Low body mass index (BMI)</td>
<td></td>
</tr>
<tr>
<td>Oral glucocorticoids use &gt; 5 mg/d for</td>
<td></td>
</tr>
<tr>
<td>3 months (ever)</td>
<td></td>
</tr>
</tbody>
</table>

Age, BMD and BMI are entered as continuous variables into FRAX®.

The following factors are entered into FRAX® as dichotomous variables:

- Sex (male/female)
- Prior history of fracture (Y/N)
- Familial history of fracture (Y/N)
- Current smoking (Y/N)
- Alcohol consumption (greater than 3 units a day) (Y/N)
- Long-term corticosteroid use (Y/N)
- Rheumatoid arthritis (Y/N)
There are a number of potential general and methodology-specific limitations in the FRAX® initiative (Kanis et al., 2009). The authors acknowledge that the algorithm will be of limited value to expert clinicians, but believe primary care physicians will find the new algorithm of most use. The burden of the disease resides in primary care, and therefore this is a reasonable justification for the development of the tool. The methodological limitations are that the calculator does not take drug response into consideration and other relevant risk factors, such as falls risk, and biochemical markers of bone turnover have been excluded due to the lack of large international prospective studies validating their use. The developers consider FRAX® to be a ‘platform technology’ into which new risk factors can be incorporated as they become available.

The tool is also limited by the relatively few countries that have sufficient data to enable country-specific algorithms to be developed, and low to middle income countries are most in need of alternatives to BMD testing (Kanis et al., 2009). The model is also limited by the inability to consider more than two dosage states for risk factors, such as smoking and alcohol consumption, where levels of consumption have an effect. This, in part, is a weakness
of the studies used to develop the calculator – many did not include dose response questions. Additionally, the stringent criteria used to select studies eliminated some work that incorporated this kind of data. This suggests that, while FRAX may be the gold standard, there may be scope for other risk calculators to offer alternative solutions that incorporate additional risk factors. The developers used a Poisson regression model to build the FRAX model, which means there is scope for other risk calculators to build models using alternative regression techniques that might provide superior prognostic ability.

Table 1.7 shows the odds ratios for 10-year fracture risk using BMD alone, including the FRAX clinical risk factors (CRFs) for hip fracture (Kanis, 2007). It can be seen that the odds ratios for a fracture resulting from low BMD or clinical risk factors is much higher at a younger age than at an older age despite the fact that the incidence rate of fracture is much lower at a younger age.

Table 1.7: Odds ratios for BMD + clinical risk factors in isolation and in combination, adapted from (Kanis et al., 2007)

<table>
<thead>
<tr>
<th>Age</th>
<th>BMD only</th>
<th>CRFs</th>
<th>BMD+CRFs</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>3.68(2.61-5.19)</td>
<td>2.05(1.58-2.65)</td>
<td>4.23(3.12-5.73)</td>
</tr>
<tr>
<td>60</td>
<td>3.07(2.42-3.89)</td>
<td>1.95(1.63-2.33)</td>
<td>3.51(2.85-4.33)</td>
</tr>
<tr>
<td>70</td>
<td>2.78(2.39-3.23)</td>
<td>1.84(1.65-2.05)</td>
<td>2.91(2.56-3.31)</td>
</tr>
<tr>
<td>80</td>
<td>2.28(2.09-2.50)</td>
<td>1.75(1.62-1.90)</td>
<td>2.42(2.18-2.69)</td>
</tr>
<tr>
<td>90</td>
<td>1.70(1.50-1.93)</td>
<td>1.66(1.47-1.87)</td>
<td>2.02(1.71-2.38)</td>
</tr>
</tbody>
</table>

It can been seen in table 1.7, which was developed from the FRAX calculator, clinical risk factors used by themselves as predictors of fracture are weaker than BMD alone. In combination, however, the two offer an enhancement over BMD alone. Table 1.7 also indicates that BMD is highly prognostic of fracture in the 50-60 year old age range, so anyone with low BMD at such a young age is therefore at high risk of fracture. Given the low incidence rate of hip fracture between the ages of 50 and 60 and for the subsequent 10-year period, the clinical utility of using DXA on its own for mass screening for fracture risk is
limited in this age group. The very low prevalence of hip fracture in women between 60 and 70 years of age (less than 1% hip fracture risk per annum) results in the treatment of a very small number of women between 50 and 60 years of age. Health screening modelling has demonstrated that the combined use of FRAX and BMD leads to a higher positive predictive value (PPV), a lower number needed to treat to prevent a fracture and enhanced sensitivity in 55, 60 and 65-year-olds (Johansson et al., 2009). This is shown in table 1.8 where it can be seen that sensitivity and PPV of the test increases with age and when CRFs and BMD are used in combination.

Table 1.8: Fracture prediction performance characteristics according to age and risk assessment strategy in women, adapted from Johansson et al. (Johansson et al., 2009)

<table>
<thead>
<tr>
<th>Age (years)</th>
<th>Assessment strategy</th>
<th>CRFs alone</th>
<th>BMD alone</th>
<th>CRFs and BMD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sensitivity (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>10.4</td>
<td>35.3</td>
<td>35.9</td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>11.9</td>
<td>26.9</td>
<td>33.2</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>12.6</td>
<td>34.7</td>
<td>38.6</td>
<td></td>
</tr>
<tr>
<td>65</td>
<td>28.7</td>
<td>55.9</td>
<td>55.8</td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>46.4</td>
<td>63.5</td>
<td>62.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PPV (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>5.3</td>
<td>1.3</td>
<td>2.5</td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>6.6</td>
<td>2.3</td>
<td>4.2</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>5.6</td>
<td>3.7</td>
<td>5.7</td>
<td></td>
</tr>
<tr>
<td>65</td>
<td>5.3</td>
<td>6.1</td>
<td>8.6</td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>7.5</td>
<td>9.3</td>
<td>11.9</td>
<td></td>
</tr>
</tbody>
</table>

The developers selected a 10-year horizon based on likely treatment duration and on the limitations of the available clinical evidence. Few studies had more than 10 years of follow-up information. It may be more clinically useful to identify the 20-year or lifetime risks for patients and make an early identification of women who are more at risk of a fragility fracture. By identifying at-risk women earlier, it becomes possible to treat them while they still have their peak bone mass near the menopause and intervene to maintain this bone mass
at this point. Barr et al. have shown that screening for osteoporosis between the ages of 45–54 and following up with treatment leads to reduced fracture incidence (Barr et al., 2009). Their study used hormone replacement therapy (HRT). Doctors no longer prescribe HRT for osteoporosis, but the study demonstrated the potential of the approach.

When the incidence of hip fracture rises significantly in the 70 and 80 age group, clinical studies indicate that the prognostic performance of BMD, as determined by DXA, falls by more than the performance of the clinical risk factors (Kanis, 2007). There may be a case for using a case-finding strategy and omitting BMD to identify older women who would benefit from treatment.

The development and rapid acceptance of FRAX is an acknowledgement by the medical community of the importance of non-BMD risk factors in predicting osteoporosis. The use of BMD with FRAX® does improve prediction (Johansson et al., 2009), but the continued reliance on BMD to obtain a strong performance from the algorithm means that the identification of additional risk factors that are strong enough to replace BMD would be beneficial. Identifying easily identifiable risk factors is a global priority. A cost-effective alternative test could replace DXA in many countries and result in expanded screening programmes, particularly in lower income countries.

FRAX® represents a significant step forward in the thinking about osteoporosis and as a ‘platform technology’, it creates an opportunity for the development of new risk factors. These new risk factors could significantly strengthen the calculator and reduce its reliance on DXA tests for BMD, which is particularly needed for the 50-65 age group where DXA testing cannot be economically justified (Kanis, 2007).

The use of 20 cohort studies in the development of FRAX® has resulted in an extremely robust and well-validated tool. The nature of the source data limits its value in low and middle income countries were access to BMD testing is limited. One approach to strengthen the calculator for use in countries where DXA availability is limited would be to create another version of the product that incorporates risk factors validated in fewer cohorts (say three) rather than 20; this would open up the algorithm to other risk factors and potentially strengthen it in a clinically useful way for lower income countries. The great advantage of clinical risk factors in the algorithm is that they can be obtained without cost; also, while they may not have the prognostic value of BMD alone, they add significantly to the prognostic
power of BMD and, in the absence of BMD, they can provide an acceptable decision-making tool for clinicians.

A potential methodological weakness of the risk calculator approach to improving the identification of at-risk women is that it avoids the issue of knowing exactly what the mechanisms of action in osteoporosis are. Introducing these risk factors without a better understanding of the mechanisms of action will not aid the development of new treatments to combat the condition.

Another area where the FRAX risk calculator can be improved is in the quantification of the relative risk-reduction benefits of alternative lifestyle changes, or supplement/pharmaceutical interventions. FRAX does not provide information on the relative merits or potential patient benefits of different treatments; rather, the decisions on recommending lifestyle changes or pharmaceutical intervention are currently left entirely to the doctor’s discretion. There is currently no widely approved advice to guide them.

**QFractureScores**

The developers of the QFractureScores algorithm (www.qfracture.org) used a very different approach to the FRAX developers. Their aim was to develop an algorithm that was prognostic without the requirement for laboratory tests, which introduce an external cost to the prevention programme. Data from the QResearch database, a validated database of risk factors and outcome data collected from primary care practices in the UK (Hippisley-Cox and Coupland, 2009), was used to develop the algorithm. This database contains the health records of over 11 million people in England and Wales. The QResearch database contains information on 1,174,232 men and 1,183,633 women aged between 30 and 85, and 7,898,208 (women) and 8,049,306 (men) observation years were used in developing the algorithm. In the female group, there were 24,350 incident fractures and 9,302 hip fractures. A limitation of the work was that no BMD information was available in the database.
Table 1.9 shows the risk factors assessed in the database:

**Table 1.9: QFractureScore identified risk factors**

<table>
<thead>
<tr>
<th>Risk Factor</th>
<th>Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current age</td>
<td>Rheumatoid arthritis</td>
</tr>
<tr>
<td>Gender</td>
<td>Parental history of hip fracture</td>
</tr>
<tr>
<td>Townsend deprivation score</td>
<td>Current smoking (three states)</td>
</tr>
<tr>
<td>Cardiovascular disease</td>
<td>Alcohol intake (six states)</td>
</tr>
<tr>
<td>Low body mass index (BMI)</td>
<td>History of falls</td>
</tr>
<tr>
<td>Asthma</td>
<td>Type 2 diabetes</td>
</tr>
<tr>
<td>Oral glucocorticoids use &gt; 5 mg/d for 3 months (ever)</td>
<td>Gastrointestinal disease</td>
</tr>
<tr>
<td>Chronic liver disease</td>
<td>HRT prescriptions</td>
</tr>
<tr>
<td>Endocrine conditions</td>
<td>Tricyclic anti-depressant use</td>
</tr>
<tr>
<td>Menopausal symptoms</td>
<td></td>
</tr>
</tbody>
</table>

The hazard ratios and coefficients in the model were derived using Cox’s proportional hazards regression model. To validate the QFractureScores model, a hip fracture prognostic performance in a separate defined QResearch group was compared with the actual events over a 10-year period and with the predictions generated by FRAX® in the same cohort. The validation group contained 653,789 women and there was an average hip fracture incidence rate of 1.15% (1.13–1.17) (Hippisley-Cox and Coupland, 2009).
The following variables shown in table 1.10 had statistically significant associations with fracture risk:

Table 1.10: Significant associations in QFracture algorithm

<table>
<thead>
<tr>
<th>Use of HRT</th>
<th>Smoking risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use of alcohol</td>
<td>Parental history of osteoporosis</td>
</tr>
<tr>
<td>Rheumatoid arthritis</td>
<td>Cardiovascular disease</td>
</tr>
<tr>
<td>Type 2 diabetes</td>
<td>Asthma</td>
</tr>
<tr>
<td>Tricyclic anti-depressant use</td>
<td>Use of corticosteroids</td>
</tr>
<tr>
<td>History of falls</td>
<td>Menopausal symptoms</td>
</tr>
<tr>
<td>Chronic liver disease</td>
<td>Gastrointestinal malabsorption</td>
</tr>
<tr>
<td>Endocrine disorders</td>
<td>Age</td>
</tr>
<tr>
<td>BMI</td>
<td></td>
</tr>
</tbody>
</table>

The strongest risk factors (adjusted hazard ratios) for hip fracture were:

- Alcohol use > 9 units/day: 2.93
- Heavy smoker: 1.87
- Rheumatoid arthritis: 1.82
- Type 2 diabetes: 1.79
- Liver disease: 1.75
- History of falls: 1.69

A comparison of FRAX® and QFractureScores was made using the validation cohort. The FRAX® algorithm explained 53.83% (54.43% - 55.12%) of female variation, while QFractureScores explained 57.29% (57.18% - 58.09%) of the variation. QFractureScores was therefore slightly superior in this cohort to FRAX®. The authors attribute the slightly superior performance of QFractureScores to the fact that FRAX® uses data from multiple international databases rather than data derived from the QResearch database. The authors note the low sensitivity of current prognostic tools to predict fracture risk. They did not, however, provide information on the sensitivity and specificity of the algorithm in different age groups in the
published paper. Additionally the requirement to separate women on the basis of alcohol use in excess of 9 units a day which is a rare occurrence suggests that this marker has limited clinical utility beyond this analysis.

_A comparison of FRAX® and QFractureScores_

Both algorithms represent a significant step forward in the identification of women at risk for osteoporosis. The QFractureScore algorithm expands the number of risk factors under consideration for the condition; however, the use of multiple imputation-derived data in the QFractureScores calculator to replace absent BMI, smoking status and alcohol use data is a weakness, as is the lack of integration with BMD measures. The FRAX® developers considered BMD information important in the ultimate treatment decision, while data from FRAX® papers indicate that performance in combination with DXA is superior to risk factors alone. QFractureScores does offer assessment to younger individuals as its range is between 30 and 85, and it also offers many more dose-response levels compared with FRAX®, which offers the opportunity for more targeted assessment.

The two organisations behind the algorithms have taken very different approaches to the wider use of their algorithms. The developers of the QFractureScores algorithm have made its underlying coefficients and weightings publicly available, whereas the FRAX® team has chosen to keep that information secret to maintain the integrity of the algorithm. This policy prevents changes outside of central control and stops multiple versions of the calculator entering circulation. The two organisations have also used different regression techniques to develop their algorithms. QFractureScores uses Cox’s proportional hazards, whereas FRAX® uses Poisson’s regression.

To establish whether FRAX® or QFractureScores is consistently superior, a comparison of both algorithms in a completely independent database is required. This study could also provide sensitivity and specificity information for QFractureScores, which would aid in assessing its potential for mass screening.
1.7 Treatment options

1.7.1 Treatment thresholds in the UK and US

With the introduction of FRAX® and the move to absolute risk for determining whom to treat, a requirement has arisen for new treatment threshold guidelines. The UK and US have been among the first to issue new guidelines on thresholds for treatment levels for their own countries (National Osteoporosis Guideline Group, 2009). Figure 1.4 illustrates the UK NOGG guidelines, two charts have been developed, the second, where BMD is not taken shows based on age and percentage risk of fracture whether treatment, no treatment or BMD measurement is required, the other considers only whether treatment is required. These guidelines consider factors such as prevalence of the disease in the population, the performance of the treatment options and health economic factors (Kanis et al., 2008c). In the development of the NOGG guidelines, for example, the authors assumed generic alendronate would cost £24 per month (2008 values) and used a treatment effectiveness outcome of a 35% reduction in fracture risk.

The recommended fracture risk threshold level for treatment has a significant impact on the potential clinical utility of new prognostic markers. Highly effective drugs with few side effects enable the use of less accurate prognostic tools and lower intervention thresholds since the drugs can be safely administered more widely. Health economic issues and screening strategy are therefore important considerations when developing new prognostic markers with adequate clinical utility in the field of osteoporotic fracture prevention.
National Osteoporosis Foundation (NOF) Guidelines

The new Clinician’s Guide from the NOF (National Osteoporosis Foundation, 2008) states that postmenopausal women or men over 50 with a T-score of −2.5 or lower at the hip or spine or with a prior hip or spine fracture should be treated.

In addition, based on absolute fracture risk calculation, patients with low bone mass (T-score between −1.0 and −2.5 at the femoral neck, total hip or spine) should be treated when there is a 10-year probability of hip fracture, that is ≥ 3% or a 10-year probability of a major osteoporosis related fracture that is ≥ 20% based on the US-adapted WHO algorithm. It is important to note that the WHO algorithm is for untreated patients to help decide when to treat, and does not apply to patients already taking an osteoporosis medication.
Postmenopausal women with a prior fragility fracture should be considered for treatment without the need for further risk assessment, although BMD measurement may sometimes be appropriate, particularly in younger postmenopausal women.

Assessment by the FRAX® tool should be undertaken in:

- Men aged 50 years or more (with or without fracture) but with a WHO risk factor or a BMI < 19 kg/m²
- All postmenopausal women without fracture but with a WHO risk factor or a BMI < 19 kg/m².

Source: (National Osteoporosis Guideline Group, 2009) (Compston et al., 2009)

The treatment thresholds in the UK are higher than in the US, which is driven by health economic considerations. Table 1.11 shows the intervention thresholds in the UK and how they increase with age. The lower threshold represents the point at which further assessment is required and the intervention threshold when treatment is required.

Table 1.11: Intervention thresholds for osteoporosis in the UK, adapted from Kanis et al. (Kanis et al., 2005)

<table>
<thead>
<tr>
<th>Age (years)</th>
<th>Lower assessment</th>
<th>Upper assessment</th>
<th>Intervention</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>6</td>
<td>9</td>
<td>7.5</td>
</tr>
<tr>
<td>55</td>
<td>7</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>60</td>
<td>8.2</td>
<td>15</td>
<td>12.5</td>
</tr>
<tr>
<td>65</td>
<td>9.5</td>
<td>19</td>
<td>15</td>
</tr>
<tr>
<td>70</td>
<td>11</td>
<td>24</td>
<td>20</td>
</tr>
<tr>
<td>75</td>
<td>14</td>
<td>30</td>
<td>25</td>
</tr>
<tr>
<td>80</td>
<td>18</td>
<td>36</td>
<td>30</td>
</tr>
</tbody>
</table>

Using a 10-year fragility fracture risk treatment threshold of 3% for hip fractures and 20% for wrist fractures as per the NOF guidelines, the at-risk population in the US eligible for
treatment declines from 53% of non-Hispanic white women to 41%. Overall, 37% of women of all races would be eligible for treatment under the new guidelines (Dawson-Hughes et al., 2009).

A study in Pennsylvania showed that only around 15% of postmenopausal women are typically treated with preventive medicine for osteoporosis (Lee et al., 2006). Another study conducted in a population showed that, in Boston, only 17.5% of postmenopausal women were on medication (Dawson-Hughes et al., 2002). While these studies are not national in scope, they suggest substantial under-treatment in the population.

1.7.2 Therapeutic options

With earlier identification of post-menopausal women at risk of hip fracture, low-cost treatments such as risedronate are effective at reducing fracture risk when compared with no treatment (Borgström et al., 2009).

There are currently three main categories of pharmaceutical treatment approved for use to prevent fractures (Compston, 2009). The first are anti-resorptives, which include bisphosphonates (alendronate, etidronate, ibandronate, zoledronate and risedronate), hormone replacement therapy and raloxifine, a selective estrogen receptor modulator (SERM). The second are anabolic treatments, including Preotact and teriparatide (human parathyroid hormone). Finally, there is a broad category that includes treatments such as strontium ranelate, and upcoming novel therapies at the trial stage. This category includes Prolia (Denosumab), a newly-approved monoclonal antibody for osteoporotic fracture prevention.

Not all the available drugs are equally effective. The data shown in table 1.12, adapted from research by Compston, shows that alendronate, risedronate, HRT and strontium ranelate are the most effective treatments for hip fracture risk reduction (Compston, 2000).
Table 1.12: Effectiveness of various preventative treatments on different types of fracture (adapted by Compston from Compston (Compston, 2000))

<table>
<thead>
<tr>
<th>Intervention</th>
<th>Vertebral</th>
<th>Non-vertebral</th>
<th>Hip</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alendronate</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Risedronate</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Etidronate</td>
<td>+</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>HRT</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Ibandronate</td>
<td>+</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Preotact</td>
<td>+</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Raloxifine</td>
<td>+</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Teriparatide</td>
<td>+</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Strontium ranelate</td>
<td>+</td>
<td>+</td>
<td></td>
</tr>
</tbody>
</table>

+: Positive effect -: Anti-fracture efficacy yet to be established

Bisphosphonates

Bisphosphonates are synthetic analogues of the naturally occurring compound pyrophosphate, which slow down bone resorption rates (Compston, 2000).

This class of treatment is the most widely used today and is considered highly effective compared with the hormone-based treatments previously available (Ben Greener, 2009).

Many studies have demonstrated the anti-fracture efficacy of the class. A meta-analysis of bisphosphonate treatment by Stevenson et al. indicated the class can achieve hip fracture risk reductions of up to 35% (Stevenson et al., 2005; Ben Greener, 2009).

Bisphosphonates are the first-line therapy in most developed countries and their efficacy has been reported in many randomised controlled trials in postmenopausal women. Data pooled from four clinical trials has indicated that risedronate can reduce the risk of hip fracture by up to 60% over 3 years (p = 0.003) (McClung et al., 2001). This result, while impressive, is based on a study carried out on women between 70 and 79 years of age who had very severe osteoporosis, and whose BMD scores were four standard deviations below the young mean.
Therefore, this study shows the efficacy of these drugs in older women with severe osteoporosis but does not prove efficacy in younger women with normal BMD over longer timeframes.

There are concerns with compliance with treatment regimens. 75% of women have a compliance rate of less than 80% and that this low level of compliance has resulted in an increased risk of all-causes hospitalisation (Huybrechts et al., 2006). In another study, 42.5% of patients stopped treatment within a year, increasing to 52.1% by the 5-year mark (Solomon et al., 2005). One limitation of these studies is the lack of quantified psychological information on the reasons for the reduction in compliance. Although they do quantify an important issue, more work on the underlying causes of low compliance is required.

Other researchers, e.g. Simon et al., have explored these issues in a different way. In a study comparing once-daily treatments with once-weekly treatments, they established that patients prefer once-weekly treatments due to the inconvenience of remaining upright for 30 minutes every day following dosing with once-daily bisphosphonates (Simon et al., 2002). This issue is now being addressed by the introduction of treatments administered once every 12 months by intravenous infusion, such as zoledronic acid (Black et al., 2007). In this paper, Black et al. showed that a single dose of zoledronic acid reduced the risk of vertebral fracture by 77% over a 3-year period in women with an average age of 73.

**Intermittent parathyroid hormone (PTH)**

Intermittent parathyroid hormone is a treatment regime that involves the intermittent (typically daily) injection of parathyroid hormone into osteoporotic patients. The drug itself is used in two forms, “a genetically engineered 34 amino acid protein with the designation teriparatide (recombinant DNA origin) or recombinant human PTH 1-34” (Deal, 2004).

Intermittent PTH is the most widely used anabolic therapy. Anabolic agents promote bone formation that increases BMD (Rosen and Bilezikian, 2001). Researchers believe PTH controls the calcium homeostatic mechanism, which is key to regulating calcium levels in the body. Reeve et al. described the first study to demonstrate the anabolic effects of PTH in 1980. They took biopsy samples of the iliac crest and were able to demonstrate a doubling in bone formation using PTH (Reeve et al., 1980). Subsequent clinical trials have confirmed the efficacy of PTH in reducing fracture risk. Neer et al. reported a reduction of 50% in non-spine fractures when compared with a placebo group (Neer et al., 2001).
Lindsay et al. also demonstrated that fracture risk reductions endure after the cessation of treatment. This study is relevant because PTH use is limited to a 24-month timeframe (Lindsay et al., 2004), the effects of which last longer than the initial treatment period, thus helping to justify the wider use of PTH.

The potential of bone formation therapies and the effectiveness of PTH has led to a great deal of interest in its mechanism of action. It is interesting to note, however, that no anti-fracture efficacy at the hip has been demonstrated, and this is a key limitation of the therapy (Neuprez and Reginster, 2008).

**Strontium ranelate (SR)**

Strontium ranelate is an orally active drug that consists of two atoms of stable strontium and one molecule of ranelic acid. Strontium has similar properties to calcium and is treated in the same way by the body’s metabolic processes (Marie et al., 2001).

Neuprez et al. believe SR influences both bone resorption and bone formation. There is more clinical evidence supporting its bone resorption efficacy than bone formation efficacy in the view of Neuprez et al. (Neuprez and Reginster, 2008). They report that SR inhibits bone resorption by affecting osteoclast activity. Ruiz et al. conclude from a review of over 800 preclinical and clinical studies that SR improves osteoblast activity, but they take the view that the link to a claim of bone formation for SR needs further evidence (Ruiz et al., 2009). Patients on SR do have increased levels of bone formation compared with those on a placebo, based on serum concentrations of bone-specific alkaline phosphatase (Meunier et al., 2004); therefore, limited evidence for a link to bone formation exists, but more studies would be helpful.

Reginster et al. report a 19% reduction in non-vertebral fractures in the Treatment of Peripheral Osteoporosis (TROPOS) trial after one year in women over 74 years of age using SR, and a 36% reduction in hip fracture in a high risk T-score group compared with a low risk group (Reginster et al., 2005). Meunier et al. also report a 41% reduction in vertebral fracture after 3 years of treatment using SR. These studies are important because they used large patient samples, 3,640 and 1,649 respectively.
Selective estrogen receptor modulators (SERM)

SERMs influence bone health by interfacing with the estrogen receptors and inducing them to operate as estrogen receptor agonists and antagonists on a tissue dependent basis (Cranney and Adachi, 2005). In bone tissue, SERMs act as agonists and the bone responds as if in the presence of estrogen, which acts to reduce bone resorption. The term SERM relates to any compound that interacts with an estrogen receptor and has similar effects on the tissue. In a review of randomised controlled trials of raloxifine, Cranney et al. reported that, in the only study that was adequately powered, namely the Multiple Outcomes of Raloxifene Evaluation trial (MORE), the reduction in risk of vertebral risk fracture was 30% after 3 years of treatment (Cranney and Adachi, 2005). The authors of the MORE trial study also reported a non-significant reduction in non-vertebral fractures (Ettinger et al., 1999).

Prolia (Denosumab)

The current research focus has been on developing therapies that support bone formation. One emerging area of interest is in antibodies that bind to the nuclear factor kb ligand (RANKL). RANKL has been shown to be a major governor of osteoclast activity (Hsu et al., 1999). Denosumab, a monoclonal antibody intravenously administered on a 3 to 6 monthly basis, was designed to effectively bind with RANKL and inhibit its activity. In a study of 412 subjects of an average age of 62, the use of Denosumab resulted in an increase in BMD of between 3% and 6.7% compared with a decrease of 0.8 per cent after 12 months for controls (P < 0.001) (McClung et al., 2006).

In the FREEDOM trial at the 2008 American Society for Bone and Mineral Research meeting, Cummings et al. reported a 68% reduction in vertebral fracture, a 20% reduction in non-vertebral fracture and a 40% reduction in hip fracture after 3 years of follow-up in patients taking Denosumab on a 6-monthly basis. If similar results were shown in a repeat study, this would represent the best anti-fracture efficacy of any osteoporosis drug available today (Cummings SR et al., 2008).
1.8 Why the current prognostic methods need to be improved

1.8.1 BMD does not predict the majority of fractures

A lack of confidence in BMD as a satisfactory predictor of clinically relevant fracture has led to the introduction of FRAX and an associated increase in the relative importance of clinical risk factors in osteoporosis care. Cefalu, in a review paper, noted two issues that affect the accuracy of BMD measurement: the natural inter-subject variability in BMD scores (and associated measurement inaccuracies), and the fact that BMD is only one of many factors that influence fracture risk (Cefalu, 2004).

Another area of concern with BMD is its ability to predict fracture in the patient population where the burden of fracture occurs. Early papers in the field such as Miller et al. note that over 85% of women who fracture have BMD T-scores below –2.5. However, the paper did not consider the requirement to intervene earlier to prevent the fracture occurring in the first place (Miller et al., 1996). In a subsequent analysis of the SOF, Wainwright et al. made a number of important discoveries (Wainwright et al., 2005). They established that 54% of the 243 women in their study who had a hip fracture did not have a diagnosis of osteoporosis as defined by a T-score less than –2.5. They also note the lack of clinical evidence supporting the use of current anti-fracture therapies in women known to have high BMD. This clearly creates a dilemma for clinicians, who are aware of the burden of fracture in the general population but are unsure if the current treatments are effective in the high BMD group.

An Australian study established that, while the highest rate of fractures was in the osteoporotic group, this represented only 26.9% of the total number of fractures as 73.1% of fractures occurred in women without osteoporosis as defined by BMD (Pasco et al., 2006). This study, conducted over a 5.1 year follow-up period in women between 60 and 94 years of age, adds to the view that, while BMD is useful in a limited numbers of cases, alternative risk factors to identify the vast majority of women at risk of hip fractures are required.
1.8.2 BMD and treatment outcomes are not correlated

Table 1.13 below demonstrates a significant discrepancy between the fracture reduction percentages seen using a number of well-established drugs and the resultant percentage change in associated BMD levels. The Fracture Intervention Trial (FIT) study, as an example, had a 44% reduction in fracture risk for a 6.8% increase in BMD. Additionally the relationship between the two is not linear; there is a large reduction in fracture risk for relatively smaller increases in BMD and the dosage regime is not correlated to reductions in fracture risk (Cefalu, 2004). Table 1.13 presents the data, and shows that vertebral fracture risk reduction exceeds spine BMD increase in all cases. Cefalu concludes by stating that the use of BMD as a surrogate or proxy for anti-fracture efficacy has limited clinical utility by itself. It is clear from the work that BMD is a poor surrogate for assessing the effectiveness of drug treatments to reduce fracture risk.

Table 1.13: Changes in spinal BMD and fracture risk at various sites based on the treatment regime, adapted from (Cefalu, 2004)

<table>
<thead>
<tr>
<th>Study (duration)</th>
<th>Drug</th>
<th>Spine BMD increase</th>
<th>Vertebral fracture risk reduction</th>
<th>Non-vertebral fracture risk reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>VERT-NA (3 years)</td>
<td>Risedronate</td>
<td>4.3%</td>
<td>41%</td>
<td>39%</td>
</tr>
<tr>
<td>VERT-MN (3 years)</td>
<td>Risedronate</td>
<td>5.9%</td>
<td>49%</td>
<td>33%</td>
</tr>
<tr>
<td>FIT-prevalent (3 years)</td>
<td>Alendronate 5 mg/day</td>
<td>6.2%</td>
<td>47%</td>
<td>12%</td>
</tr>
<tr>
<td>FIT-absent (4 years)</td>
<td>Alendronate</td>
<td>6.8%</td>
<td>44%</td>
<td>20%</td>
</tr>
<tr>
<td>MORE (3 years)</td>
<td>Raloxifine</td>
<td>~2.6%</td>
<td>50%</td>
<td>10%</td>
</tr>
<tr>
<td>PROOF (5 years)</td>
<td>Salmon calcitonin</td>
<td>0.6%</td>
<td>33%</td>
<td>12%</td>
</tr>
<tr>
<td>Teriparatide (5 years)</td>
<td>Teriparatide</td>
<td>8.6%</td>
<td>65%</td>
<td>35%</td>
</tr>
</tbody>
</table>


A meta-analysis by Cummings et al. of 12 trials which involved different anti-resorptive therapies, and which monitored spine BMD fracture risk reduction compared with placebo,
reported a 54% reduction in fracture risk correlated with an 8% increase in BMD. They conclude that the change in BMD reflects only a small proportion of the change in fracture risk (Cummings et al., 2002).

There is also a significant time difference between treatment efficacy and fracture risk reduction that is becoming apparent using BMD-based measurement tools. Raloxifene has been shown to significantly reduce the risk of fracture almost immediately, with only 6-12 months required for a response to be seen, compared with up to 3 years for spinal bone mineral density to show a change of 2-3% (Qu et al., 2005).

A study of teriparatide showed reductions in hip fracture of 53% and vertebral fracture of 65% for BMD increases of between 9% and 15% (Marcus et al., 2003). This performance is better in comparison with BMD than bisphosphonates, but teriparatide is predominately a second-line therapy. The study also showed that therapeutic response to the treatment was independent of the initial BMD T-score for the patients across a range of between –2.1 and –3.3. This suggests that women with clinical risk factors but without a diagnosis of osteoporosis could benefit from this kind of treatment. The literature overall indicates a weak association between patients’ responses to drug treatment and the consequential changes in BMD.

Cefalu described this measurement problem very well (Cefalu, 2004):

“Although BMD may increase with therapy, the increase is not measurable until later, and the overall increase is too small to account for the timing and magnitude of fracture risk reduction.”

A key question that arises from this research is whether the drugs currently used to reduce fracture risk are effective in the osteopenic and normal patient groups, with investigators conducting most research on women with a diagnosis of osteoporosis by T-score in the treatment group. The conclusion Pasco et al. reached in their Australian study is that women with normal and osteopenic BMD are at equivalent fracture risk to osteoporotic women and would, therefore, benefit from treatments to increase their BMD. This assertion requires further evidence than is presented in their paper, but seems reasonable. It is also interesting to
note the number of drug response papers that use vertebral fracture rather than hip fracture as an endpoint, as the majority of bisphosphonate drugs have shown good efficacy at the vertebral fracture site. This is despite the fact that the healthcare burden arises from hip fracture. There is a need for more studies to prove the efficacy of bisphosphonates and other drugs at the hip.

1.8.3 The factors influencing mass screening for fracture risk

Screening has been defined by Eddy as:

“The application of a test to detect a potential disease or condition in a person who has no known signs or symptoms of that disease or condition.” (Eddy, 2004)

Osteoporosis is a disease which is asymptomatic before fracture occurs, which fits the criteria for screening very well. Additionally, as discussed in section 1.4, a high number of women will have a fracture in their lifetimes; this will significantly adversely affect their disability adjusted life years. As a result, a screening strategy to identify women who would benefit from preventive treatment may be justified.

At this time in the UK or US there are no mass screening programmes for osteoporosis, but programmes exist for other conditions. A prominent example is breast cancer, as screening programmes for this condition have been running since 1988 in the UK. The rationale for introducing any screening programme requires two competing needs to be quantified and balanced: the expected reduction in mortality and/or disability from screening for the condition, and an evaluation of this benefit compared to the inconvenience and risk associated with the screening protocol (Karsten Juhl Jørgensen and Peter C Gøtzsche, 2010).
Factors involved in formulating a screening strategy

The sensitivity and specificity of a diagnostic tool drives its mass screening potential:

- Sensitivity is a measure of a test’s ability to correctly identify people who have the disease as diseased
- Specificity is a measure of a test’s ability to correctly identify people as healthy if they do not have the disease.

An ideal test would have a sensitivity and specificity of 100% but, in the absence of such a test, the sensitivity and specificity in the context of the effectiveness of the drugs available and their costs must be considered in any decision to implement a screening programme.

For any test, there are four possible outcomes for a particular patient:

1. A true positive (TP) result where the test has correctly identified an ill person as such.
2. A false positive (FP) result where the test has incorrectly identified a healthy person as ill.
3. A true negative (TN) result where the test has correctly identified a healthy person as such.
4. A false negative (FN) result where the test has incorrectly identified an ill person as healthy.

Sensitivity = TP/(TP + FN)
Specificity = TN/(FP + TN)

Table 1.14: Categories of test results and the potential errors that can arise

<table>
<thead>
<tr>
<th>Positive test</th>
<th>Ill subjects</th>
<th>Healthy subjects</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP</td>
<td>FN</td>
<td>FP</td>
</tr>
<tr>
<td>Type I Error</td>
<td>Type II Error</td>
<td></td>
</tr>
</tbody>
</table>

Table 1.14 shows the categories of diagnostic results and the errors which can arise. A type I error occurs when a healthy subject is identified as unhealthy and a type II error occurs when a diseased subject receives a negative result. The ideal test maximises the true positive and
true negative predictive values. The number of false positives and false negatives will have a significant impact on the screening strategy depending on the magnitude of the harms experienced by people incorrectly diagnosed.

Other measures used to evaluate the performance of diagnostic tests include the positive predictive value (PPV) and negative predictive value (NPV). These measures evaluate the effectiveness of the test for identifying those at risk and those not at risk:

- $\text{PPV} = \frac{TP}{TP + FP}$
- $\text{NPV} = \frac{TN}{TN + FN}$

This is particularly important in developing a screening strategy for a future risk. The predictive values of the test are the most relevant values when clinicians assess future risk. The PPV and NPV differ from the sensitivity and specificity of the test because they take the prevalence of the disease into consideration.

**Harms**

With any screening programme, subsequent diagnosis of osteoporosis and treatment can lead to a number of harms that clinicians should consider before implementing a treatment programme.

Screening using DXA exposes women to radiation, the inconvenience of hospital attendance and anxiety about whether they have the condition (Rimes et al., 1999). Women diagnosed with osteoporosis have more fears than women considered to have normal bone mineral density (Lyles et al., 1993).

A false positive result can lead in the case of osteoporosis to unnecessary treatment that can expose women to a number of risks, including osteonecrosis of the jaw, a condition which affects 1% of women on bisphosphonate treatment (Woo et al., 2006). These potential harms need to be evaluated in the context of drug and diagnostic test performance.
The main factors considered in the analysis of whether a screening programme is required include:

- Gender
- Age
- Testing frequency
- The cost and accuracy of the test
- The cost and performance of the intervention required.

A key measure in defining the viability of a screening strategy is the number needed to treat (NNT) to prevent an occurrence of the condition. By way of comparison, Humphrey et al. report the number needed to treat to prevent one death from breast cancer over a 14-year timeframe as 1,224 women (Eddy, 2004; Humphrey et al., 2004). Eddy et al. estimate 121 women aged 60 to 64 will need to be treated to prevent one hip fracture (Eddy, 2004). While these figures do not consider the cost of treatment, they show the relative impact of treatment and allow the relative seriousness of the clinical outcome to be considered in any decision to implement a screening strategy.

Clinicians have not accepted DXA, the current gold standard, as a mass screening tool for osteoporotic fracture risk. A report by the UK’s Royal College of Physicians recommended that mass screening is not carried out using BMD due to its low sensitivity (Royal College of Physicians, 1999). Using a DXA-derived specificity of 90% results in a sensitivity of only 18%, which is too low for an effective screening technology (Kanis, 2007).

### 1.8.4 Benefits of screening at the menopause

The age at which a woman is first screened can influence the overall effectiveness of a programme, so screening at different ages needs to be considered in any screening strategy evaluation. A 2007 WHO report on osteoporosis considered the relative merits of screening at the menopause compared with screening later in life (Kanis, 2007). Screening at the menopause could potentially be beneficial because bone loss is rapid at this stage and slows down later in life. However, an issue with screening at the menopause is the relatively low incidence rate of the fractures in women at this stage compared with later life. The WHO
report estimates the 10-year risk of a woman in her 50s at around 1% while, for a woman in her late 70s, it is over 6% (Kanis, 2007).

A longer risk timeframe than the current 10-year period for time to fracture is required to enable the future high fracture risk of women in their 50s to be considered in any treatment decision. From the menopause, a period of 20 years for fracture risk assessment would be more applicable to assess the risks in younger women. On balance, based on the current technology available and issues with compliance with treatment in younger women, the WHO report considers treating women at 65 years of age rather than 50 to be more appropriate.

The introduction of additional clinical risk factors and ultimately FRAX® has created the possibility of screening for the condition. Kanis et al. have shown that clinical risk factors can have a positive influence on screening strategies by increasing the sensitivity of BMD measures when used in combination with those other factors (Kanis, 2007).

The current peer-reviewed literature does not support the introduction of screening for osteoporosis using BMD due to current performance characteristics. It is interesting to note the lack of peer-reviewed evidence on the ability of screening to prevent fractures, until recently. Humphrey et al. reported in 2004 the absence of studies describing the benefits of screening for preventing fracture (Humphrey et al., 2004).

More data on the benefits of earlier screening is becoming available. For example, Barr et al. report on a randomised control trial to reduce fracture risk (Barr et al., 2009). In the study, they were able to demonstrate, in 4,800 women between 45 and 54 years of age, the benefits of HRT on a population screened using BMD. Over a 9-year follow-up period, there was a 25.9% reduction in fracture risk compared with the control group. While this study used a now obsolete treatment, HRT, the study demonstrated that screening does result in increased treatment and in a reduction in hip fracture rates. The finding that relatively young women showed such an effect over a 9-year timeframe suggests that screening women under 65 may be valuable, and the results may be even better in the 55-60 age group due to their higher fracture risk.
1.9 Development work to date on a nail structure test for fracture risk

1.9.1 Clinical validation to date

A number of clinical studies conducted at the University of Limerick have identified a potential link between nail structure, low trauma fracture risk and osteoporosis. The researchers identified Raman spectroscopy as the ideal technique to examine the human nail for this condition, and all the early studies were conducted on the fingernail. This test is being developed for commercial applications under the name BQT®, and it is referred to in this thesis as BQT.

The first study published on the concept by Pillay et al. identified differences between the Raman spectral signatures in fingernails collected from healthy women (n = 4) and women with osteoporosis as defined by BMD at the hip or lumbar spine (n = 4) (Pillay et al., 2005). The Raman spectra were collected using a Raman spectrometer over a range between 400 cm\(^{-1}\) and 1800 cm\(^{-1}\). The S-S peak of interest lies at 510 cm\(^{-1}\) wavenumbers. The difference in the average half-width maxima for the disulphide peaks between the two groups was nearly statistically significant (p = 0.06). This study had a very small number of subjects and so the results were preliminary.

A validation study was then carried out in a larger group by Towler et al. in 169 women (Towler et al., 2007); 85 of these women were premenopausal, 84 were postmenopausal and 39 had a history of fracture. In the postmenopausal group, which contained 21 women with a history of fracture and 63 women without a history of fracture, a statistically significant difference between their average S-S peak height was observed (p = 0.0397). To ensure consistent measurement between subjects, the measurements were taken relative to the CH\(_2\) peak, at the far end of the range collected at 1450 cm\(^{-1}\). This measure was used in preference to the original method of calculating the half-width maxima at the S-S peak height following discussions with the Raman instrument manufacturer, the half-width maxima represents the height of the peak at the point at which the peak is half its maximum width, it was felt an alternative measuring approach would produce superior results. Figure 1.5 shows a typical Raman spectrum for a human nail and illustrates how the S-S and CH\(_2\) peak height measurements to assess osteoporotic status can be taken. The advantage of this approach was
that using another peak to compare with the S-S peak provided a consistent reference point and eliminated variability in results from the nails caused by non-clinically relevant measurement factors. The measurements were taken for each peak by measuring from peak to trough and the peak height ratio between the two peaks calculated. This ratio represented the value of interest.

![Raman Spectrogram](image)

**Figure 1.5: Raman spectrogram of a human nail and an explanation of how the peak height ratio for each subject was calculated**

Following this work, the investigators conducted two larger retrospective case-control studies. These studies, PREFRAN (n = 134) and FRAN (n = 624), are both described in detail in a PhD thesis by Cummins (Cummins, 2009). In the PREFRAN study, no statistically significant differences were observed between the control and fracture groups, but it is possible that this result was caused by insufficient discrimination in terms of fracture outcomes between the patient groups due to the recruitment process. There were some potential recall bias issues depending on whether women had experienced low impact fractures.

In the FRAN study, the investigators observed statistically significant differences in post-hoc analysis (P < 0.0001) between the control and fracture groups. Superior test performance was observed in the osteopenic group compared with the osteoporotic group, suggesting the test may work in women with high BMD scores.
These studies, conducted before the introduction of FRAX®, were retrospective studies using nail samples collected after the fracture events. A limitation is that the identified fracture subjects were not verified as having experienced low trauma fracture by medical records. There is, therefore, a need for additional studies with larger patient numbers that meet higher evidence criteria; these should be longitudinal cohort studies to assess the ability of the technique to identify absolute fracture risk over periods of 10 years or more.

1.9.2 Relationship between nail growth and bone growth

The novel claims of the Raman spectroscopy-based nail test depend on a measureable relationship between nail growth mechanisms and bone growth mechanisms. There are three approaches that can be used to establish this relationship: first, a mechanistic approach exploring the common processes in the development of the material content of bone and nail; second, an experimental approach monitoring changes in human or animal models; and, third, an observational approach identifying the common diseases between the two groups.

Experimental studies linking nail and bone

Good evidence already exists to show that changes in bone collagen increases bone fragility (Banse et al., 2002; Vashishth, 2007), but there is limited published evidence linking nail and collagen structures. Cummins showed in her thesis that there are similar Raman peaks in nail and collagen structures (Cummins, 2009).

Figures 1.6 – 1.8 show bone collagen and nail keratin Raman signatures followed by an overlaid comparison between the two. Figure 1.8 demonstrates the similarity in height of the CH$_2$ peak at 1450 cm$^{-1}$ wavenumbers.
Figure 1.6: Raman spectrum from bone collagen (Matousek et al., 2006)

Figure 1.7: Raman Spectra from nail keratin in the human fingernail (Moran et al., 2007)

Figure 1.8: Figures 6 and 7 overlaid (Cummins, 2009)
Figure 1 shows that bone collagen and nail keratin share some common peaks, which may explain the correlation between nail and bone. Towler et al. have concluded from this relationship that the link between the two materials is driven by disulphide formation (Towler et al., 2007).

Ohgitani et al. reported in 2005 a relationship between nail calcium, magnesium content and lumbar bone mineral density (Ohgitani et al., 2005). Fingernail and toenail clippings were collected from 169 women and 115 men between 20 and 80 years of age. Statistically significant differences were seen in a group of women in their 60s; in these women, calcium concentrations reduced with BMD scores, for fingernails (p = 0.0016) and for toenails (p=0.0215). Some contradictory results were seen in pre- and postmenopausal women between toenails and fingernails. Calcium levels were significantly lower in the fingernails (p= 0.031) of postmenopausal women, but not in their toenails (p = 0.6574).

**Observational studies**

Geyer et al. identified a number of clinical factors that have an effect on the growth rates of both nail and bone, these are listed in table 1.15 (Geyer et al., 2004).

**Table 1.15: Clinical factors which influence the growth rates of nail and bone**

<table>
<thead>
<tr>
<th>Faster nail growth</th>
<th>Slower nail growth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male sex</td>
<td>Female sex</td>
</tr>
<tr>
<td>Youth</td>
<td>Ageing</td>
</tr>
<tr>
<td>Calcium medication</td>
<td>Smoking</td>
</tr>
<tr>
<td>Hyperthyroidism</td>
<td>Hypothyroidism</td>
</tr>
<tr>
<td>Vitamin D medication</td>
<td></td>
</tr>
<tr>
<td>Oral contraceptives</td>
<td></td>
</tr>
</tbody>
</table>


Based on the assumption that faster nail growth represents a protective effect and slower nail growth a negative effect, the link between growth and osteoporosis looks interesting. Slower-growing nail is also known to become more brittle (Galinont-Collen et al., 2007). Smoking, ageing and being female are known risk factors for fracture risk (Kanis et al., 2007). Youth, calcium consumption and oral contraceptives are all known protective factors.

**Mechanism of action**

Research to date has not yet confirmed the underlying mechanism of action linking bone and nail. Underlying any potential link are relationships between three factors:

\[\text{Nail protein structure} - \text{bone collagen structure} - \text{bone fragility}\]

The link between bone collagen and fragility is well established in the literature, while the link between nail proteins and fracture is still under investigation. A link between nail and collagen is currently unknown.

Towler et al. have hypothesised that the link is due to a relationship between cysteine or sulphur and bone and between bone strength and nail strength. They hypothesised that a relationship exists between bone and nail because both create disulphide bonds and utilise cysteine absorption processes. Disulphide bonding plays a role in the integrity of structural proteins in both keratin (nail) and collagen (bone). The study did not prove this relationship because it explored the relationship between keratin structure and BMD. The relationship between nail structure, bone fracture and BMD can therefore be considered indirect and the use of measures of nail structure to identify women at risk of osteoporosis is in effect using the nail as a surrogate marker (Towler et al., 2007).

Independent corroboration of the link between nail and bone has been reported by Pandey et al. (Pandey et al., 2008). They suggest that the nail samples of osteoporotic patients are subject to greater mechanical creep than the nail samples of healthy subjects.

Ogitani et al. proposed that the periosteum of the phalangeal bone is the conduit for the biological processes linking nail and bone. The periosteum is a layer of connective tissue which overlays all bones and lies between bone and the skin. They estimate that nail shares the blood flow of bone for up to five months while the nail is under the skin in the nail bed. They also note some contradictory results in the relationship between mineral concentration in nail and BMD, but attribute these to the use of different measurement techniques. They
also attribute the difference between toenail and fingernail results to differences in contact between the nail bed and blood circulation in the toenail and fingernail. They state that the level of contact between the toenail and the periosteum is lower, resulting in lower correlations between the two factors (Ohgitani et al., 2005).

Clinical work conducted by Cummins as part of her PhD thesis has established that diagnostic measures using the peak heights of SS, CH$_2$, Amide I where able to differentiate between cases and controls in the FRAN study. (Cummins, 2009); This indicates that many features in the nail could be used to assess fracture risk.

The different hypotheses proposed to date need further investigation. The leading candidates are:

1. The periosteum channel linking bone formation to nail formation.

2. Cysteine processes linking the two matrices.

Pre-clinical studies that can evaluate the bone matrix and nail matrix directly in a number of different scenarios may be the best way to conduct studies and explore potential mechanisms linking keratin and bone proteins. Information from the key features in the Raman spectra of nail linked to fracture may also generate additional pathways for a mechanism of action.

1.9.3 Aspects of the human nail for diagnostic applications

Nail structure

Nail consists of fibrous composite keratin in three layers (Farren et al., 2004). The overall thickness of the human nail has been estimated as 202 microns (Ohmi et al., 2000). Keratin’s fracture toughness is derived predominately from the disulphide bonds present in cysteine amino acids (Akhtar and Edwards, 1997). Using scanning electron microscopy, Farren et al. identified dorsal lower and ventral upper layers consisting of flat overlapping slate-like sheets, lined up in the same plane as the nail, and an intermediate layer which contains more keratin fibres than the upper and lower layers and which are oriented transversely, parallel to the free end of the nail. Figure 1.9 shows the different layers in nail. The intermediate layer is substantially stronger than the dorsal or ventral layers in the longitudinal direction and seems
to provide the structural integrity to the nail, owing to ‘long narrow cells’ in this layer (Farren et al., 2004).

Figure 1.9: Image showing the ventral, intermediate and dorsal layers in a nail sample, from Farren et al, 2004

Williams et al. were the first to evaluate human nail using Raman techniques, linking specific chemical bonds in the protein structures to Raman wavenumber shifts (Williams et al., 1994). Gniadecka et al. identified the important vibrational modes in nail, these are shown in table 1.16 (Gniadecka et al., 1998).

Table 1.16: The major Raman vibrational modes in the human fingernail

<table>
<thead>
<tr>
<th>Vibrational mode</th>
<th>Peak position</th>
</tr>
</thead>
<tbody>
<tr>
<td>V(C=0) Amide I</td>
<td>1649 cm⁻¹</td>
</tr>
<tr>
<td>Amide III</td>
<td>1273 cm⁻¹</td>
</tr>
<tr>
<td>CH₃</td>
<td>2993 cm⁻¹</td>
</tr>
<tr>
<td>CH₂ (lipids) and CH₃ (proteins):</td>
<td>1447 cm⁻¹</td>
</tr>
<tr>
<td>Acyl backbone chain</td>
<td>1030 cm⁻¹</td>
</tr>
<tr>
<td>V(S-S)</td>
<td>511 cm⁻¹</td>
</tr>
</tbody>
</table>

Analytic Procedure

The nail is analysed by clipping a 3mm wide sample from the fingernail or toenail. The nail is then placed on a silicon slide which has a groove to accept the nail sample and a second slide which has a 2mm hole in it to allow the laser to reach the nail without passing through the
slide is placed on top. The two slides are clamped together to flatten the nail. The slide combination is then placed in the instrument for analysis.

Nail stability

To conduct longitudinal trials using nail samples that meet the evidence requirements for clinical adoption, there is a requirement to either collect nail samples at baseline and follow the subjects for 10 years or more, or to use archived nail samples. Archived nail samples collected in studies with adequate follow-up procedures provide a more timely and cost-effective research route. There is, therefore, a requirement to demonstrate from the literature that archived nails retain their structural integrity after 10 years to allow them to be used in cohort trials.

An important aspect of assessing the suitability of nail samples as diagnostic samples is an understanding of the factors that affect the structural integrity of nail over extended storage periods. Edwards et al. demonstrated, in a comparison of 500-year-old mummified baby nails and the nails of a modern baby, little difference in the Raman signatures (Edwards et al., 2002). He showed, however, that freezing, bacterial attack and desiccation processes were harmful to keratin-bearing substances. It has been shown that the majority of the water in keratin is in the bound form and therefore processes such as freezing and drying can be harmful to the overall integrity of the nail (Gniadecka et al., 1998). These studies indicate that keeping the nail dry and at a consistent temperature will support its preservation over potentially hundreds of years.

Nail stability can vary in two ways:

1. On a month by month basis, \textit{in vivo}. making long-term extrapolations from the data invalid.
2. Based on the age on the nail, when tested.

There is currently no evidence in the literature describing the changes of nail structure over time in healthy individuals or long-term stability studies on nails collected at a particular point in time using Raman spectroscopy. The work by Edwards and Gniadecka indicates that samples kept dry will remain intact over long periods, but this has not been definitively demonstrated by any research work found.
The differences between fingernail and toenail

Some work using Raman spectroscopy has established that fingernail and toenails are structurally different (Widjaja and Seah, 2006). The mean spectra between the two types of nails were found to be subtly different at wavenumbers 511, 1003, 1062, 1270, 1340, 1449 and 1460 cm\(^{-1}\) respectively. Interestingly, some of these correspond to the structurally important S-S bond. Human fingernails are known to grow three times more slowly than human toenails (BEAN, 1953), which supports Widjaja’s findings of differences between the groups.

Biomedical applications of the human nail

In 1997, Lawson et al. considered the biomedical applications of the human nail from Raman examination and felt that fingernails could potentially provide diagnostic information on metabolic disorders, drug consumption, and infection (Lawson et al., 1997). Nail samples in the Nurses’ Health Study, a Harvard University based cohort study, have been successfully used to evaluate nicotine use in smokers as a predictor of coronary heart disease (Al-Delaimy et al., 2008). There are currently however, no commercial diagnostic applications exploiting the relationship between Raman spectroscopy and the human nail.

Slotnick and Nriagu have considered the validity of using human nails as a biomarker of arsenic and selenium exposure and concluded that, since nail can reflect long-term exposure, it is a more suitable biomarker for long-term exposure than blood or urine (Slotnick and Nriagu, 2006). Jablecka et al. have recently demonstrated differences in the dielectric properties between the nails in healthy and diabetic subjects (Jablecka et al., 2009).

1.9.4 Raman spectroscopy

The Raman effect

The Raman effect is the common name for a physical phenomenon first identified by C.V. Raman in 1928, and Raman scattering as it is now known involves the inelastic scattering of light which is incident on a material (Raman and Krishnan, 1928). Raman scattering is only a very small component of the reflected light – typically, only one photon of light for every \(10^7\) photons delivered will be scattered inelastically (Petry et al., 2003). The rest are scattered
elastically, also known as Rayleigh scattering, which results in the light being reflected at the same wavelength at which it encountered the molecule. Figure 1.10 shows the various descriptions for the different scattering effects that happen in the Raman effect.

![Diagram of Raman effect](image)

**Figure 1.10: The descriptions for the changes in energy levels due to the Raman effect**

The change in state in the photon is caused by the molecule with which the photon is undergoing a change in its vibrational or rotational mode, which results in a decrease or increase in energy in the material and the photon. This change in energy results in a change in wavelength in the photon and is known as Raman shift.

**Raman spectroscopy**

Raman spectroscopy is an analytical technique used in a wide range of research fields to analyse the structure of materials. The technique exploits the Raman effect in a measurable manner. The analytical use of the Raman effect required the invention of the laser, which acts as a strong source of monochromatic light. When used in conjunction with sensitive filtering and detection equipment to separate the inelastically and elastically scattered signals, the Raman signal was reliably isolated. In recent years, Raman spectroscopy has become an increasingly applied research technique and relatively low cost instruments are available from a number of commercial suppliers. The technique is attractive in a number of fields because of the minimal sample preparation required before analysis.
Confocal Raman spectroscopy

As discussed earlier, the human nail contains a number of layers and so there is a requirement to control the depth at which the readings of vibrational modes are taken to ensure information from the correct layer is collected. Confocal microscopy offers a well-validated technique to carry out this type of investigation. Conventional microscopy receives reflections from throughout the material of interest. By using a pinhole, the light observed is constrained to the region of interest, established by the operator manually focusing the laser on the particular region using the microscope objective (Petry et al., 2003). Figure 1.11 shows a schematic for a confocal micro-Raman spectroscopy instrument.

![Figure 1.11: A schematic of a confocal micro-Raman spectroscopy instrument. (reproduced from Petry et al. 2003)](image)

Of particular interest has been the work of Caspers et al. in establishing the use of Raman spectroscopy to examine the different layers of skin, a similar material to nail (Caspers et al., 2003; Caspers et al., 2001). Skin has two important layers: the top layer, which is 40 µm thick, and the lower layer, which has a thickness of between 1 mm and 4 mm. Caspers et al. reported that axial resolutions of around 5 µm had been achieved using confocal Raman spectroscopy. This level of resolution enables the different layers of the human nail to be isolated.

Raman spectroscopy and biomedical applications

Raman spectroscopy is considered a tool with potential in a range of biomedical diagnostic applications (Lawson et al., 1997; Petry et al., 2003).
Its adoption has been limited by high fluorescence from biological samples, which tends to overwhelm the small Raman signal and reduce its diagnostic potential (Petry et al., 2003). This has been less of an issue in recent years as the sensitivity of instruments has improved, allowing the Raman signal to be more reliably separated from fluorescent signals.

**Raman spectroscopy to evaluate osteoporosis**

Raman spectroscopy is a well-established technique for *in vitro* analysis of bone samples. Work done by Boskey and Paschalis confirms the validity of the technique to evaluate collagen cross-linking in bone (Paschalis et al., 2004; Boskey et al., 2009).

For *in vivo* applications, Raman spectroscopy has historically suffered from the restriction of limited penetration into the skin, which limits its direct applications in osteoporosis due to an inability to penetrate the skin layers to reach the bone. The strong fluorescence and Raman signals at the surface mask the deeper located weaker signals with the diagnostic information (Stone et al., 2007). In recent years a new technique, spatially offset Raman spectroscopy (SORS), has been developed by Matousek et al. (Matousek et al., 2006; Draper et al., 2005). Its potential as a tool for analysing bone *in vivo* for fracture risk prediction is clear, as the investigators have obtained sample data with adequate resolution at depths of between 2 mm and 4 mm. However, the trials to date have been retrospective and pre-clinical so the data should be seen as preliminary. The depth at which adequate resolution has been achieved is continually increasing, with the most recent results from a depth of 8.7 mm for the assessment of breast cancer tissue (Matousek and Stone, 2009). These studies, while exciting, provide limited insight into the clinical potential of the SORS technique to predict future fracture. The type of longitudinal study required to incorporate SORS-based prognostic tests into tools such as FRAX® and QFractureScores would require a significant investment of time and money; potentially, a 10-year study would be required in the absence of sufficient archived bone samples. The potential, therefore, will be restricted to taking readings at the ankle and wrist for the foreseeable future.
1.9.5 Classification techniques for Raman spectra

**Introduction**

![Figure 1.12: Steps in the statistical classification of Raman data](image)

To develop an algorithm that can effectively classify Raman spectra data, a number of analytical steps are required, figure 1.12 outlines the steps required to classify the data.

Statistical classification techniques use a training set of data to learn the key relationships in the data and then create a set of rules that can be used to classify the data in an independent test set. The training set of data is used for the algorithm to learn the key features in the data and so create a classification system to separate the groups. This process is also known as machine learning.

Simple direct measurement of peak height and width measurement in the spectra are sometimes not able to deliver the required discrimination between the groups; for higher levels of discrimination, it is sometimes necessary to use a multivariate technique that considers the whole spectrum. Multivariate statistical classification techniques are able to extract appropriate information, even when it is widely distributed throughout a spectrum.

**Feature extraction**

Principal component analysis (PCA) is a well-established technique for the reduction of biological data. The technique examines an entire spectrum and resolves the important features into a series of principal components. This step reduces the amount of data and makes further analysis by other techniques more manageable. The principal components contain information about the relationship between the spectra and the event being modelled in the form of a score and a loading for each component. The first components identified are more important in the prediction model than later components; this is because they contain more information linking the spectral variation of interest to the prognosis than lower order
components. Typically, most applications will only use the first few principal components to avoid over-fitting of the model to the data.

The technique is often implemented using mathematical software programs such as Matlab (MathWorks, Massachusetts, USA). While the technique has proved useful, it has the limitation that the relationships between the individual chemical species and the algorithm cannot be determined (Shinzawa et al., 2009). Another limitation of PCA is that, although it is a linear analytical tool that is simple to use, it may underperform with biological data, which is often non-linear. PCA has had success in the field of bioinformatics and microarray analysis (Wang and Zheng, 2008) and is a well-established platform on which to carry out feature extraction. Figure 1.13 illustrates the change that takes place in the transition from data space to feature space.

![Data space to feature space](image)

**Figure 1.13: The separation of the data using techniques such as PCA**

**Learning and classification**

Once data reduction has been completed using PCA, linear discriminant analysis (LDA) is used to separate the features identified by PCA. This technique draws a straight line through different regions of the data at the best angle it can to differentiate between the two classes of data, such as high risk and low risk scores. While this technique is well established, the use of linear methods limits its performance with complex data sets.
Validation

All the techniques are validated in the first instance within their own dataset using leave-one-out procedures. This technique trains the model by leaving out one of the samples and evaluating the performance of the model on the remaining samples. The process is repeated with a different sample left out each time until all the samples have been tested. The resulting cumulative error provides an assessment of the robustness of the algorithm.

The algorithm is then validated in a set of data independent from the dataset used to develop the model, which is the most robust test for a new algorithm.

1.10 Clinical trial design to assess prognostic test performance

1.10.1 Randomised controlled trials

The best type of trial to establish causality is the randomised controlled trial (RCT) (Moon and Gould, 2000). This trial design follows both a control group and an intervention group to establish whether the intervention (in this case, diagnostic testing and selection for treatment) results in superior outcomes compared with those in the control group. The benefit of RCTs is that the randomisation process eliminates any potential confounders. The main issues are costs and scale to ensure sufficient randomisation. As a result, RCTs are rarely undertaken and it is unlikely the costs could be justified to validate a single new risk factor for osteoporosis.

1.10.2 Observational studies

Another type of trial, which investigators consider less robust but which is far more common, is the observational or cohort study. In this design, all the subjects at the start of the study are free from the condition and are observed over a period to establish who develops the condition and why. This kind of study can be either prospective, where the subjects are followed from baseline forward, or retrospective, where data collected historically is used to compare with outcomes at the present time. These studies can require hundreds of thousands of people to achieve sufficient sample size if rare diseases are being investigated. There are long-running cohort studies aiming to establish causality for a number of chronic diseases,
such as the Nurses’ Health Study in the US, the Framingham Heart Study, also in the US, and the Rotterdam Study (Karasik et al., 2002; Feskanich et al., 2002b; Schuit et al., 2004).

Any cohort study must be externally valid – for example, are the results of a study carried out on nurses valid for policy decisions in the wider population? For the study to be internally valid, three factors must be controlled:

1. Bias (systematic error): A common form is selection bias, where people with a particular condition respond to a survey about that condition at a higher rate than the average person in the population.
2. Confounders: This is a problem where a hypothesis assuming cause and effect between two variables is interfered with by another variable. The confounder masks the relationship between the two variables of interest or strengthens it, making the relationship seem stronger than it is in reality.
3. Random error: This error arises by pure coincidence. Analytical errors arising from randomness can be controlled for by maximising the sample size and the duration of the study.

1.10.3 Survival analysis

When conducting a trial to assess the risk of an event over a predetermined period, survival analysis is a well-established technique to compare the effectiveness of different interventions. Osteoporotic fracture trials are well suited to survival analysis because the aim is to evaluate the time taken for a particular event (in this case, fracture) to occur. The technique then enables the differences in time to event occurrence between the two groups over the set period to be evaluated. For osteoporotic fracture prevention, treatment with an effective drug should result in a longer time to fracture in the treatment group compared with the control group. Alternatively, women identified as being at higher risk using a prognostic test should have shorter times to the event when compared with women identified as having a lower risk.

Standard statistical techniques such as ANOVA (analysis of variation between groups) are not effective for this analysis due to the non-normal distribution of these kinds of events (Clark et al., 2003). Censoring (where the value of an observation is only partially known) is also an issue, supporting the use of survival analysis in situations where not all subjects will
have an event by the end of the study. For example, in the case of a 10-year period for hip fracture analysis, the outcome of the patient (death or fracture) is not known in all cases. In this situation, survival analysis is an appropriate technique as it assumes that subjects no longer in the study will have the same survival rates as those who remain in the study (Katz, 2001a).

The two key outputs of any survival analysis are survival probability $S(t)$, i.e. how likely is a person to avoid the event in the specified time frame, and the hazard rate $h(t)$, i.e. what is the likelihood of that event happening to a person at any given time instant.

A number of techniques are available to estimate the survival rate from observed data. The most commonly used are Kaplan-Meier (Kaplan and Meier, 1958) and Cox’s proportional hazards (Cox, 1972).

Using the Kaplan-Meier method, a non-parametric estimate can be generated, which can be shown graphically as a Kaplan-Meier survival curve, figure 1.14.

![Figure 1.14: Relapse-free Kaplan-Meier survival curves for a lung cancer trial from (Clark et al., 2003)](image)

An issue with Kaplan-Meier and log rank analysis is that they are univariate analyses and only suitable for use with two factors. Where more than two variables need to be included, a multivariate analysis technique needs to be used, commonly known as a regression analysis (Bradburn et al., 2003). These techniques create an equation that includes weightings for multiple variables and thereby incorporates all the relevant factors in the final analysis. Cox’s proportional hazards, a semi-parametric method, is the most widely used multivariate technique. A key assumption of this model is that there is a linear change between the factors.
influencing the outcome and the logarithm of the relative hazard. For events where the prevalence of the incident is lower than 5%, proportional hazard analysis is not appropriate, therefore Poisson regression models should be used (Katz, 2001b).

1.10.4 Absolute risks, relative risks and hazard ratios

Cohort studies allow absolute risks to be calculated, the risk of an individual having that condition in the general population (Scott, 2008). In osteoporosis, under the new WHO guidelines developed by Kanis, these absolute risks are expressed as a percentage probability over a 10-year period (Kanis, 2007). This timeframe has been selected for clinical and health economic reasons and, in other medical conditions, different periods might be used. A risk could be 1% or 10%; its relative importance will depend on the seriousness of the ultimate health outcomes and the prevalence of the condition in the population.

The hazard ratio is considered similar to relative risk but is specifically used in survival analyses. Like relative risk ratios, the measure reflects the difference between individuals with a positive result and those with a negative result, but with the introduction of a time-based factor. It is, however, only used when a particular period is being considered, as in the case of fracture risk over a 10-year period.

Absolute risks cannot be calculated using case-control studies due to the lack of information of the prevalence of the disease in the population in a case-control study. This statistical issue has a significant impact on the clinical evidence requirements for new prognostic markers seeking to be integrated with FRAX® and similar tools in the future. Absolute risks can, however, be estimated from cohort studies using approaches developed by Langholz et al. (Langholz and Borgan, 1997).
1.11 The economic evaluation of osteoporosis screening

1.11.1 Introduction

In the modern healthcare environment, there is an increasing emphasis on ensuring that interventions carried out can be justified on both clinical utility and health economic grounds.

The most commonly used evaluation tools are cost-utility analysis (CUA) and cost-effectiveness analysis (CEA). CEA enables the relative merits of different interventions for the same condition to be evaluated. The comparative measure selected is entirely dependent on the condition and intervention of interest and is measured in financial terms as a cost per event. An example would be cost per case of breast cancer detected or prevented.

Health economists use CUA to evaluate an intervention’s impact on the subject’s quality of life. A number of validated tools are available to evaluate quality of life measures (Lips and van Schoor, 2005). The advantage of this type of evaluation is that it allows health economists to compare the intervention with alternatives for a range of different health conditions at a societal level. The most common measure used in these studies in the quality adjusted life year (QALY) (Drummond, 2005). Typically, an intervention would be justified when the intervention cost per QALY is lower than the QALY benefit. The disability adjusted life year (DALY) has been introduced as an alternative to QALY; this is because QALY has been applied to specific populations, while DALY uses a standard set of measures that can be applied globally across disease categories to support WHO decision making processes. The DALY measures loss of functionality caused by disease, whereas the QALY measures quality of life at various health states (Sassi, 2006). Since most osteoporosis studies focus on comparing between choices in osteoporosis rather than the relative merits of treating osteoporosis rather than other conditions, QALY is used as the most common cost-utility measure in the literature. A key-related outcome consideration is the incremental cost-effectiveness ratio (ICER). This measure reflects the elasticity of change in cost to the outcome measure, either QALY or fractures prevented, depending on the analysis. The strategy with the lowest ICER is the most effective overall.
1.11.2 Health economics definitions in osteoporosis

In osteoporosis-focused health economic studies, the cost per fracture prevented has been the focus of cost-effectiveness studies, with DALY or QALY the focus for cost-utility studies.

In some earlier studies, the measure of cost per case of osteoporosis identified has been used as the comparison measure (Schousboe, 2008). However, this measure is defined by T-score and therefore does not have a direct relationship to a health outcome. It is, therefore, a poorer measure to use than cost per fracture prevented which can be linked to CUA.

The QALY impact of an intervention to prevent osteoporotic fracture can be evaluated by assigning a quality of life impact to different types of fractures, then assigning established figures for a life year and finally incorporating the impact of the intervention in terms of number of fractures prevented. A successful intervention would typically be justified when the intervention cost per QALY is lower than the QALY benefit from the reduced number of fractures resulting from the intervention. It has been reported that ICERs per QALY of less than $30,000 justify intervention (Schousboe, 2008).

1.11.3 The economics of osteoporosis screening

Health economic studies in the field of osteoporosis have focused on the following areas:

- The economic burden of the disease to society
- The impact of the disease on quality of life
- Cost-effective treatment thresholds for the diseases
- The relative merits of different interventions.

Papers referring to the societal economic burden of the disease and its impact on quality of life have been cited in section 1.4.2. Tosteson has written on the impact of treatment thresholds on the health economics of the disease (Tosteson et al., 2008). In these papers, she indicates that treatment for osteoporosis becomes effective at a threshold 10-year risk of fracture of 3% assuming a cost effectiveness threshold of $60,000 per QALY gained. This US-focused model assumed a $600 per year drug cost applied over a 5-year time period and a 35% reduction in fracture risk from taking treatment. In the light of the move to a 10-year
risk of fracture, new health economic models are required to assess the potential impact of the alternative screening methodologies.

A large number of the early published health economic studies used HRT as the preventative treatment. While this was an effective solution for osteoporosis, its side effects now prevent its use and, therefore, the results presented have limited use today. Meta-analysis has also shown that treatment costs and not screening costs are generally evaluated in these studies (Schousboe, 2008). The researchers found that only ten studies were conducted solely using DXA for case-finding patients for treatment, most studies relied only on the judgement of the physician. For a mass screening protocol to be justified, the case for more reliance on the screening tools available and a strong economic case to justify using those tools needs to be made. Another limitation of these studies is that most use hypothetical cohorts rather than specifically designed RCTs or actual cohorts.

1.11.4 Developing a health economic model

In order to develop an acceptable health economic model in the osteoporosis field, a number of assumptions need to be made. Each aspect and the types of assumptions made are described in this section.

Preventative strategy

In order to justify developing a model, a preventative strategy needs to be devised to drive the comparison of alternatives; for example, “comparing non-intervention against screen & treat using DXA in women between 65 and 80 over a twenty year time period” (Schwenkglenks and Lippuner, 2007). These two options govern the scenarios being compared in the study.

The modelling framework

Health economists typically use decision trees or Markov models to evaluate health economic choices. Decision trees assign a probability to each outcome, whereas Markov models are able to consider the timeframe in which an event takes place (Drummond, 2005). This is useful when long periods can be involved before events occur. The Markov state transition model has been the preferred methodology to evaluate the relative merits of interventions in osteoporosis (Schwenkglenks and Lippuner, 2007). One of its advantages is that transitions from one state to another depend on the current state and are not affected by previous states.
A complex state transition model in osteoporosis might include the following states (Tosteson and Weinstein, 1991):

- Well and living in the community
- Hip fracture
- Nursing home
- Disabled and in nursing home
- Breast cancer
- Ischaemic heart disease
- Dead.

A simple model might only include:

- Well and living in the community
- Hip fracture
- Dead.

In a Markov states transition model, a subject will be assumed to start in one state and move through other health states, ultimately ending in death. The model is run as a computer simulation allowing a number of different scenarios to be evaluated in software packages, such as TreeAge (Treeage Software, Massachusetts, USA).

In one paper evaluating the cost-effectiveness of DXA screening in a Japanese population (Nagata-Kobayashi et al., 2002), five Markov states were selected:

1) In complete health.
2) In an acute state of hip fracture.
3) Able to walk outside after hip fracture.
4) Unable to walk outside after hip fracture.
5) Dead.
It is interesting to note the confusion in the literature over the use of terms. In this publication, a CUA is carried out but it is described as a CEA. This is a common issue in the literature around health economics.

**Incidence levels**

The next step in the model development will be to establish an incidence rate in the population of interest. A number of peer-reviewed studies and official publications like the WHO Osteoporosis Guidelines can be used to derive this information (Kanis, 2007). Burge et al. have carried out the most recent work on this in the US population (Burge et al., 2007). They estimate that the incidence of hip fracture in the 50-64 age group of the female population in 2005 was 13,420, in the 65-74 age group around 25,288 and, in the 75-84 age group, 84,274 fractures per year.

**Relative risks**

The relative risk identified for an individual using a particular prognostic technology is an important input factor into the model. This information can come from meta-analyses on a particular prognostic tool or from original research into the new test. It has been well established by meta-analysis that the risk of hip-fracture for women with a diagnosis using BMD is 2.6 per SD change in BMD (Marshall et al., 1996). Most studies used to generate this figure were in women over 65 years of age and the follow-up periods were under 5 years. This compared with a figure of 1.6 per SD change in BMD observed in the Aberdeen Prospective Osteoporosis Screening Study (APOSS) study, conducted in perimenopausal women over a 9-year time frame, a much lower value indicating that BMD predictive performance is lower in younger women (Stewart et al., 2006).

**Therapeutic effects**

Once a clinician identifies a woman as being at high risk of osteoporotic fracture, a number of interventions can be offered to reduce that risk. The early studies in the field evaluated the use of HRT (Nagata-Kobayashi et al., 2002). However, with the move to bisphosphonates as the dominant prescribing class, the drug commonly used in economic evaluations is alendronate. New drugs coming onto the market like Prolia (denosumab) will result in a new round of health economic evaluations due to its superior anti-fracture performance (Cummings SR et al., 2008).
Key factors considered in assessing a drug are:

- Cost
- Patient Compliance
- Effectiveness in reducing fracture
- Required duration of intervention.

For example, alendronate now costs less than £300 a year, is considered to have a compliance rate of 50%, is considered to be effective over a 5-year timeframe and to reduce the incidence of hip fracture by 30% (Sculpher et al., 1999).

Table 1.17 summarises a number of treatment options for fracture prevention and their associated fracture preventative effect. (Adapted from the study by Sculpher et al):

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Hip Fracture effect</th>
<th>Annual Treatment cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>HRT</td>
<td>30-50%</td>
<td>£23 - £168 pa</td>
</tr>
<tr>
<td>Bisphosphonates</td>
<td>34%</td>
<td>£160 pa</td>
</tr>
<tr>
<td>Calcium + Vitamin D</td>
<td>30%</td>
<td>£120 pa</td>
</tr>
<tr>
<td>Calcitonin</td>
<td>24%</td>
<td>Not available in UK</td>
</tr>
</tbody>
</table>

Direct and indirect costs of fracture

A number of studies have been carried out which act as benchmarks for quantifying the direct and indirect costs resulting from a hip fracture (Burge et al., 2007; Gabriel et al., 2002; Gabriel et al., 1999). The Gabriel study in 2002 was of particular interest in terms of the short-term impacts of fracture. They used a prospective study approach to determine incremental costs of fractures over the normal annual costs of managing an age-matched individual using data from a Minnesota database. Using a case-control approach, they were able to demonstrate that, for 1,263 case/control pairs, with a median age of 73.8 in the year prior to fracture, the costs allocated in the local medical system were $761 and $625 respectively for cases and controls. In the year immediately following a fracture, the costs
were $3,884 and $712 respectively for all fractures. For hip fractures, the incremental costs were $11,756 and had a range of between $15,579 and $5,150 in the 25th and 75th percentiles. These figures are extremely accurate because the local medical system allowed accurate costs of procedures to be identified using the Mayo Cost Data Warehouse. The level of transparency of costs in the US is much higher than in many parts of the world due to the economic model used to manage healthcare. The study was advanced because it demonstrated that incremental fracture costs were lower than originally believed, due to the elimination of background costs associated with being older in general. The authors noted that previous studies had overestimated first-year costs for a hip fracture at between $26,400 and $36,800, but had underestimated the cost of lower impact fractures.

Researchers have also investigated the longer term, on-going costs of fracture. The Burge et al. paper considered the future economic burden of osteoporosis-related fractures in the US (Burge et al., 2007), by using figures reported for long-term care by Braithwaite et al. (Braithwaite et al., 2003). Braithwaite estimated the lifetime cost of hip fractures at $81,300. They also estimated that 1.8 life years are lost as a result of a hip fracture. This figure included costs for the fracture, later hospital visits, rehabilitation support, home care and nursing home care.

There is some confusion over whether non-osteoporotic fracture-derived costs should be included in the cost models. Most studies limit their analysis to osteoporosis fracture-based costs, such as hospital stays, because these events are more readily quantified. Most studies have not considered the costs associated with the process of screening, but rather focus on the benefits of a particular treatment vs. placebo according to a review study conducted at York University (Sculpher et al., 1999). This approach has generally been taken because the focus has been on the relative merits of various treatments and their effectiveness rather than a complete disease management approach for the condition.

1.11.5 Papers on screen and treat strategies

A number of peer-reviewed studies have been conducted to evaluate the cost-effectiveness of screening women for osteoporosis to prevent fractures in combination with particular treatments. It has been observed that, between 2000 and 2008, seven papers were published
which assessed so-called “screen and treat” strategies (Schousboe, 2008). An overview of activity in the field is provided in this section.

Brown et al. evaluated a screen and treat strategy using the Royal College of Physician guidelines (Brown et al., 2001). DXA sensitivity and specificity were set at 50% and 80% respectively. The adherence rate to HRT treatment was set at 70% and the rate was set at 94% for alendronate in year one. The study showed that the costs of treating all women to prevent fracture were higher than selecting women based on BMD score, at £32,594 and £23,867 respectively when clinicians used HRT, and £171,067 and £14,067 when alendronate was used. They concluded that, the more expensive the preventative treatment, the more important a screening strategy becomes for overall cost-effectiveness. the impact on the costs of a screening strategy using alendronate, the more expensive drug can clearly be seen, the costs drop dramatically when a screen and treat strategy is introduced. The study provides compelling evidence to support the use of screening for high cost drugs, but it could be argued today that the rates of compliance and DXA performance data used in the paper are too high for the study to be realistic. Other limitations of the paper are that it is completely hypothetical and draws its input data from a wide range of sources rather than being experimentally based.

In 2002, the National Screening Committee issued a report entitled ‘Osteoporosis and criteria for screening’. In this report, they concluded that there was a need for mass screening, but that DXA with its use of radiation and high cost would not be a suitable testing modality. They hoped that ultrasound would improve sufficiently to fulfil the need (National Screening Committee, 2002).

A paper by Sim et al. investigating QUS as a pre-screen for DXA in a UK population established that QUS was too expensive to act as an effective pre-screen at current costs. They used cost per case of osteoporosis identified as their comparative effectiveness measure (Sim et al., 2005). This paper highlights the practical clinical limitation of using highly correlated technologies of similar cost as a pre-screen to DXA.

In 2005, Schousboe et al. wrote the first mass screen and treat strategy evaluation to include diagnostic costs for osteoporosis. This study was designed to evaluate the cost-effectiveness
of universal bone densitometry in women aged 65 and over diagnosed using DXA. A Markov model with eight health states was used and the intervention drug was alendronate. This hypothetical model used incidence rates from the US-based Rochester cohort. The cost per QALY gained was $43,000 for women aged 65, but this figure dropped to $5,600 for women aged 75 (Schousboe et al., 2005) over the patient’s lifetime. Schousboe has also evaluated the potential of bone turnover markers to cost-effectively reduce fractures, noting that half of all fractures occur in post-menopausal women with no history of fracture. Women over the age of 70 with high bone turnover and with osteopenia were selected for treatment. High bone turnover was quantified as top quartile for the whole population by the investigators. The costs per QALY gained were $34,000 and $50,000 for women with T-scores below -2.0 and -1.5 respectively, assuming effective treatment (Schousboe et al., 2007). A flaw with the model developed was that it is highly sensitive to the relative risk chosen for the bone turnover markers. An RR of 3.0 was selected; if the RR were reduced to 1.25 the cost per QALY gained would increase to over $89,000 making the approach unattractive. An RR of 3.0 is on the high side based on the literature; Garnero et al. reported a RR of 2.2 (1.3-3.6) and 1.9 (1.1-3.2) for CTX and free D-Pyr respectively (Garnero et al., 1996a). It was interesting to note that the sensitivity analysis showed the economic viability to be relatively insensitive to the cost of the diagnostic test in a range of between $28 and $112.

A paper written on a hypothetical Thai patient population between the ages of 45 and 55 to evaluate a number of competing screening techniques, including universal testing, non-intervention, clinical risk factors, DXA and QUS, offers useful insights (Panichkul et al., 2006). The paper reaches the conclusion that non-intervention is the best approach due to the low reduction in fracture rate in women screened between these ages over a 5-year follow-up time frame. The best performing screening strategy was screening by risk factors in combination with DXA at $60.33 (US dollars) per fracture prevented, while the worst was universal treatment with the various combinations of QUS, DXA and risk factors lying in between. This conclusion is a missed opportunity, as they may have been able to demonstrate the superiority of a screening strategy over non-intervention over a longer follow-up period due to the higher number of fractures that would occur. The paper has a number of other limitations including the use of a hypothetical cohort, the use of HRT as the preventative treatment, and the relatively high cost of the intervention compared to the lower direct medical costs in Thailand.
Schwenkglenks and Lippuner evaluated a DXA-based screen and treat strategy against no screening in a Swiss group. They developed a hypothetical-based cohort using Markov analysis with four states: alive without fracture, alive with a hip fracture, alive with a peripheral fracture and dead. Swiss data sources were used to obtain the other information required. RR of 2.7 were used for women identified as osteoporotic as per data found in the Rotterdam study. The investigators estimated the cost of each screening test to be 300 Swiss francs. They found that screening was cost-effective in women over the age of 70 based on an ICER threshold of 50,000 Swiss francs per QALY (Schwenkglenks and Lippuner, 2007).

A more recent, but similar, analysis to Schwenkglenks was carried out in a paper by Mueller and Gandjour. This study evaluated the cost-effectiveness of using DXA and CRFs for osteoporosis screening in postmenopausal women compared to no screening in Germany (Mueller et al., 2009). A hypothetical Markov model containing 10,000 women was developed. They considered DXA to have a sensitivity of 34% and a specificity of 90%. They noted a sensitivity of 80% and specificity of 50% for CRFs. They also use the combined use of DXA and CRFs produces a sensitivity of 60% and a specificity of 74%. They separated women onto three decades, namely 60, 70 and 80 years of age. A single drug, alendronate, was used in the cost utility study based on its known cost-effectiveness. A 9-state Markov model was used, its complexity caused by the requirements for states for hip fracture, vertebral fracture and forearm fracture. In women between 60 and 70, no screening had the lowest ICER at €4,607. In women in their 70s, a strategy combining DXA and CRFs dominates a CRF-only strategy because it is more effective at lower overall cost; the ICER for CRFs alone was €6,641. In women in their 80s, due to the high risk of fracture, the treatment for all women scenario was cost-effective. Using a cost-effectiveness ratio threshold of €30,000, the authors conclude that using CRFs alone is not cost-effective as a screening platform for women over the age of 70. While their data indicates that using CRFs over DXA is superior in the under-70s, the authors do not commit to this conclusion because their data in this age range is based only on prior vertebral fractures and they had a limited number in the study. A limitation in the study was the attempt to assess the viability of screening women in their 60s over a 10-year fracture horizon which, due to the low incidence level of fractures, has small study numbers. A 20-year horizon could be better for women in their 60s due to the much higher fracture incidence over that time frame. This is a limitation
in what is otherwise a high quality study with comprehensive consideration of both screening and treatment costs. The authors also raise an interesting point in noting that, in certain age groups, women selected based on CRFs benefit from treatment. This is a weakness in a DXA scanning-focused strategy because pharmaceutical intervention has been shown to be effective in women not selected based on BMD. Ultimately, they do not recommend the use of CRFs alone for screening women for treatment, citing uncertainty in which are the best CRFs to use.

1.11.6 The next generation of studies

New studies are required
It has been observed by Schousboe that a new generation of clinical studies will be required due to the new WHO guidelines, which recommend a focus on absolute risk of fracture rather than BMD testing for case finding (Schousboe, 2008).

A study which converts a standardised QALY threshold for mass screening into a “cost per fracture prevented” value, which can be used to justify mass screening, is also required. Studies to date have focused on relative comparisons of screen and treat strategies, but have not established a viable model in the context of the new 10-year fracture risk regime that can be applied across studies.

Potential screen and treat strategies
The ultimate aim of any screen and treat strategy is to develop an approach that cost-effectively evaluates women for fracture risk at the peri-menopausal stage for their lifetime risk.
This review of the literature has shown that the following strategies are available:

1. Treat all women.
2. Treat all women with a positive DXA score.
3. Treat all women with a positive DXA score AND CRF risks.
4. Treat all women with a positive DXA score OR CRF risks.
5. Pre-screen women with CRFs and then use DXA to select.
6. Use CRFs to treat on their own.

Investigators have identified a number of screen and treat options depending on the performance of the non-BMD risk factors. The use of non-BMD risk factors is attractive because data to date indicates that they are not correlated with DXA and, therefore, can add value in combination using an AND or OR logic strategy.

Pre-screen approaches using CRFs or QUS (Panichkul et al., 2006) have had limited success due to the high correlation between CRFs and QUS and DXA in terms of low sensitivity. The nail test, which appears to be uncorrelated with DXA, could add substantial information depending on the screening approach used (Towler et al., 2007).

**New outcome measures**

One approach that could be taken to justify mass screening would be to investigate whether the cost of mass screening the population to prevent a hip fracture would be less than the lifetime cost of a fracture based on estimates created from literature searches. A starting value could be the $81,300 calculated by Braithwaite et al. (Braithwaite et al., 2003).

**1.11.7 Conclusions**

It has been established that mass screening using DXA is not justified (National Screening Committee, 2002). It has, however, been shown that using DXA or clinical risk factors, or both, to select women for expensive treatment is justified (Mueller et al., 2009).

It is interesting to note that the studies reviewed show that the cost of screening has no bearing on the viability of a screening programme (Kanis, 2007). The real driver of whether
screening should be carried out is the performance of the test in combination with the performance of the drug. This is because the costs of treatment over a 10-year period are in order of magnitude larger than the cost of screening, and the financial impact of a single hip fracture is significant.

There is a lack of publications exploring the following from a health economic viewpoint:

- The use of questionnaire-based risk algorithms
- The new absolute risk factor guidelines being implemented by national bodies
- The impact on fracture rates of testing women around the menopause with long-term follow-up
- Non-BMD fracture predictors
- The costs in countries outside the US and UK.

Only two papers were found, Mueller et al. and the paper based on Thai subjects, which included clinical risk factors. All the other papers solely consider DXA or non-intervention. There is a clear need for a new generation of studies which evaluate DXA in comparison and in combination with the new risk calculator-based methods for assessing future risk of fracture and other non-BMD based methods for assessing fracture risk.

1.12. Literature review summary

It is clear from the literature review that the thinking regarding prevention of fractures has undergone significant changes in recent years. These changes are due to the move from the use of relative risks to absolute risks for identifying women at risk. This has resulted in a move from tools with the ability to diagnose osteoporosis, as defined by T-score, to an emphasis on tools with the prognostic ability to predict fracture. However, there is a lack of clinical data on the long-term prognostic power of a number of osteoporotic clinical risk factors in a number of patient groups. The majority of studies to date have focused on following older women over relatively short time periods, i.e. under 5 years.
The burden of the disease is significant and growing and its mechanisms of action need to be better understood to enable better prognostic tools to be introduced. It is clear from this review that there are significant limitations in using BMD as measured by DXA to manage the condition. A number of effective treatment options for fracture risk mitigation already exist and clinicians can use these treatments with the right prognostic tools. While the clinical evidence for most treatments indicate superior vertebral anti-fracture efficacy compared with efficacy at peripheral sites, such as the hip, a number of treatment options still have clinical utility at the hip, which is an important fracture site. There is, therefore, a clear need for mass screening for this condition to minimise the burden of the disease.

The clinical community is open to new prognostic markers for the disease to help address the gap between the good treatment options and the poor prognostic tools to identify women at risk of the condition. The FRAX® risk calculator is a popular tool and a viable mechanism for the introduction of new risk factors into clinical practice as they are developed. More research to identify new non-BMD factors is required, but the need for long-term longitudinal data to validate new risk factors represents a significant barrier to their adoption. There is also a need to more widely validate the new online risk calculators in patient groups. Surrogate and direct measurement of bone will provide the most likely breakthroughs in the prediction of who will fracture.

Work at the University of Limerick has identified the nail as a biomarker that could be a prognostic indicator of fracture risk. A longitudinal study evaluating the marker in the target population is required to validate it. The mechanism of action has yet to be definitively established, but the leading hypotheses suggest a relationship through physiological and/or pathological processes, potentially through the blood.

The most suitable technique to extract the clinically relevant data is Raman spectroscopy, but this technique requires sophisticated analytical techniques to extract the data of interest.

It is clear that the potential techniques for the analysis of complex data such as Raman spectra are numerous and growing rapidly. Non-linear analysis techniques are gaining ground over older techniques, such as PCA, as more complex biological data analyses are carried out and better performance is required.

The cohort or observation study is the most appropriate vehicle to validate new risk factors for osteoporosis, and survival analysis is the most suitable tool for comparison of the
different risk factors. The use of archived samples provides an elegant solution to the challenge of producing long-term follow-up data without significant investments of time and money. There is limited data on the long-term stability of nail samples and this is required to provide reassurance that the use of archived nail samples is a valid approach.

The field of health economics to assess the cost-effectiveness of osteoporosis prevention is a young one. Therefore, more work on the impact of non-BMD predictors and the new drug classes like Prolia on the potential for implementing mass screening protocols is required.

In summary, the field of fracture prevention research is a dynamic one. The recent policy changes have created opportunities for new non-BMD markers. There are a number of research questions still to be answered and this thesis will address some of them.

1.13 Research questions: aim and objectives

1.13.1 Aim

The aim of this thesis is to investigate the clinical utility and cost-effectiveness of a number of new non-BMD based prognostic tools for osteoporotic fracture risk. It is clear from the literature review that there is a need for more and easier to use prognostic tools for the identification of women at risk of fracture.

1.13.2 Objectives

To meet the research aims, five inter-related studies were carried out.

Study 1

A retrospective cohort study to establish the prognostic performance of Raman spectra collected from the human toenail using an algorithm developed in the study and validated using leave-one-out techniques.

This work is novel because a prognostic investigation of nail as a predictor of osteoporosis fracture was conducted for the first time. This study uses Raman spectra collected from the Nurses’ Health Study as part of the work conducted by Crescent Diagnostics Ltd.
Study 2

An evaluation of the results from the QFractureScores and FRAX® questionnaires in a UK multicentre cross-sectional study group and their potential impact on clinical practice.

This study has two aims: to confirm the findings of the first published QFractureScores paper, which underestimates fracture risk compared with FRAX®, and to confirm that the two questionnaires produce similar prognostic results for women in different parts of the UK. This work is original because no comparison of the two questionnaires in a UK population has been conducted. This risk calculator data entry work was conducted in collaboration with Dr Niamh Cummins (University of Limerick, Ireland). The estimated risk scores were derived from the risk calculators using clinical risk data available in a previously conducted postmenopausal osteoporosis study. This study has been published in a peer-reviewed journal, Cummins et al. Calcified Tissue International, 89 [2] 172-7 (2011).

Study 3

A comparison of non-BMD risk predictors to identify healthy and at-risk women in a longitudinal study group.

The ability of the following predictors to assess fracture risk was assessed:

- FRAX®
- QFractureScores
- An internally developed regression model from the Nurses’ Health Study in the US.

The null hypothesis is that the two validated questionnaires and the newly-developed model produce similar prognostic results for women.

This study is original for two reasons. First, an analysis of the clinical risk factors in combination with the Nurses’ Health Study database has not yet been conducted. Second, a comparison between these risk factors in the FRAX® and QFractureScores calculators in a US-based longitudinal study has not been conducted.
**Study 4**

*An evaluation of the NHS study results using novel evaluation techniques.*

The opportunity to evaluate the Nurses’ Health Study (NHS) results using Cox’s proportional hazards was used to evaluate whether they can produce additional information compared with logistic regression measured using area under the receiver operating characteristic curve (AUC) and net reclassification index performance measures.

**Study 5**

*A comparative evaluation of the cost-effectiveness for mass screening of nail test, nail test + clinical risk factors, and clinical risk factors alone based on the previous study results.*

This study is original because no screening cost-effectiveness comparison of these risk predictors has been carried out. The AUCs, positive predictive value, negative predictive value, specificity and sensitivity data for the different prognostic measures in conjunction with the costs of preventive drug treatment and the tests was used to compare their efficacy. The clinical utility of the tests was evaluated using measures including number needed to treat to prevent a fracture, and mean costs per fracture prevented including and excluding drug costs.
Chapter 2: The potential of Raman spectroscopy of the toenail as a prognostic indicator of future fracture risk: a 20-year study

2.1 ABSTRACT

**Purpose:** The use of clinical risk factors in bone fracture prediction tools such as FRAX® has created an opportunity for new prognostic biomarkers to be introduced into clinical practice. The objective of this study was to investigate the potential of a test based on Raman spectroscopy of nail samples, the BQT, as a predictive tool for hip fracture.

**Methods:** A literature review and stability study were undertaken to ensure that the use of archived nails was appropriate. Archived toenail samples from 82 postmenopausal women aged 50 to 63 in the Nurses' Health Study were analysed using Raman spectroscopy, with a hip fracture of up to 20 years after nail collection, and 81 age-matched controls. A model to calculate a test score was developed based on the spectroscopy results and cross-validated using leave-one-subject-out analysis. The ability of the test score to predict hip fracture was tested with these same women in models, with and without clinical risk factors (CRFs), by comparing the odds ratios (OR) per 1 SD increase in standardised predictive values.

**Results:** The test score successfully distinguished between the hip fracture cases and controls (p=0.004). With only the test score as a predictor, a statistically significant OR of 1.59 for hip fracture was found (95% CI 1.15-2.21). Additional adjustment for the CRFs increased the OR to 2.50 (95% CI 1.69 – 3.70), which was significantly better than a model with CRFs alone (p=0.0017).

**Conclusions:** The BQT is a potential new tool for predicting hip fracture and may be superior to the use of CRFs alone. Further studies are required to evaluate the test in an independent sample and to compare it with measures of bone mineral density.

**Keywords:** FRAX, fracture risk, Nurses’ Health Study, osteoporosis, Raman spectroscopy, toenail.
2.2 INTRODUCTION

The current reference standard for the diagnosis of osteoporosis and assessment of fracture risk is the measurement of bone mineral density (BMD), using dual energy X-ray absorptiometry (DXA) and FRAX® respectively. In the developed world, the lifetime risk of a fracture is believed to be between 30% and 40% (Kanis, 2007). A hip fracture has the highest mortality rate of any type of fragility fracture (Johnell and Kanis, 2004), with incidence increasing exponentially with age (Kanis et al., 2002; Boonen et al., 2004). Responding to the rising population burden of the disease, the World Health Organization (WHO) has identified a need for improved prognostic indicators and alternatives to BMD-based diagnostic tools to assess the fracture risk (Kanis, 2007; Kanis et al., 2008b).

Diagnosis and treatment for osteoporosis is currently focused on women over the age of 65. However, it is recognised that the onset of the menopause is a crucial age at which to make long-term treatment decisions, as the most rapid bone loss takes place at this time (MacDonald et al., 2001; Braga et al., 2000). Unfortunately, there are only a few prospective cohort studies with BMD data at baseline that follow women from the menopause until fracture for time periods of over five years compared with the number carried out on women over the age of 65 to assess the predictive power of diagnostic tools. One cohort study from Finland (n=3068) showed that DXA measurements in perimenopausal women predicted forearm fracture risk after five years of follow-up (Huopio et al., 2000). More recently, as part of the Aberdeen Prospective Osteoporosis Screening Study (APOSS) involving 4,800 women at 45-54 years of age at baseline, Stewart et al. found that both DXA and quantitative ultrasound (QUS) were predictive of osteoporotic fracture risk at all sites including hip, wrist and humerus over 10 years of follow-up in a subgroup of 1000 women (Stewart et al., 2006). A study in the Study of Women’s Health Across the Nation (SWAN) has shown that women with diabetes are at higher risk of fractures compared to healthy women across the menopause in a study with eight years of follow up (Khalil et al., 2010).

Both DXA and QUS require direct patient measurement and regular equipment calibration by trained professionals. The introduction of more convenient tests for both the patient and physician that are capable of accurately assessing long-term fracture risk would be a significant advance in the osteoporosis field. The ideal test would be amenable to a high
sample throughput operation in clinical reference labs, and would work in conjunction with clinical risk factors to enable the screening of a broader population base and aid preventative treatment decisions. Current markers of bone resorption, amenable to central lab testing, include collagen type 1 cross-linked C-telopeptide (CTX) and N-telopeptide (NTX) measured using either serum or urine samples. These biomarkers are used primarily to assess the effects of drug therapy but are also considered to predict hip fracture in the elderly (Garnero et al., 1996a). To date, however, clinical studies have not provided information on the performance of these biochemical markers for prediction of hip fracture in women under 65 years of age over long follow-up periods.

Recently, there has been a trend towards the use of BMD measurements in combination with other clinical risk factors in order to improve overall predictive performance (Cefalu, 2004; Miller et al., 1996). A clinically accepted risk calculator is the Fracture Risk Assessment Tool, FRAX® (McCloskey et al., 2009). Clinical risk factors evaluated in FRAX include age, sex, weight, height, previous fracture, parental hip fracture, current smoking, glucocorticoids, rheumatoid arthritis, secondary osteoporosis, alcohol consumption >3 drinks per day and femoral neck BMD. In the United States, postmenopausal women identified as being at risk using FRAX® are recommended some form of treatment along National Osteoporosis Foundation (NOF) therapy guidelines (NOF, 2008). This re-definition of fracture risk and diagnosis of osteoporosis is a departure from the historical use of BMD T-score alone and creates opportunities for new, clinically-validated independent risk factors and prognostic tests to be identified and incorporated into risk calculators.

Two previous clinical studies have suggested a relationship between human nail structure, osteoporosis and fracture risk (Pillay et al., 2005; Towler et al., 2007) using Raman spectroscopy, an optical analytical technique used to obtain vibrational information on molecules in a sample as they are excited by a laser source. The spectrum, obtained using a charge-coupled device camera, provides information on the intensity of the signal at particular wavelengths, with signal peaks being associated with particular biochemical structures. Each molecule has specific vibrational modes, depending on the structure and
conformation of that molecule, resulting in a Raman spectrum that is specific for that molecule.

Towler et al. hypothesised that nail structure is a surrogate marker for bone structure due to a relationship between the proteins keratin (nail) and collagen (bone) (Towler et al., 2007), which express the same characteristic peaks in key spectral regions (Matousek et al., 2006; Moran et al., 2007). An observation from a physician linking changes in bone from treatment to nail changes led to the initial research. While providing preliminary support for a potential new biomarker of fracture risk, each of these studies was conducted retrospectively and included few hip fractures.

Therefore, the aim of this study was to assess the ability of Raman spectroscopy of nail samples to discriminate between women with and without hip fracture over a time period of up to 20 years in a nested case-control study of postmenopausal women less than 65 y, using nail samples archived in the Nurses’ Health Study (NHS). The study also explored whether superior performance of the Raman-based BQT could be obtained in combination with clinical risk factors over risk factors alone.

A key assumption in the use of archived nails for a cohort study using nails to predict future fracture risks is that the nails remain representative of their state when initially collected after over 20 years in storage. It is, therefore, important to be able to demonstrate that archived nails tested many years after collection are representative of the nails at baseline in order to avoid the prohibitive costs of a long-term prospective study. A literature review using the terms keratin, archive, sample, stability and nail identified a number of relevant papers in the field. A number of papers by Edwards et al. have demonstrated that the key peaks in keratin bearing materials, hair and nail experience limited degradation over decades and centuries when stored in non-humid and non-light-exposed environments (Akhtar and Edwards, 1997; Williams et al., 1994; Edwards et al., 2002; Edwards et al., 1998). These studies used Raman spectroscopy to compare historical keratin-bearing materials with modern samples, but have not directly compared the results from the same samples.
Toenail samples have been collected in a number of cohorts to evaluate cancer risks from selenium levels (Michaud et al., 2005). The rationale justifying the long-term use of nail clippings is, however, unclear (Landi and Caporaso, 1997). Other major cohorts have evaluated the use of nails; for example, UK Biobank, who rejected it for operational reasons (Elliott and Peakman, 2008). Only one study by Fraser et al investigated the long-term (up to six months storage) variability in nails and hair examined using isotope ratio mass spectrometry. They found in the majority of measurements no difference between results at six months and six weeks, with some of the identified variability attributed to the different sample containers used (Fraser et al., 2008). Discussions with a principal investigator of a leading cohort has revealed that their rationale for using nails to measure selenium was that selenium was a material unlikely to evaporate, but no specific research had been undertaken.

Fraser states that nails are suitable for long-term studies since they can be stored for long periods of time at room temperature (He, 2011). He also recommends that they are stored in the driest conditions possible but provides no quantified reason for this assertion. Some recent work by Xun et al. has quantified the changes in levels of trace elements in toenails over time. Using toenail clippings collected from a number of subjects, the average coefficient of variation in nail samples was 2.5% for selenium and 6.8% for mercury (Xun et al., 2011). In the CARDIA study, the Spearman correlation coefficient between measures of trace elements collected with a time gap of 20 years was 0.56 for selenium and 0.6 for mercury in a randomly selected group of 64 subjects (Xun et al., 2010). These values indicate that there is a strong positive correlation between the two values separated by a substantial time period.

The key challenge with nail samples collected over two decades ago is the absence of baseline data using the equivalent testing modality. In the case of this specific application, Raman spectroscopy allows a direct comparison of the same nails over an extended period. The CARDIA study does, however, provide an indication of what might be expected in terms of the level of correlation. In terms of demonstrating long-term stability, a well-known method is the Arrhenius method based on temperature change, which serves to accelerate the chemical reactions of aging (Waterman and Adami, 2005). The use of the Arrhenius equation relies on the assumption that the rate of deterioration in the materials follows the Arrhenius reaction rate function. This function states that a 10 degree increase leads to a two times increase in the rate of change. Based on the findings from the literature review, exposure to
temperature was considered important to assess the long-term stability of the nails. Ultraviolet (UV) light is also a known aging contributor for skin and exposing the nail to UV was also considered an important consideration.

2.3 METHODS

2.3.1 Nurses’ Health Study

The Nurses’ Health Study (NHS) is a cohort study involving 121,700 women, which commenced in 1976. When the study began, the participants were registered nurses aged between 30 and 55 years of age living in one of eleven US states; approximately 96% of the participants are Caucasian. The women have been followed-up by questionnaire every two years. Data collected on the biennial questionnaires that are relevant to this investigation include smoking status, weight and height (from which body mass index was calculated), thyroid hormone use, stroke, cancer, rheumatoid arthritis, osteoporosis diagnosed by a physician, age at menopause, and use of postmenopausal hormones. Frequency of alcohol consumption was assessed every four years as part of a larger dietary questionnaire.

With respect to hip fracture outcomes, the women were asked to report all previous fractures in 1982 and subsequent fractures were recorded on later questionnaires. Reports of hip fractures can be expected to be accurate in a population of trained nurses. Validity was examined in a 1986 study that confirmed thirty reports of hip fracture, all of which were present in the medical records (Colditz et al., 1986). A number of studies focused on hip fracture risk have already been conducted in this cohort (Feskanich et al., 2002b; Feskanich et al., 2004; Feskanich et al., 2003; Feskanich et al., 2002a).

2.3.2 Archived toenail clippings

Toenail clippings were collected from 62,865 participants in the NHS cohort between December 1982 and July 1984 from participants between 58 and 63 years of age. The nail clippings have been stored in a dry environment since collection. The toenails were originally collected to investigate the relationship between selenium levels in the nail and cancer risk
(Hunter et al., 1990; Garland et al., 1995) and have since been used in a number of published studies (Al-Delaimy et al., 2008; Garland et al., 1995; Al-Delaimy and Willett, 2008; Al-Delaimy et al., 2002; Feskanich et al., 1998). The toenail samples used in these investigations were often destroyed in processing; 51,430 samples remained in storage at the commencement of this study.

There are number of alternative approaches that can be used to demonstrate the long-term viability of nails in storage when measures taken today cannot be compared with those taken at baseline. Firstly, a comparison can be made between nails from the archive and recently collected nails. An accelerated aging study using temperature, water, dehydration and UV exposure can be conducted; alternatively, a real-time study commencing in the current time period can be carried out.

A key component of these approaches is the comparison of the nails using a relevant technique. Since the nails are to be analysed using Raman spectroscopy, this technique needs to be used on the nails in all the scenarios. The nails were analysed using the same techniques used to analyse the nail for the assessment of fracture risk. By assessing the variation between the full spectra of the nails, the aim is to demonstrate that there are no statistically significant differences between the nail spectra. In order to be able to operate within a reasonable time frame, an accelerated aging study was conducted by Dr Tibebe Lemeba at Dublin City University and reported in an internal document (Lema, 2011). This work is described in the methods and description section.

A HORIBA Jobin-Yvon Labram HR 1000 spectrometer was used to make the measurements. The instrument used a Peltier cooled (−70 °C) charge-coupled device (CCD) camera and a 785 nm wavelength laser. The diameter of the laser area was 1μm and the device had a spectral resolution of 2 cm⁻¹. Acquisition and exposure times were 11 seconds and 6 minutes respectively. A laser power of 60-80 mW was used over a spectral range of 200-2000 cm⁻¹. Three or four Raman spectra were taken from each nail.
Nail samples were collected from young healthy female subjects at Dublin City University. The nails were washed using soap (Alconox, powdered precision Cleaner) and subsequently washed in de-ionised water. This was followed by sonication in 10mL of acetone to eliminate possible surface contaminants. Acetone had previously been investigated for its suitability as a solvent for cleaning nails and found to be acceptable (Cummins, 2009). The room used to store the nails was at 18-20 °C temperature.

In order to evaluate the effect of hydration on the nails, Raman spectra were collected from the nails after immersion in de-ionised water for three periods, 24hrs, 48hrs and 72hrs.

To evaluate the effects of UV, one sample was irradiated using a UV lamp which emitted light at between 200 and 240 nm. This was at a distance of 1 cm from the sample, which was irradiated for up to 25 minutes.

To evaluate the effects of dehydration, a number of previously unused samples were dried in a vacuum desiccator and compared with samples stored at room temperature by collecting Raman spectra after six days duration. Spectra were collected from the top and underside of the nail.

To evaluate the effects of temperature, one nail was exposed to increasing temperatures from room temperature up to 190 °C and spectra were collected every 20 °C increment. The temperature was held steady at each increment for five minutes before the spectra were collected.

2.3.3 Study population and design

A nested case-control design was selected to establish the ability of the BQT to differentiate between women with a history of hip fracture and control subjects. The study population from which the sample was drawn consisted of women who, at the time of their toenail return, were postmenopausal, between the ages of 50 and 63, not currently using postmenopausal hormones, and without a hip fracture, stroke, or cancer history (n=13,312). From this population, we identified 279 cases who had a hip fracture from 3 to 20 years after
toenail return (median 14.5 y). Hip fractures due to traumatic events (e.g. motor vehicle accident, skiing, and horseback riding) were excluded. Of the remaining 13,033 women in the study population who did not report a hip fracture through 2004, we randomly selected one control per case matched on month and year of birth. One case per control was selected based on a requirement to ensure sufficient unused samples would be available for future analysis.

For the part of the study described in this article in which we developed the test algorithm, we randomly selected 82 case-control pairs from the available 279 pairs to ensure that we would have sufficient remaining data for a later validation study. Approval for the study was obtained from the Institutional Review Board of the Brigham and Women’s Hospital; the subjects provided informed consent when the nail samples were collected and the study was conducted in accordance with the declaration of Helsinki.

2.3.4 Nail spectral measurement and processing

Raman spectral analysis of the toenail samples was conducted without blinding as to case or control status. A Model 3510 Skin Composition Analyser (River Diagnostics, Rotterdam, NL), using 785 nm laser light of 60 ± 5 mW (at the sample location) with a spectral range of 300-2200 cm\(^{-1}\) and spectral resolution 4-5 cm\(^{-1}\), was used for data collection. In order to account for the heterogeneity of the nail, multiple spectra were taken from areas at 2-6 different locations on the underside of the nail until an average nail spectrum with a 1.5% confidence interval was obtained. The nails were pressed on the measurement window (flattened) using a weight to ensure good contact with the window. The (confocal) Raman measurements were performed at a depth of 30 microns below the surface to minimise possible artefacts due to surface contamination from dirt or surface coats. All nail samples were sufficient for Raman analysis to be conducted. A spectroscopy reading was not determined for one control subject due to the loss of the toenail samples in transit to the testing lab.

An EMSC-scaling procedure (Extended Multiplicative Signal Correction) was used to remove the influence of slowly varying backgrounds and the known interfering signal from the sample carrier, and to scale the spectra to equal Raman spectral contributions (Martens et
The EMSC-procedure uses a linear-fitting model to estimate the contribution of polynomial backgrounds and known interfering signals. It subsequently scales the spectra in such a way that the contributions of both the background and interfering signals are equal in all spectra and that the spectra are scaled to Raman spectral contributions only.

### 2.3.5 Prediction model development

Principal Component Analysis (PCA) and Linear Discrimination Analysis (LDA) were used to develop a predictive multivariate statistical model (Tabachnick and Fidell, 1996). The EMSC-scaled Raman spectra were used to identify the key Principal Components (PCs) of variation across the full spectrum range, representing peak shifts and peak shape alterations. The significance of each PC in discriminating between the two predefined groups, hip fractures and controls, was then determined using a Student’s t-test. Finally, an LDA model that best discriminated between the fracture and the control group was developed, using only the two most significant PCs to reduce the risk of over-fitting the LDA model. The scores of the spectra on the LDA discriminant were used to calculate the probability of belonging to the fracture group.

A leave one subject out (LOSO) cross-validation was performed to validate the prediction model internally. For each subject, a model was developed as described above, using all spectra except the spectra from that subject. Subsequently, the average spectrum of that subject was projected on the multivariate statistical model to yield the probability for that subject belonging to the fracture group. These probability values were used in the subsequent statistical analysis. The scientific computing program Matlab (R2007b) was used to develop all signal processing and multivariate modelling algorithms and the test scores were generated in a range between 0.0 and 1.0.

### 2.3.6 The Raman test and risk of hip fracture

We examined the test scores in conjunction with several CRFs, including age, BMI, smoking status, thyroid hormone use, early age at menopause (<45y), high alcohol consumption (>3
drinks/day), rheumatoid arthritis and diagnosis of osteoporosis. Many of these CRFs are evaluated in the FRAX tool; however, not all FRAX variables could be included due to lack of data (i.e. glucocorticoid use, parental history of hip fracture, secondary osteoporosis, femoral neck BMD). A paired t-test was used to determine significant differences between these CRFs in the hip fracture cases and their matched controls.

We examined the potential of the Raman-based test score to predict hip fractures within the same case/control samples used to develop the test algorithm. Odds ratios (ORs) for hip fracture per 1 standard deviation increase in the test were first calculated using both a conditional regression analysis, with an unconditional analysis adjusted for age at toenail collection (matching factor for cases and controls). The results from these analyses were very similar and therefore the unconditional model was selected.

For identification of significant factors within multivariate analysis, the test score, age, and all CRFs, as well as their first order interactions, were initially included in a regression model. Non-significant factors (p>0.1) were then eliminated starting with those with the largest p-values. Once a final model was established, the performances of the test alone, the CRFs alone, and the test in combination with the CRFs were evaluated. To compare the models which contain both continuous and categorical data, predictive values were generated by logistic regression and standardised to a distribution with mean=0 and standard deviation=1. The distribution of predictive values was checked for normality. The analyses to compare models used these standardised predictive values, yielding an odds ratio (OR) per 1 standard deviation increase. As a secondary approach, the AUCs were calculated. Sensitivity and specificity at different cut-off values was also explored. Statistical significance was based on two-sided tests with a significance level of p<0.05. All statistical analyses were carried out using SAS release 9.2 and Medcalc version 11.3. A sub-group analysis of up to 16 years was selected to allow a shorter time period to be analysed without having too small a sample group.
2.4 RESULTS

2.4.1 Nail Stability

Dehydration

Figure 2.1 shows the spectra for the room temperature and dehydrated nails. The main structural features can be seen in all the different collected spectra. The absolute changes in height relate to intensity which does not affect the diagnostic evaluation, the peak to trough measurements for each peak are the key measure.

Figure 2.1: Raman spectra from a female toenail stored in desiccator and room temperature for six days. The abbreviations of the file names: RTD1BS2 (Room Temperature, Day 1, Bottom, Spot2), DESD1TS2 (DESiccator, Day 1, Top, Spot2)
Hydration

Figure 2.2 shows that hydration of the nail over long periods results in changes in absolute intensity of the Raman signal, but not in changes in frequency of the peaks.

Figure 2.2: Raman spectra of toenail soaked in de-ionized water for three time periods, 24hrs, 48hrs and 72 hrs.
UV aging

Figure 2.3 shows some significant changes in protein structure. These were observed at the S-S bond (510 cm\(^{-1}\)) and at two other important peaks CH2 scissoring (1447 cm\(^{-1}\)) and amide 1 (1653 cm\(^{-1}\)). This indicates that UV aging caused free radical damage or photolysis of the bonds. The nails also physically changed colour to brown under long exposures.

Figure 2.3: Raman spectra of nail following UV light exposure at durations of up to 120 minutes. The chart on the left shows the normalised spectra and the chart on the right the unmodified spectra.
Temperature based changes

Figure 2.4 depicts the Raman spectra at various temperature points. As can be seen, there are changes in intensity but no changes in the position of the peaks in terms of frequency.

Figure 2.4: Raman spectra of nail following temperature-based changes at temperatures between 25 deg C and 190 deg C.

2.4.2 Characteristics of the study population

Characteristics of the hip fracture cases and controls at the time of toenail collection are shown in Table 2.1. As cases and controls were matched on month and year of birth, the mean age (57) was identical in both groups. Thyroid hormone use was more prevalent in cases than controls (p=0.02) and was the only factor that was of any significant difference. None of the cases or controls had a diagnosis of rheumatoid arthritis when the toenails were collected; therefore, this factor could not be considered in further analyses. Ninety-nine per cent of both cases and controls were Caucasian, with one Black subject among the cases and one Asian subject among the controls. The results exclude the subject for which Raman spectra could not be taken.
Table 2.1: Clinical risk factors at time of toenail collection in hip fracture cases and controls among postmenopausal women in the Nurses’ Health Study.

<table>
<thead>
<tr>
<th></th>
<th>Cases (n=82)</th>
<th>Controls (n=81)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (^a), y (mean)</td>
<td>57.6</td>
<td>57.6</td>
</tr>
<tr>
<td>BMI, kg/m(^2) (mean)</td>
<td>24.4</td>
<td>25.5</td>
</tr>
<tr>
<td>Current Smoker (n)</td>
<td>28</td>
<td>21</td>
</tr>
<tr>
<td>Osteoporosis (n)</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Rheumatoid Arthritis (n)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Age at Menopause &lt; 45 y (n)</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Thyroid Hormone User (n)</td>
<td>16</td>
<td>5</td>
</tr>
<tr>
<td>(\geq 3) Alcoholic Drinks/day (n)</td>
<td>1</td>
<td>3</td>
</tr>
</tbody>
</table>

\(^a\) controls were matched to cases on month and year of birth

2.4.3 Spectral analysis and test algorithm model

Figure 2.5 illustrates the mean spectra grouped into case and control groups. The case and control lines overlap to the naked eye because the differences are too small to be observed without magnification. The mean spectra differences are, however, reliably detectable using the equipment selected and they are magnified 100 times for illustration in the figure. The ratio of inter group coefficient of variation (CV) to inter-subject CV was greater than 2.0 in the Raman spectra collected. With the resulting algorithm for the test, the mean score was significantly higher in hip fracture cases than controls (0.59 vs 0.51, p=0.004).
The difference is magnified 100x

Figure 2.5: Mean case and control spectra and the difference between cases and controls magnified one hundred times. The case and control spectra are visible as a single line because they overlap to the naked eye.

2.4.4 Hip Fracture prediction models

Backward stepwise elimination model

Backward stepwise elimination identified the following CRFs as adding significantly to the test score in the prediction of hip fracture: age, BMI, and the interactions age*BMI, age*thyroid hormone use, and BMI*thyroid hormone use. In a model with only a test score as the predictor, the OR for a hip fracture was 1.59 (95% CI 1.15-2.21) with an AUC=0.61
A model with only the significant CRFs as predictors performed somewhat better (OR=2.06, 95% CI 1.40-3.03, AUC=0.66). The predictive ability of this model, however, was significantly improved (p=0.002) when the BQT score was added to the CRFs (OR=2.50, 95% CI 1.69-3.70, AUC=0.72). A comparison of the area under the ROC curves for these models is shown in Figure 2.6. The figure illustrates that the curve in which BQT and CRFs are combined had the best performance followed by CRFs on their own.

![Figure 2.6: Areas under receiver operator characteristic curve for prediction models for all 82 hip fracture cases and 81 controls](image)

The predictive ability of the Raman-based test and CRFs improved in subgroup analyses that limited hip fracture cases and their matched controls to less than 16 years post nail collection (n=99) (Table 2.2). The OR for the model with both test score and CRFs was 3.56 (95% CI 2.04-6.23) with an AUC of 0.79, which was a significant improvement (p=0.0009) over the model with CRFs alone. The mean age of the women in this subgroup (57.7) was very similar to the mean age of the total sample (57.6). A comparison of the ROC curves is shown in figure 2.7, again the BQT and CRFs in combination perform best.
Table 2.2: Prediction of hip fracture by Raman test score and clinical risk factors a (CRF) among postmenopausal women in the Nurses' Health Study

<table>
<thead>
<tr>
<th>Cases/controls</th>
<th>OR (95% CI) b</th>
<th>AUC (95% CI) c</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total sample</td>
<td>82/81</td>
<td></td>
</tr>
<tr>
<td>Raman test</td>
<td>1.59 (1.15-2.21)</td>
<td>0.61 (0.53-0.68)</td>
</tr>
<tr>
<td>CRFs</td>
<td>2.06 (1.40-3.03)</td>
<td>0.66 (0.59-0.74)</td>
</tr>
<tr>
<td>Raman test + CRFs</td>
<td>2.50 (1.69-3.70)</td>
<td>0.72 (0.64-0.78)</td>
</tr>
<tr>
<td>&lt; 16 y to Hip Fracture d</td>
<td>51/48</td>
<td></td>
</tr>
<tr>
<td>Raman test</td>
<td>2.01 (1.28-3.16)</td>
<td>0.67 (0.57-0.76)</td>
</tr>
<tr>
<td>CRF only</td>
<td>2.69 (1.54-4.72)</td>
<td>0.73 (0.63-0.82)</td>
</tr>
<tr>
<td>Raman test + CRFs</td>
<td>3.56 (2.04-6.23)</td>
<td>0.79 (0.70-0.87)</td>
</tr>
</tbody>
</table>

a clinical risk factors (assessed at toenail collection) include age, BMI, and interactions age*BMI, age*thyroid hormone use, and BMI*thyroid hormone use

b odds ratio and 95% confidence interval for risk of hip fracture per 1 standard deviation increase in standardised predicted values of factors in the model

c area under the Receiver Operating Characteristic curve and 95% confidence interval

d years from toenail collection to hip fracture of case and its matched control (range is 3-20 y in the total sample)
Significant risk factor model
Adjusting the model for the significant clinical risk factors (age, smoking status, thyroid hormone use) increased the OR to 2.22 (95% CI 1.53 – 3.20) with an AUC of 0.70. A model based only on the influential clinical risk factors had an OR of 1.71 (95% CI 1.20 – 2.42) and an AUC of 0.62. A statistically significant difference was observed between the ORs for clinical risk factors alone and clinical risk factors in combination with the BQT (p=0.004). A comparison of the ROC curves is shown in figure 2.8.

Figure 2.7: Area under receiver operator characteristic curve for prediction models in 51 hip fracture cases and 48 controls up to 15 years post nail collection
In a subgroup analysis that limited hip fracture cases to 15 years post nail collection (n=98), the predictive ability of the Raman test improved, with an OR of 2.0 (95% CI 1.28 – 3.16, p<0.01) and area under the curve (AUC) of 0.67. In combination with the clinical risk factors, the figures for OR and AUC were 2.60 (95% CI 1.57 – 4.30) and 0.73 respectively. Using clinical risk factors alone, an OR of 1.73 (95% CI 1.09 – 2.76) and an AUC of 0.60 was achieved. The use of the BQT significantly improved the model over CRFs alone (p=0.0037). A comparison of the ROC curves is shown in figure 2.9.

Figure 2.8: Areas under receiver operator characteristic curve for prediction models for all 82 hip fracture cases and 81 controls
Figure 2.9: Area under receiver operator characteristic curve for prediction models in hip fracture cases up to 15 years post nail collection and their matched controls.

Table 2.3: Diagnostic performance for the different diagnostic scenarios based on alternative cut-off values

<table>
<thead>
<tr>
<th>Predictor</th>
<th>sens at 80% spec</th>
<th>sens at 90% spec</th>
<th>AUC</th>
<th>OR at 80%spec</th>
<th>OR at 90%spec</th>
</tr>
</thead>
<tbody>
<tr>
<td>BQT</td>
<td>28.0%</td>
<td>23.2%</td>
<td>0.61</td>
<td>1.58 (0.77 – 3.28)</td>
<td>2.75 (1.15 – 6.58)</td>
</tr>
<tr>
<td>BQT + smkst</td>
<td>28.0%</td>
<td>19.5%</td>
<td>0.65</td>
<td>1.56 (0.75 – 3.23)</td>
<td>2.18 (0.89 – 5.37)</td>
</tr>
<tr>
<td>BQT + BMI</td>
<td>36.6%</td>
<td>13.4%</td>
<td>0.65</td>
<td>2.31 (1.14 – 4.66)</td>
<td>1.39 (0.53 – 3.67)</td>
</tr>
<tr>
<td>BQT + all</td>
<td>41.5%</td>
<td>20.7%</td>
<td>0.68</td>
<td>2.79 (1.39 – 5.58)</td>
<td>2.32 (0.95 – 5.66)</td>
</tr>
</tbody>
</table>

As can be seen in table 2.3, when all the risk factors are combined, increasing the specificity reduces the odds ratio in the case of BQT and all risk factors available. This table allows a
comparison between the performance of BQT with and without associated risk factors at high specificities which are similar to the specificities of DXA to be made. DXA is considered to have a sensitivity of less than 30% at specificities in excess of 80%.

2.5 DISCUSSION

Archived samples

Previous studies have suggested a relationship between human nail structure, osteoporosis and fracture risk, providing preliminary supporting evidence for a new biomarker of fracture risk (Pillay et al., 2005; Towler et al., 2007). Taking advantage of archived nail samples, this study examined the ability of Raman spectroscopy of nail samples to identify fracture risk over periods of 3 to 20 years in postmenopausal women aged less than 65 years. The use of archived toe nail samples enabled this longitudinal study to be conducted in a resource-efficient manner.

The use of archived nails for this type of analysis is based on the assumption that they are not substantially changed from collection at baseline, and this appears to be valid from the literature. Previous studies have demonstrated consistent Raman spectral signatures over time, e.g. a comparison of 500-year-old mummified baby nails with the nails of modern day babies showed little variation in key structures (Edwards et al., 2002). Processes such as freezing and drying can be harmful to the overall integrity of the nail, but keeping the nail dry and at a consistent temperature will support its preservation over potentially hundreds of years and enable representative Raman spectra to be collected decades after the original sample was stored without degradation (Gniadecka et al., 1998). The nails in the Nurses’ Health Study have been kept for over 25 years in a manner consistent with these findings. Increasing the temperature from 25 to 170°C resulted in only minor changes and no observable structural degradation in the characteristic proteins bands, which suggests the robustness of the keratin structure, which was unexpected. Further increasing the temperature to 190°C resulted in significant structural changes to the sample. As this high temperature is well outside normal storage ranges, the samples will produce a high structural alteration and the sample will undergo thermal decomposition. A study of a number of months would be required to fully mimic the full archive duration of 23 years.
Dehydration and hydration led to changes in peak intensity, but not to the magnitude of the Raman shift related to the key structural peaks. Exposure to UV is clearly damaging to the nail samples and, therefore, it is essential that nails archived are stored in a dark environment.

In order to maintain good structural integrity that is suitable for high quality Raman spectroscopy on nail samples stored over the long term, keeping the nails at room temperature in a dark environment should be sufficient.

**Prediction model**

A prediction model was developed using the multivariate analysis techniques PCA and LDA, which have produced more predictive results compared with those achieved using simple peak height measurement methods to separate the hip fracture cases and control groups (Towler et al., 2007). The prediction model was cross-validated using a leave one sample out cross-validation technique. The amount of data did not permit the use of separate training and validation sets. However, the same two principal components were identified in each iteration, demonstrating that the model was not sensitive to any single spectra and, therefore, robust.

In this study, we demonstrate a significant 59% increased risk of hip fracture per 1 SD change in the test score compared with age-matched controls for postmenopausal women between 50 and 63 years of age, from which the algorithm for the test score was developed. The BQT may be a more predictive marker of fracture risk for periods of less than 20 years, as evidenced by the higher 100% increased risk in the first 16 years after the nail clipping was collected. It can also be seen that the test score in combination with clinical risk factors is more predictive than risk factors alone, which suggests that the Raman-based test is providing new information and could provide a significant performance enhancement.

DXA and QUS have been shown to be predictive of fracture risk, particularly in the elderly over short time frames (Hans et al., 1996; Guglielmi et al., 2003; Khaw et al., 2004). In perimenopausal women between the ages of 45 and 54, who were followed for an average of
10 years, Stewart et al. reported hazard ratios (HR) of 1.90 (95% CI 1.54-2.32) for osteoporotic fractures per 1 SD decrease in spine BMD and 1.78 (95% CI 1.43-2.20) per 1 SD decrease in femoral neck BMD when measured by DXA (Stewart et al., 2006). The results were similar in the subgroup with BMD measurements using QUS. The majority of the osteoporotic fractures in this population were wrist fractures, a less serious and costly outcome than the hip fractures assessed in the current study. If we find similar results to those shown in this study, when the Raman-based test is validated in an independent sample, its performance in combination with risk factors would be at least comparable to those reported by Stewart et al. for DXA and QUS.

A relationship between nail structure and various features of BMD has previously been hypothesised. Ohgitani et al. reported a significant positive correlation between the calcium content of finger nails and lumbar BMD in a group of postmenopausal women (p=0.0016). A similar relationship was also observed for toenail samples (p=0.0215) (Ohgitani et al., 2005). Collagen and keratin are fibrous proteins that serve structural and mechanical roles in the body, providing a framework for the support of cells and tissues. Both proteins consist of polypeptide chains formed by amino acid condensation (Branden and Tooze, 1999) and express the same characteristic bands (CH$_2$ and amide I) in key regions of Raman spectra collected from biological samples (Matousek et al., 2006; Moran et al., 2007). By-products of bone remodelling are evident in serum and urine; therefore, it is conceivable that this evidence of changes in bone chemistry could also be detected in nails, a continually growing material which is in direct contact with the periosteum of the phalangeal bone during its growth (Ohgitani et al., 2005).

There have been calls to implement population-based screening protocols for osteoporosis, supported by recent fracture risk data around the time of the menopause and the demonstrated improvement in outcomes based on the earlier implementation of treatment, when appropriate (Barr et al., 2009). In contrast to DXA or QUS, tests amenable to high throughput testing by clinical reference labs could facilitate screening a broader population base in combination with clinical risk factor based screening tools. A number of markers of bone resorption are offered as central lab tests, although to-date clinical studies have not provided information on
the biochemical marker fracture prediction performance in women under 65 over long follow-up periods. The simplicity of preparing, transporting and testing nail clippings may enable central lab testing for fracture risk assessment. A simple to use test, which could accurately identify high-risk women who would most benefit from increased monitoring and treatment at an earlier stage, could be a significant public health advancement.

In the short-term, decisions on treatment prescription will continue to be made using DXA and new predictive markers will act as an effective pre-screen in this context. In the near future, predictive markers may come into their own as individual countries implement the new WHO guidelines advising prescriptions based on absolute future fracture risk rather than T-scores (Kanis, 2007).

A limitation of this study was that the BQT scores were derived from an algorithm which was validated using leave-one-out techniques rather than using separate training and validation sample sets. This approach was selected to preserve the limited resource of samples from fracture cases available in the Nurses’ Health Study for future validation analyses. A direct comparison between DXA and the test could not be made since DXA data was not collected on the NHS cohort at baseline.

In conclusion, this preliminary study suggests that Raman spectroscopy of the human nail, as captured by the BQT score, could be a clinical tool to use, in combination with other risk factors, for identifying postmenopausal women less than 65 years of age who are at increased risk of hip fracture over a period of up to 20 years. The preliminary results compare favourably with existing technologies and support the view that the prediction model provides a platform for a confirmatory study in an independent population to validate the prognostic marker. Further work to understand the underlying mechanism of action linking bone and nail is also required.
Chapter 3: A Comparison of FRAX and QFractureScores in a case-control study in Ireland and the UK

1. Modified and expanded\(^1\) version of a manuscript published in collaboration with Dr Niamh Cummins (University of Limerick) and Professor Stuart Ralston (School of Molecular and Clinical Medicine, Western General Hospital, Edinburgh, UK in Calcified Tissue International 89 [2] 172-7 (2011) (Appendix A). The dataset was also used as the basis for an MSc research project by Joan Quigley, the abstract is provided in Appendix D.

\(^1\) Modifications include: title, cross-referencing; removing redundancies; and a greater level of detail
3.1 ABSTRACT

**Introduction:** The systematic use of clinical risk factors (CRFs) in algorithms derived from cohort studies to estimate a 10-year probability of fracture is a significant advance in the management of osteoporosis. The aim of this study was to compare the performance of the FRAX and QFractureScores algorithms in a patient group using their individual CRFs. The secondary aims were to evaluate the prevalence of the relevant clinical risk factors, evaluate the clinical utility of the recommendations using the UK National Osteoporosis Guideline Group (NOGG) recommendations and compare the predicted fracture rates in Ireland and the UK.

**Methods:** Postmenopausal women (584) between the ages of 50 and 85 participated in this retrospective case-control study. Demographic, anthropometric and lifestyle data were collected during a single clinic visit. Femoral bone mineral density (BMD) was measured by dual energy X-ray absorptiometry (DXA) at the same visit. An absolute fracture risk prognosis was calculated using both the FRAX and QFractureScores online algorithms.

**Results:** Mean major fracture risk for QFractureScores was 9.5% vs. 15.2% for FRAX. Similarly, hip fracture risk values were 2.9% and 4.7% respectively. The correlation between FRAX and QFractureScores was R=0.803 for major fracture and R=0.857 for hip fracture (p≤0.0001). Regional differences in risk factors and fracture risk were also observed, using an AUC comparison for major fracture against actual fractures. QFractureScores was 0.67, FRAX including BMD was 0.82, while FRAX excluding BMD was 0.87.

**Conclusions:** The higher FRAX calculated absolute risks are more in line with the observed outcomes in published cohort studies, indicating that this algorithm may be more predictive than QFractureScores when the same clinical risk factors are utilised. The level of correlation between the FRAX and QFractureScores algorithms may be considered satisfactory for clinicians involved in the management of osteoporosis. The FRAX and QFractureScores algorithms could be modified to include other relevant CRFs in the future, if the factors can provide the clinical data required. Regional differences in the prevalence of clinical risk factors and fracture risk may warrant further investigation to introduce specific lifestyle advice and reduce fracture risk in targeted geographical regions.
3.2 INTRODUCTION

The clinical significance of osteoporosis has been described in Chapter 1.4. The development of FRAX and QFractureScores is described in Chapter 1.6. A list of the clinical risk factors used by the two algorithms is shown in Table 3.1 below. The link between the 10-year probability and the clinical utility of the FRAX algorithm is shown in Figure 3.1 taken from a Kanis et al. paper (Kanis et al., 2009). The chart comes from the National Osteoporosis Guideline Group (NOGG) guidelines which were developed to add clinical utility to the FRAX absolute risk scores (Compston et al., 2009). Two charts are shown because one is used when BMD data (the chart on the right) is available and the other when it is not. When BMD data is available for the assessment of fracture risk, a cross is shown on the second chart enabling a decision on whether to treat or not. When the data input into the algorithm lacks BMD information, then a recommendation to measure BMD can be made based on the chart on the left.

Absolute risk predictions for major fracture (leg, arm, and wrist) or hip fracture are both available whether BMD is available or not. However, NOGG guidelines are only available for the following situations on the FRAX website:

- Major Fracture (no BMD)
- Major Fracture (with BMD)
- Hip Fracture (with BMD).

A hip fracture NOGG recommendation is not provided by the FRAX website when BMD data is not supplied.
This study was undertaken using data available from the FRAN study, which assessed a new diagnostic test for osteoporosis. The focus of the FRAN study was to evaluate the link between fingernail structure, osteoporosis, fracture history and DXA scores. Subsequently, it was realised that the resulting data, as well as the introduction of FRAX and QFractureScores into clinical use, presented an opportunity to conduct original research to compare the algorithms, investigate the relationship between them and the nature of clinical risk factors across different regions of the Britain and Ireland.

The primary aim of this study was to compare the performance of the FRAX and QFractureScores algorithms, for estimation of absolute osteoporotic fracture risk in an independent female postmenopausal group. The secondary aims were to evaluate the diagnostic power of the individual clinical risk factors compared with use in combination within the algorithms, evaluate the clinical utility of the recommendations made using the UK National Osteoporosis Guideline Group (NOGG) guidelines and compare the predicted fracture rates and NOGG recommendations between Ireland and the countries of the United Kingdom.
Table 3.1: CRFs evaluated by the FRAX and QFractureScores Algorithms

<table>
<thead>
<tr>
<th>Clinical Risk Factor</th>
<th>FRAX</th>
<th>QFractureScores</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Sex</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Weight</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Height</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Previous fracture</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Parental hip fracture/osteoporosis</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Smoking</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Glucocorticoids*</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Rheumatoid arthritis</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Secondary osteoporosis**</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Alcohol intake</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Femoral neck BMD</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Asthma</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Steroids</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Heart attack/Stroke</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Falls</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Chronic liver disease</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Tricyclic antidepressants</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Type 2 diabetes</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>HRT</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Endocrine problem</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Gastrointestinal Malabsorption</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Menopausal symptoms</td>
<td></td>
<td>X</td>
</tr>
</tbody>
</table>

* Use of steroids is a CRF in QFractureScores but it does not specifically question the use of Glucocorticoids (a class of steroid).

** Similarly some QFractureScores questions relate to causes of secondary osteoporosis (e.g. endocrine problem) but do not question the actual presence of secondary osteoporosis.
3.3 METHODS

3.3.1 Study Design

The study was co-led by Professor Stuart Ralston (Western General Hospital, Edinburgh) and E. Poku. The study investigated the ability of the BQT and Dual energy X-ray Absorptiometry (DXA) to discriminate between subjects with and without a history of low trauma fracture. Subjects were recruited from osteoporosis clinics in England (2), Ireland (1), Wales (1) and Scotland (2). Table 3.2 provides details of the participating centres.

Table 3.2: Participating centres in the FRAN study

<table>
<thead>
<tr>
<th>Principal Investigator</th>
<th>Centre</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dr. Gill Pearson</td>
<td>Southampton University Hospitals NHS Trust</td>
</tr>
<tr>
<td>Prof. Declan Lyons</td>
<td>Mid-Western Regional Hospital, Limerick, Ireland</td>
</tr>
<tr>
<td>Prof. Stuart Ralston</td>
<td>Western General Hospital, Edinburgh</td>
</tr>
<tr>
<td>Prof. Richard Eastell</td>
<td>Northern General Hospital, Sheffield</td>
</tr>
<tr>
<td>Dr. Michael Stone</td>
<td>Cardiff University Academic Centre, Llandough Hospital</td>
</tr>
<tr>
<td>Dr. Alastair McLellan</td>
<td>Greater Glasgow and Clyde NHS trust</td>
</tr>
</tbody>
</table>

Ethical approval was obtained for each of the participating hospitals (REC 07/Q1704/1). Written informed consent was obtained from all subjects prior to enrolment and the initiation of study procedures. Eligible subjects were Caucasian women aged between 50 and 85 years (inclusive) and at least five years post-menopausal based on self-report. Subjects prescribed bone-active medication or corticosteroids were ineligible, as were those with known bone metabolic disease (except osteoporosis). Subjects with gastrointestinal malabsorption, liver, kidney and malignant disease were also excluded. This was a retrospective case-control study and all study requirements, including the collection of demographic, anthropometric and lifestyle data, were completed during a single clinic visit. The Clinical Report Form was completed by the attending nurse. The nurse also confirmed that relevant fractures were low impact fractures. Subjects were recruited at the time of their DXA scan or within 12 months...
of their scan. Overall recruitment took place over a thirteen-month period. Upon entry into the study, subjects were assigned to the non-fracture or fracture study arm as follows: the non-fracture group consisted of subjects who had never sustained a fracture in adulthood (>18y), while the fracture group consisted of subjects with a history of low-trauma fracture at the hip, spine, humerus, pelvis or wrist, after the age of 45.

DXA scans were performed as per local hospital protocol. The resulting BMD g/cm² and T-scores for antero-postero lumbar vertebrae, total hip and femoral neck were recorded. Subjects with falsely elevated (FE) lumbar spine BMD/T-scores were recorded as such and analysed separately, as this artefact is known to impact on data validity. Quality assurance (QA) of DXA equipment was performed by the study monitors on a regular basis. At the hospitals both Hologic and GE machines were used.

The Clinical Report Form for the original study was developed prior to the introduction of FRAX to clinical practice and the publication of the QFractureScores algorithm. The questions on the form were selected based on the most widely known risk factors to influence fracture risk; additionally, some of the data used in the algorithms were exclusion factors in the original study. As can be seen in the following table, the original study provided most of the data required by FRAX, but less of the data required by QFractureScores.
The data collected from the nurse used to complete the Case Report Form is shown in table 3.3:

**Table 3.3: A comparison of the CRFs used by FRAX and QFracture against the data available in the study group**

<table>
<thead>
<tr>
<th>Clinical Risk Factor</th>
<th>FRAX</th>
<th>QFractureScores</th>
<th>Data Available</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Sex</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Weight</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Height</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Previous fracture</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parental hip</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Smoking</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Glucocorticoids</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rheumatoid arthritis</td>
<td>X</td>
<td>X</td>
<td>Exclusion factor</td>
</tr>
<tr>
<td>Secondary osteoporosis</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol Intake</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Femoral neck BMD</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asthma</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Steroids</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Heart attack/Stroke</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>History of Falls</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Chronic liver disease</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Tricyclic antidepressants</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Type 2 diabetes</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>HRT</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Endocrine problem</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Gastrointestinal Malabsorption</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Menopausal symptoms</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

**3.3.2 Data-Entry**

FRAX is currently available online at [www.shef.ac.uk/FRAX](http://www.shef.ac.uk/FRAX). The underlying algorithm (web version 3) is not publicly available and therefore data entry using the UK version was
conducted manually with a double data-entry rate of 10%. The 10-year probabilities (%) of major osteoporotic and hip fracture with and without BMD were recorded, as were the corresponding NOGG recommendations. Femoral neck BMD was selected from the DXA data available for data entry as per FRAX guidelines, while vertebral data was also available from the original study.

The QFractureScores algorithm was accessed at www.qfracture.org. The underlying weightings and coefficients which make up the algorithm (web version 1) are in the public domain and are available on the website. This enabled the data entry procedure to be automated using an algorithm embedded into an MS Excel spreadsheet. The macro within the spreadsheet provided both major and hip 10-year percentage absolute risks as outputs. NOGG recommendations are not electronically linked to QFractureScores, the recommendations therefore had to be estimated manually. This was carried out using the published NOGG guideline charts available at the FRAX website. Only major fractures could be evaluated against the NOGG guidelines, since QFractureScores does not consider BMD as a risk factor, and a hip fracture absolute risk estimate is not made by FRAX when BMD data is not available. As a result, a NOGG recommendation was not available in the situation where a potential patient does not provide BMD data.

3.3.3 Statistical Analysis

Statistical analysis was performed using SPSS software V17 (Microsoft, California, USA) and MedCalc V11.3 (Medcalc, Belgium). Descriptive statistics are presented as mean values and standard deviations (SDs). Variables were tested for normality using the Kolmogorov-Smirnov test. Depending on the normality of the distribution, Pearson’s or Spearman’s correlation coefficients were calculated to examine the relationship between variables. The Students t-test or the Mann-Whitney test (MWU) was used, as appropriate, for comparisons of two groups. In the case of multiple groups, ANOVAs (with Bonferroni post-hoc if necessary) or Kruskal Wallis tests were used, again depending on normality.
3.4 RESULTS

3.4.1 Characteristics of the Study Sample

A total of 640 subjects were originally recruited, 16 of whom were ineligible for further data analysis due to the reasons outlined in Table 3.4. A total of 584 postmenopausal women with complete datasets, including a measurement of femoral neck BMD, were included in this analysis. Characteristics of the study sample are presented in Table 3.5. Fractures occurred in 246 subjects comprising 42% of the sample. Wrist fractures were most common (n=173) with fractures of the hip (n=22), vertebra (n=21) and humerus (n=30) also recorded. There was a significant difference in age (p≤0.01), history of falls (p≤0.0001) and femoral BMD/T-score (p≤0.0001) between the control and fracture groups. A history of falls was recorded in 39% of the total sample (n=227) and 32% of subjects had a family history of osteoporosis (n=188). A diagnosis of osteoporosis was confirmed in 15% of the sample (n=87) and 57% were identified as osteopenic (n=333). Body Mass Index (BMI) ranged from 15.8-49.3 kg/m² with 2% underweight (n=10), 32% normal weight (n=188), 40% overweight (n=234) and 26% categorised as being clinically obese (n=152) based on BMI. Current smokers comprised 15% of the sample (n=87) and 33% were ex-smokers (n=190) with 9% of subjects (n=50) reporting an alcohol intake of ≥14 U/wk.

Table 3.4: Ineligible Subjects in the study group

<table>
<thead>
<tr>
<th>Reason for exclusion</th>
<th>No. of subjects</th>
</tr>
</thead>
<tbody>
<tr>
<td>BQT unobtainable</td>
<td>2</td>
</tr>
<tr>
<td>No samples obtained</td>
<td>2</td>
</tr>
<tr>
<td>DXA scan &gt;12 months</td>
<td>1</td>
</tr>
<tr>
<td>Fracture other than at 5 sites</td>
<td>2</td>
</tr>
<tr>
<td>Excluded disease</td>
<td>2</td>
</tr>
<tr>
<td>Bone medication or HRT</td>
<td>3</td>
</tr>
<tr>
<td>Age or &lt;5 years post-menopausal</td>
<td>4</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>16</strong></td>
</tr>
</tbody>
</table>
Table 3.5: CRF characteristics of the total study sample split into controls and the fracture group (n=584).

<table>
<thead>
<tr>
<th>Clinical Risk Factor</th>
<th>Total Sample (n=584)</th>
<th>Controls (n=338)</th>
<th>Fractures (n=246)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD), Y</td>
<td>67 (7)</td>
<td>66 (7)</td>
<td>68 (8)</td>
</tr>
<tr>
<td>Height, mean (SD), M</td>
<td>1.60 (0.06)</td>
<td>1.60 (0.06)</td>
<td>1.59 (0.06)</td>
</tr>
<tr>
<td>Weight, mean (SD), Kg</td>
<td>69 (13)</td>
<td>70 (13)</td>
<td>69 (13)</td>
</tr>
<tr>
<td>BMI, mean (SD), kg/m²</td>
<td>27.2 (5.0)</td>
<td>27.3 (5.0)</td>
<td>27.1 (5.0)</td>
</tr>
<tr>
<td>Femoral BMD, mean (SD), g/cm²</td>
<td>0.710 (0.130)</td>
<td>0.739 (0.136)</td>
<td>0.670 (0.109)</td>
</tr>
<tr>
<td>Femoral T-score, mean (SD), a.u.</td>
<td>-1.4 (1.0)</td>
<td>-1.2 (1.1)</td>
<td>-1.7 (0.9)</td>
</tr>
<tr>
<td>Relative with Fracture, Number</td>
<td>n=188 (32%)</td>
<td>n=113 (33%)</td>
<td>n=75 (30%)</td>
</tr>
<tr>
<td>History of Falls, Number</td>
<td>n=227 (39%)</td>
<td>n=69 (20%)</td>
<td>n=158 (64%)</td>
</tr>
<tr>
<td>Current Smokers, Number</td>
<td>n=87 (15%)</td>
<td>n=49 (14%)</td>
<td>n=38 (15%)</td>
</tr>
<tr>
<td>Alcohol ≥14 U/wk, Number</td>
<td>n=50 (9%)</td>
<td>n=27 (8%)</td>
<td>n=23 (9%)</td>
</tr>
</tbody>
</table>

Characteristics of the study sample by geographical region are presented in Table 3.6. The number of fracture patients recruited per country was as follows: England n=69, Ireland n=16, Scotland n=139 and Wales n=22. Age, weight and BMI were similar across all the regions, but there was a significant difference in the height of subjects from Scotland, England and Ireland (p≤0.001). Regional differences in femoral BMD (g/cm²) were observed; however, this is likely to be due to the use of DXA units from different manufacturers, as no such differences were observed in relation to T-scores which are normalised across manufacturers. The number of subjects with a family history of osteoporosis ranged from n=21 (24%) in Ireland to n=35 (55%) in Wales. A history of falls was reported in just 11% of Irish women (n=10) in comparison to 64% of Scottish women.
The proportion of current smokers was comparable in England \(n=32\), Scotland \(n=28\) and Wales \(n=8\) (14%, 14% and 13% respectively) but was somewhat higher in Ireland \(n=19\); 22%). The number of subjects reporting an alcohol consumption of greater than 14 units/week was lowest in Ireland \(n=0\); 0%) and highest in Wales \(n=11\); 17%).

Table 3.6: Characteristics of the CRFs in the study sample by geographical region.

<table>
<thead>
<tr>
<th>Clinical Risk Factor</th>
<th>England ((n=237))</th>
<th>Ireland ((n=88))</th>
<th>Scotland ((n=195))</th>
<th>Wales ((n=64))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD), y</td>
<td>66 (7)</td>
<td>68 (6)</td>
<td>67 (8)</td>
<td>66 (7)</td>
</tr>
<tr>
<td>Height, mean (SD), m</td>
<td>1.61 (0.06)</td>
<td>1.61 (0.06)</td>
<td>1.58 (0.06)</td>
<td>1.60 (0.06)</td>
</tr>
<tr>
<td>Weight, mean (SD), kg</td>
<td>70 (13)</td>
<td>68 (12)</td>
<td>70 (14)</td>
<td>68 (12)</td>
</tr>
<tr>
<td>BMI, mean (SD), kg/m(^2)</td>
<td>27.1 (4.8)</td>
<td>26.3 (4.6)</td>
<td>28.0 (5.5)</td>
<td>26.7 (4.6)</td>
</tr>
<tr>
<td>Femoral BMD, mean (SD), g/cm(^2)</td>
<td>0.694 (0.115)</td>
<td>0.816 (0.142)</td>
<td>0.684 (0.121)</td>
<td>0.700 (0.119)</td>
</tr>
<tr>
<td>Femoral T-score, mean (SD), a.u.</td>
<td>-1.4 (1.0)</td>
<td>-1.4 (1.2)</td>
<td>-1.6 (1.0)</td>
<td>-1.3 (1.1)</td>
</tr>
<tr>
<td>Relative with Fracture, number</td>
<td>n=74</td>
<td>n=21</td>
<td>n=58</td>
<td>n=35</td>
</tr>
<tr>
<td>History of Falls, number</td>
<td>n=69</td>
<td>n=10</td>
<td>n=124</td>
<td>n=24</td>
</tr>
<tr>
<td>Current Smokers, number</td>
<td>n=32</td>
<td>n=19</td>
<td>n=28</td>
<td>n=8</td>
</tr>
<tr>
<td>Alcohol ≥14 U/wk, number</td>
<td>n=25</td>
<td>n=0</td>
<td>n=14</td>
<td>n=11</td>
</tr>
</tbody>
</table>
3.4.2. Absolute Fracture Risk Correlation Results

Without BMD Comparison

The absolute fracture risks excluding a BMD measurement (- BMD), calculated by the QFractureScores algorithm, were generally lower than those generated by the FRAX algorithm under the same circumstances. In the total study sample, the mean major fracture risk for QFractureScores was 9.5% (range 1.7-37.0%) vs. 15.2% (3.4-49.0%) for FRAX. Similarly, for hip fracture risks, the values were 2.9% (range 0.2-29.6%) and 4.7% (0.2-36.0%) respectively. However, there was a significant correlation between the risks calculated by QFractureScores and FRAX as demonstrated in Figure 3.2 (n=584). The correlation for major fracture was $R=0.803$, while for hip fracture it was $R=0.857$ ($p \leq 0.0001$). Comparisons between sample groups revealed significant differences between QFractureScores (- BMD) and FRAX (- BMD) for major fracture risk ($p \leq 0.0001$) and hip fracture risk ($p \leq 0.0001$).
Figure 3.2. Correlation between FRAX and QFractureScores absolute risks (- BMD) for major fracture (A) and hip fracture (B).
Without BMD vs With BMD Comparison

Lesser correlations were observed when the outputs were compared with (+) and without (−) BMD. The correlation between QFractureScores (− BMD) and FRAX (+ BMD) for major fracture was R=0.657 and for hip fracture it was R=0.638 (p≤0.0001). The correlation between FRAX (− BMD) and FRAX (+ BMD) was R=0.862 for major fracture and R=0.770 for hip fracture (p≤0.0001). Significant differences were also observed between QFractureScores (− BMD) and FRAX (+ BMD) for major fracture risk (p≤0.0001) and hip fracture risk (p≤0.05).

FRAX without BMD vs FRAX with BMD

Absolute risks for FRAX (− BMD) vs. FRAX (+ BMD) were also significantly different for major fracture (p≤0.05) and hip fracture (p≤0.0001).

Comparison of all algorithms for major fracture

Figure 3.3 allows the trends for absolute risk vs. age to be observed for a major fracture based on a linear interpretation. FRAX without BMD provides the steepest curve which indicates that a woman’s risk increases fastest with age using this assessment approach.

Figure 3.3: Trendline View: Major Fracture for FRAX and QFracture with and without BMD.
Comparison of all algorithms for hip fracture

Figure 3.4 shows that the results for FRAX and QFractureScores excluding BMD are very similar. When BMD is excluded from FRAX, the results are higher in the over 70s. The FRAX without BMD scores have a steeper line than the other two measures.

![Figure 3.4: Trendline View: Hip Fracture risk for the three treatment scenarios: FRAX with BMD, FRAX without BMD and QFracture.](image)

3.4.3 Regional Variations in Absolute Risk Results

Regional variations in fracture risk were observed, with the highest risks being recorded in the Scottish sample and the lowest risks in the Irish sample. Comparisons between groups revealed no significant difference (p≤0.205) between regions for FRAX hip fracture risk (+ BMD); however, all other output variables were significantly different across the sample (p≤0.001).

The absolute risks for major and hip fracture calculated by the FRAX and QFractureScores algorithms are presented in Table 3.7.
<table>
<thead>
<tr>
<th></th>
<th>Group (n=584)</th>
<th>England (n=237)</th>
<th>Ireland (n=88)</th>
<th>Scotland (n=195)</th>
<th>Wales (n=64)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>QFractureScores</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Major Fracture Risk</td>
<td>9.5 (6.0)</td>
<td>8.7 (5.6)</td>
<td>7.9 (3.8)</td>
<td>10.9 (6.7)</td>
<td>10.2 (6.0)</td>
</tr>
<tr>
<td>(- BMD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>FRAX</strong></td>
<td>15.2 (8.3)</td>
<td>13.7 (7.8)</td>
<td>12.8 (6.1)</td>
<td>17.7 (8.6)</td>
<td>16.7 (9.9)</td>
</tr>
<tr>
<td>Major Fracture Risk</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(- BMD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>14.1 (7.8)</td>
<td>12.7 (7.2)</td>
<td>12.9 (7.7)</td>
<td>16.0 (7.8)</td>
<td>14.9 (8.9)</td>
</tr>
<tr>
<td>(+ BMD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>QFractureScores</strong></td>
<td>2.9 (3.3)</td>
<td>2.5 (2.6)</td>
<td>2.5 (2.8)</td>
<td>3.7 (4.2)</td>
<td>2.6 (2.2)</td>
</tr>
<tr>
<td>Hip Fracture Risk</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(- BMD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4.7 (5.5)</td>
<td>4.2 (5.1)</td>
<td>3.4 (3.4)</td>
<td>5.7 (6.0)</td>
<td>5.5 (6.9)</td>
</tr>
<tr>
<td><strong>FRAX</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hip Fracture Risk</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(- BMD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.6 (5.0)</td>
<td>3.2 (4.5)</td>
<td>3.3 (5.6)</td>
<td>4.2 (5.0)</td>
<td>3.7 (5.9)</td>
</tr>
<tr>
<td>(+ BMD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### 3.4.4 Diagnostic evaluation

A diagnostic performance comparison between the different algorithms and the CRFs can be made using the FRAX scores and the fracture outcome available from the subjects. The diagnostic power of the questionnaires was assessed using a ROC curve. Both major fracture and hip fracture measures were considered in the analysis, figure 3.5 shows the different ROC curves for FRAX with BMD, FRAX without BMD and QFracture for major fracture risk. The outermost line represents FRAX without BMD, the middle line FRAX with BMD and the inner solid line QFracture. The linear line is the reference line representing no discrimination.

![ROC curves for FRAX](image)

**Figure 3.5:** ROC curves for the FRAX with BMD (middle line), FRAX without BMD (outer line) and QFracture (inner line) algorithms and major fracture.
Table 3.8: Diagnostic performance of the different algorithms

<table>
<thead>
<tr>
<th>MAJOR FRACTURE</th>
<th>AUC</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>QFracture</td>
<td>0.67 (0.63-0.72)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>FRAX + BMD</td>
<td>0.82 (0.79-0.85)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>FRAX - BMD</td>
<td>0.87(0.85-0.90)</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

Table 3.8 and figure 3.5 show the differences in AUC performance between the three algorithms, it can be seen that FRAX without BMD performed best, followed by FRAX with BMD. Pairwise comparison of the AUC values for the three algorithms revealed that differences between the three measures were statistically significant. These results are shown in Table 3.9.

Table 3.9: Pairwise comparison of the FRAX and QFracture algorithms for major fracture

<table>
<thead>
<tr>
<th>Measure 1</th>
<th>Measure 2</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>QFracture</td>
<td>FRAX + BMD</td>
<td>P&lt;0.001</td>
</tr>
<tr>
<td>QFracture</td>
<td>FRAX – BMD</td>
<td>P&lt;0.001</td>
</tr>
<tr>
<td>FRAX + BMD</td>
<td>FRAX - BMD</td>
<td>P&lt;0.001</td>
</tr>
</tbody>
</table>
Figure 3.6: A comparison of selected CRFs and algorithm outputs

The outmost line (green) in figure 3.6 represents FRAX without BMD for predicting hip fracture. The orange line represents QFracture, the blue line represents age, while the orange dotted line is Femoral Neck BMD. The purple line represents FRAX with BMD, and the brown line is BMI.
Table 3.10: Comparison of the AUCs of CRFs with the FRAX and QFracture algorithms

<table>
<thead>
<tr>
<th>Risk Factor</th>
<th>AUC (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>0.58 (0.53-0.61)*</td>
</tr>
<tr>
<td>BMI</td>
<td>0.51 (0.47-0.55)</td>
</tr>
<tr>
<td>History of Falls</td>
<td>0.72 (0.68-0.76)*</td>
</tr>
<tr>
<td>Smoking</td>
<td>0.50 (0.46-0.54)</td>
</tr>
<tr>
<td>Alcohol</td>
<td>0.51 (0.465 – 0.55)</td>
</tr>
<tr>
<td>Femoral Neck g/cm</td>
<td>0.65 (0.61-0.68)*</td>
</tr>
<tr>
<td>FRAX Hip No BMD</td>
<td>0.8 (0.77 – 0.83)*</td>
</tr>
<tr>
<td>FRAX Hip With BMD</td>
<td>0.72 (0.68-0.75)*</td>
</tr>
<tr>
<td>QFractureScores Hip</td>
<td>0.66 (0.62-0.70)*</td>
</tr>
</tbody>
</table>

*Statistically significant

Table 3.10 provides a comparison of the individual risk factors and the multivariate algorithms; FRAX without BMD performed the second best performer was History of Falls, a single clinical risk factor. Smoking, alcohol consumption and BMI were not statistically significant risk factors. History of falls was a strong diagnostic for fracture.
3.5 NOGG Recommendations

Without BMD comparison FRAX vs QFractureScores

The NOGG recommendations resulting from the major fracture risk results for FRAX, excluding BMD and QFractureScores, were similar. The number of subjects recommended for lifestyle advice was nearly identical for QFractureScores (n=195; 33%) and FRAX (n=197; 34%). However, the number of subjects recommended for a BMD measurement was higher for QFractureScores (n=365; 63%) than for FRAX (n=302; 52%); accordingly, the number recommended for treatment was lower for QFractureScores (n=24; 4%) than for FRAX (n=85; 15%). Overall, there was a significant difference (p≤0.05) between the NOGG-derived recommendations for QFractureScores and FRAX.

With BMD Comparison

With the inclusion of BMD in the FRAX tool, based on the NOGG major fracture risk thresholds, 73% of subjects (n=425) were recommended for lifestyle advice in comparison to 84% of subjects (n=493) using the NOGG hip fracture risk thresholds. Accordingly, for major fracture risk, 27% of subjects (n=159) were recommended for treatment compared to 16% of subjects (n=91) for hip fracture risk. This equates to a discrepancy in recommendations for 12% of subjects (n=68). In line with this, the FRAX tool borderline thresholds were observed in 10% of subjects (n=56) resulting in NOGG recommendations based on observer judgement.

Regional Variations

Regional variations in NOGG recommendations were also observed. Excluding BMD, for major fracture, significant differences between countries were observed for QFractureScores (p≤0.001) and FRAX (p≤0.0001). With the inclusion of BMD in the FRAX tool, there was a significant difference between countries for major fracture (p≤0.001) but not for hip fracture (p≤0.137) risk recommendations.
Table 3.11: NOGG Recommendations for the total study sample for the QFracture and FRAX algorithms for hip and major fracture (n=584).

<table>
<thead>
<tr>
<th>Measure</th>
<th>Lifestyle Advice</th>
<th>Measure BMD</th>
<th>Treat</th>
</tr>
</thead>
<tbody>
<tr>
<td>QFractureScores Major Fracture (- BMD)</td>
<td>n=195 (33%)</td>
<td>n=365 (63%)</td>
<td>n=24 (4%)</td>
</tr>
<tr>
<td>FRAX Major Fracture (- BMD)</td>
<td>n=197 (34%)</td>
<td>n=302 (52%)</td>
<td>n=85 (15%)</td>
</tr>
<tr>
<td>FRAX Major Fracture (+ BMD)</td>
<td>n=425 (73%)</td>
<td>N/A</td>
<td>n=159 (27%)</td>
</tr>
<tr>
<td>FRAX Hip Fracture (+ BMD)</td>
<td>n=493 (84%)</td>
<td>N/A</td>
<td>n=91 (16%)</td>
</tr>
</tbody>
</table>

Table 3.11 provides a comparison of the number of subjects provided with lifestyle advice, how many are recommended for treatment, further BMD assessment or lifestyle advice for the four diagnostic strategies under investigation. Statistical analysis showed that the different measures provide statistically significant differences between QFractureScores Major Fracture and FRAX Major Fracture (p <0.001).
3.6 DISCUSSION

The systematic use of clinical risk factors (CRFs) through algorithms derived from cohort studies to estimate the 10-year probability of a fracture is a significant advance in the management of osteoporosis.

3.6.1 Demographic Data

The aim of this study was to compare the performance of the FRAX and QFractureScores algorithms and to evaluate the prevalence of risk factors and predicted fracture rates in Ireland and the UK. In this study, there was a significant difference in age (66 vs. 68y; \( p \leq 0.01 \)), history of falls (69 vs. 158; \( p \leq 0.0001 \)) and femoral T-score (-1.2 vs. -1.7; \( p \leq 0.0001 \)) between the control and fracture groups respectively. This was not unexpected as age, falls history and BMD are among the strongest risk factors for fracture (Kanis, 2007). However, the history of falls data was striking, as a history of falls was recorded in 39% of subjects. Falls history is included as a CRF in the QFractureScores tool (Hippisley-Cox and Coupland, 2009), but not in the FRAX tool, as patients selected on the basis of risk factors for falling may not respond well to agents that preserve bone mass (Kanis et al., 2008a). The debate over whether falls should be included in these studies is an area which needs more research. However, the risk of falling may be reduced by a non-pharmaceutical intervention such as physical activity, which has been shown to improve balance and muscle strength, in addition to having positive effects on bone density (Nelson et al., 1994). Therefore, in the authors’ opinion, falls history is an important factor for inclusion in CRF based algorithms.

A family history of osteoporosis was reported in 32% of subjects and low BMD was recorded in 72% of the sample (15% osteoporotic and 57% osteopenic). Although this percentage is certainly higher than would be found in the general population, our intention was to evaluate the algorithms using the most relevant subjects that would be targeted for CRF screening. This approach was regardless of osteoporosis status as this is not material in the comparison. In relation to BMI, there was a wide range (15.8-49.3 kg/m\(^2\)) across the sample. Although 66% of subjects were categorised as being overweight (40%) or obese (26%), this is in line with the increasing prevalence of obesity in Western countries. BMI will become a more important factor influencing fracture risk in the future as a result of this trend (World Health
Fracture risk is markedly higher at lower values of BMI, particularly with a BMI of less than 20kg/m². However, the relationship between BMI and fracture risk is non-linear and from 25-35kg/m² the differences in fracture risk are quite small (De Laet et al., 2005). Therefore, obesity should not be regarded as a protective factor against fractures (World Health Organization, 2000). With regard to regional variations in CRFs, as expected the groups were quite similar. There were some minor differences between the regions, however, these may have been due to a bias in recruitment. For example, a smaller number of fracture patients were recruited in Ireland in comparison to Scotland and this, in turn, most likely influenced the data collected on history of falls (11% vs. 64% respectively). Regional rates of smoking and alcohol intake are generally in line with those found in the literature (Robinson and Bugler, 2008; Morgan et al., 2008). The finding that none of the Irish women in this study reported an alcohol consumption of greater than 14 units/week was somewhat unexpected, particularly considering that Ireland has previously been reported to have the highest proportion of regular drinkers in the European Union (European Commission, 2002). However, it should be noted that the validity of self-reported alcohol consumption in general is notoriously unreliable (Midanik, 1988).

### 3.6.2. Absolute risks

The absolute fracture risk values calculated in this study are broadly in agreement with previous published findings, where QFractureScores predicted lower risks than FRAX (Hippisley-Cox and Coupland, 2009; Kanis et al., 2008a). The mean major fracture risk for QFractureScores was 9.5 vs. 15.2% for FRAX. Similarly, for hip fracture risk the values were 2.9% and 4.7% respectively. Significant differences were observed between the values calculated by the different algorithms, with values generated by QFractureScores being consistently lower than those generated by FRAX. However, the conformity between the methods was still strong. The correlation for major fracture was R=0.803, while for hip fracture it was R=0.857 (p≤0.0001). This conformity between FRAX and QFractureScores could generally be considered satisfactory for clinicians involved in the management of osteoporosis in the absence of BMD data. The linear graphs show a marked difference in output when BMD data is included in the FRAX model, while risks rise significantly in the over-70s compared with QFractureScores and FRAX without BMD. This correlates with the WHO report which estimates that most women have a 50% risk of fracture over a lifetime.
(Kanis, 2007). The AUCs for the different approaches are widely different, but all are statistically significant. Major fracture risk calculated using FRAX (FRMJR) appears to be the most predictive, which is surprising considering it lacks BMD information. This finding has to be tempered by the fact that the comparison being made is retrospective and the risk factors are designed to identify prospective fracture risk. However, the result may indicate that BMD is not the key factor in determining fracture risk in these subjects and that some of the other factors may be more predictive in this particular study. As can be seen from the AUCs for the various risk factors, in this study, history of falls was a very strong factor and its use in combination with other non-significant risk factors diluted its influence. Clearly, the algorithms provide a superior systematic performance to any individual CRF.

3.6.3 Regional variations

Regional variations in fracture risk were observed which, again, may be due to the different number of fracture patients recruited in each country. In order to fully evaluate the regional variations in fracture risk between Ireland, England, Scotland and Wales, a larger population-based study may be appropriate to evaluate which CRFs are more significant in different countries, the contributing factors and how these risks may be reduced. As a starting point, the QResearch database could be broken down into its constituent countries and analysed appropriately.

3.6.4 NOGG recommendations

The NOGG recommendations were developed as a result of a requirement for assessment and intervention thresholds based on clinical considerations and cost-effectiveness (Kanis et al., 2008c; Compston et al., 2009). In this study, for major fracture risk the number of subjects recommended for lifestyle advice was very similar to that of QFractureScores and FRAX (33 vs. 34%). However, the number of subjects recommended for a BMD measurement was higher for QFractureScores than for FRAX (63 vs. 52%) and, in line with this, the number recommended for treatment was lower for QFractureScores than for FRAX (4 vs. 15%). Overall, there was a statistically significant difference in the NOGG recommendations between FRAX and QFractureScores. This can be attributed to the lower absolute risk values calculated by QFractureScores in comparison to FRAX.
Consistency in recommendations is very important for primary care physicians. Additionally, with the inclusion of BMD in the FRAX tool, there can be disagreement in the recommendations for major and hip fracture. For example, in this study, based on major fracture risk results, 73% of subjects were recommended for lifestyle advice in comparison to 84% based on the hip fracture risk results. Accordingly, for major fracture risk, 27% of the subjects were recommended for treatment in comparison to 16% for hip fracture risk. This is equivalent to a discrepancy in recommendations for 12% of subjects. Borderline thresholds can also be observed, which occurred in 10% of subjects in this study, resulting in subjective, observer-based recommendations. However, it should be noted that these recommendations are a useful guide for physicians, but are not intended to replace clinical judgement (Kanis et al., 2008c; Compston et al., 2009). The large number of people recommended for BMD testing (over 50%) when BMD data was not entered indicates that the clinical community will continue to rely heavily on BMD testing to assess fracture risk, despite the introduction of these tools. It is clear that the risks increase significantly when BMD information is included.

Regional variations in NOGG recommendations were also observed, which was not unexpected as the recommendations are based directly on the absolute fracture risk values, which also varied between regions.

3.6.5 Diagnostic performance

QFractureScores is clearly inferior to FRAX in terms of diagnostic performance. This may indicate that FRAX is a more robust tool, since it has been developed using multiple clinical databases. This level of performance difference is clearly clinically relevant if it can be repeated in other studies. The superior performance of FRAX without BMD compared with FRAX when BMD is included is surprising and the reasons for this may be the types of fracture in the study group. The diagnostic performance of the individual risk factors is also interesting; history of falls, for example, had a performance of 0.72, a performance which is superior to the algorithms. Only FRAX excluding BMD provided superior results. This suggests that, in this particular study, the other risk factors, which were not statistically significant, were diluting the performance of the history of fractures in the algorithms. In this study group, the majority of CRFs were not clinically significant for diagnosing fracture; this may be caused by the fact that the study uses a case-control design rather than a large cohort-
based prospective design, but suggests these risk factors are less influential compared with BMD and major risks, such as history of falls.

3.6.6 Impact of the new algorithms on clinical care

At present, there is no universally accepted UK policy for screening to identify individuals with osteoporosis or those at high risk of fracture (Compston et al., 2009). This situation has been driven by the cost-benefit equation using the current diagnostic tools available, which is not favourable for mass screening from a health economic viewpoint. The main advantage of QFractureScores is that it does not require any laboratory testing or clinical measurements, which influences the cost-benefit equation significantly. All of the variables used in the algorithm will either be known by the patient or can easily be collected by a clinician during a standard consultation (Hippisley-Cox and Coupland, 2009). Due to its simplicity, QFractureScores could be used at a population level to identify high-risk patients that might benefit from a more detailed assessment, including a measurement of BMD. The FRAX model can be used with or without the inclusion of a femoral neck BMD measurement (Kanis et al., 2008a). Some studies have indicated that FRAX does not offer significant advantages over less complex models that also incorporate BMD (Ensrud et al., 2009; Pluskiewicz et al., 2010). However, at the moment it is certainly the most complete CRF-based algorithm available, considering the extensive data collected during its development and the validation involved (Kanis et al., 2008a) (Kanis et al., 2008c).

The advantage of FRAX is that it has been designed as a platform technology, which can be upgraded as new validated risk indicators become available (Kanis et al., 2009). The absolute risk evidence requirements mean that long-term studies and significant investments will be required for a new clinical risk factor to meet the FRAX inclusion criteria. CRFs that may be considered for FRAX in the future include some of those already evaluated in QFractureScores; for example, history of falls and dose response effects for CRFs, such as smoking and alcohol consumption. Other behavioural factors such as diet (in particular, calcium and vitamin D) and physical activity levels may also be relevant. Medications, aside from steroids, that influence bone health may be worth inclusion; for example, aromatase inhibitors and even pharmaceutical treatments for osteoporosis such as bisphosphonates and teriparatide. Diagnostic measurements, such as BMD at other skeletal sites, quantitative ultrasound, and biochemical markers of bone remodelling may also be appropriate for
inclusion in future CRF tools. The implementation of a more detailed CRF-based algorithm may be more time-consuming for clinicians, but ultimately improvement of patient care is the most important consideration and costs overall would be saved in the long term. The major barrier to the introduction of wider CRFs into FRAX is the lack of large prospective studies for new CRFs, which can improve the overall predictive power of these algorithms, further research of which is needed in this area.

3.6.7 Study Limitations

To the best of the authors’ knowledge, this is the first study to compare the FRAX and QFractureScores tools in an independent sample. Limitations of this study include its retrospective case-control design and relatively small sample size. However, this study did recruit subjects from Ireland and across the UK, and the prevalence of risk factors for fracture have not previously been well-documented in Ireland.

3.7 CONCLUSIONS

The level of conformity between the FRAX and QFractureScores algorithms observed in this study when BMD is absent could generally be considered satisfactory enough for clinicians involved in the management of osteoporosis to consider using both algorithms. When the NOGG guidelines are used, the large number of subjects recommended for DXA testing is an issue for the practical application of these algorithms. The clinical utility of these techniques, when BMD information is not available, may be limited when over half the population is recommended for treatment. Both of these CRF-based algorithms could have an application in primary care practice, depending on access to DXA and the clinical setting. In relative terms, these CRF algorithms are in their infancy and will most likely be developed to include other relevant CRFs in the future, if the evidence hurdle is lowered. Regional differences in clinical risk factors and fracture risk were observed across Ireland and the UK; this may warrant further investigation in prospective studies, in order to ensure the most appropriate regional fracture prevention strategies are in place. The diagnostic performance observed suggests that FRAX is a superior algorithm based on high AUCs observed for both major and hip fracture when compared with QFractureScores.
Chapter 4: A comparison of the QFractureScores and FRAX risk calculators and a regression model with the actual incidence of fracture in a nested case-control within the Nurses’ Health Study cohort

4.1 ABSTRACT

Introduction: A number of new online risk calculators for osteoporotic fracture have been introduced in recent years. Understanding their relative performance at predicting outcomes in different patient populations is important in order to understand the best situations in which to use them. An analysis of the relative performance of the QFractureScores and FRAX risk calculators and an internally developed regression model has been conducted by analysing questionnaire-derived non-BMD risk predictors for healthy and at-risk women in the Nurses’ Health Study database. This study is original for two reasons. First, an analysis of the clinical risk factors in combination with the Nurses’ Health Study database using online risk calculators has not yet been conducted. Second, a comparison between the FRAX® and QFractureScores calculators in a US-based longitudinal study has also not been conducted.

Methods: Risk factors from the NHS were manually entered into the FRAX online calculator and an MS Excel spreadsheet was used to generate QFractureScores. Logistic regression was used to develop a model and generate risk scores for each subject. The results for each individual were then compared with the actual outcomes recorded for each subject based on an established high risk/low risk cut-off.

Results: The FRAX calculator produced an AUC of 0.52 (p=0.65) and the QFractureScores produced an AUC result of 0.554 (p=0.65). A logistic regression based on the available data produced an AUC of 0.65 (p=0.15), while the BMI alone produced an AUC of 0.58 (p=0.057).

Conclusions: We conclude that tools developed in other populations perform less well than logistic regression performed in the population of interest, and may perform less well than individual risk factors like BMI. Neither QFractureScores nor FRAX performed better than BMI as a single risk factor, suggesting that simple case finding approaches may be appropriate.
4.2 INTRODUCTION

As the population ages, the number of women at risk of osteoporotic fracture continues to increase. This situation results in significant healthcare system costs associated with the disease. Published clinical studies have shown that early identification of at-risk women using BMD and clinical risk factors and intervention with appropriate pharmaceutical treatments can reduce the risk of hip fracture (Barr et al., 2009; Johansson et al., 2009). Early identification of at-risk individuals is, therefore, crucial.

The historical gold standard for evaluating risk of fracture is dual x-ray assessment (DXA); however, the low levels of bone mineral density required for a DXA diagnosis can occur years after the original onset of the condition when treatment would have been beneficial. In order to improve predictive power to identify women at risk of fracture, the World Health Organization (WHO) developed FRAX (World Health Organization Collaborating Centre for Metabolic Bone Diseases, University of Sheffield, UK, 2010). This tool was developed using a meta-analysis of nine international cohorts with data on fractures and clinical risk factors in a large number of women.

Recently, another tool QFractureScores (Hippisley-Cox and Coupland, 2009) has become available as an online tool. This tool was developed using data from a single large UK-based cohort accessed through primary care physicians in the UK.

No US-based cohort data was used in the development of either risk calculator. Data available within the Nurses’ Health Study, therefore, provides a unique opportunity to compare the predictive performance of the FRAX and QFractureScores in a US population. Previously, we have compared the performance of the two risk calculators in a retrospective study which has highlighted some differences in their performance between the two risk calculators (Chapter 3). While this study was useful in comparing some characteristics of the two calculators, a clear limitation in this study was the inability to compare the capacity of the two calculators to predict future fracture based on risk factors collected at baseline.

The primary objective of this study was to address this limitation by assessing the comparative performance of FRAX, QFractureScores and a logistic regression model developed specifically using the available dataset. The results were then evaluated to assess how well actual fractures were predicted. This study is original for two reasons. Firstly, no
predictive study using any of the bone fracture predictors in the Nurses’ Health Study database has been conducted. Secondly, a comparison between these factors in a US-based longitudinal study has not been conducted over the observed timeframe of over 20 years.

4.3 METHODS

Subjects

The subjects were derived from the Nurses’ Health Study. The Nurses’ Health study is an ongoing prospective study based in the United States at the Brigham and Women’s Hospital and has been described previously in Chapter 2. A nested case-control group consisting of 164 women aged between 50 and 63, 82 hip fracture cases and 82 age-matched controls was selected for the analysis and derived from previous work carried out to evaluate a novel biomarker for fracture risk. There was an average time to fracture of 13 years in the group. A number of risk factors were available in the database:

- age at toenail return, smoking status at toenail return, diagnosis of osteoporosis at toenail return, BMI at toenail return, months from baseline to case hip fracture, months of hormone use from toenail return to case hip fracture, diagnosis of osteoporosis at time of case hip fracture, year of hip fracture, month of hip fracture, alcohol consumption in grams/day, confirmed cases of rheumatoid arthritis, and steroid use data collected at multiple time points between 1994 and 2002. However, most hip fractures occurred before steroid use was reported. Only three cases and one control reported steroid use before the hip fracture. As a result, the decision was taken to omit steroid use from the analysis.
The following CRFs had multiple options:

Smoking status at toenail return

\[1=\text{never} \]
\[2=\text{former} \]
\[3=\text{current} \]

Alcohol in grams/day, which was measured in 1980 and 1984. 1980 was before toenail collection and 1984 was after toenail collection.

In the confirmed cases of rheumatoid arthritis, the options were to verify a subject was a case before toenail collection, or after toenail collection and before hip fracture.

Oral steroid use in 1994, 1996, 1998, 2000 and 2002 was recorded based on whether a subject had never used steroids, had used steroids, whether a hip fracture occurred before the date in question, or whether the data was missing.
Table 4.1 provides a comparison of the data available from the Nurses’ Cohort Study with that required by the FRAX and QFractureScores algorithms.

Table 4.1: Clinical Risk Factor data available from the NHS Cohort

<table>
<thead>
<tr>
<th>Clinical Risk Factor</th>
<th>FRAX</th>
<th>QFractureScores</th>
<th>NHS Cohort</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Sex</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Weight</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Height</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Previous fracture</td>
<td>X</td>
<td></td>
<td>Exclusion factor</td>
</tr>
<tr>
<td>Parental hip</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Smoking</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Glucocorticoids</td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Rheumatoid arthritis</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Secondary osteoporosis</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol Intake</td>
<td>X</td>
<td>X</td>
<td>X (grams)</td>
</tr>
<tr>
<td>Femoral neck BMD</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asthma</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Steroids</td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Heart attack/Stroke</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>History of Falls</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Chronic liver disease</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Tricyclic antidepressants</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Type 2 diabetes</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>HRT</td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Endocrine problem</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Gastrointestinal Malabsorption</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Menopausal symptoms</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>
There were differences between reported data type and required data entry type in a number of instances.

**Incident fracture rate**

The Nurses’ Health Study has 415 incident fractures between 1986 and 1998 in a group of 61,200 women (Feskanich et al., 2002b). This is a prevalence of 0.67% over the period. Since only hip fracture data was available, only hip fracture predictions were recorded from the risk calculators FRAX and QFracture.

**Data Entry**

**QFracture**

The data entered into the QFractureScores calculator was as shown in the table above. A number of conversions had to be made for particular options from the NHS data available to make them compatible with the online calculator. Smoking options in QFractureScores have five states: non-smoker, ex-smoker, light smoker (<10 per day), moderate smoker (10-19 per day) and heavy smoker (20+ per day). Since information on different smoking levels was not available, current smokers in the NHS cohort were all assumed to be moderate smokers.

For alcohol consumption, five options were also available: trivial (<1 day), light (1-2 per day), moderate (3-6 units per day), heavy (7-9 units per day) and very heavy (> 9 units per day). The alcohol consumption data was collected in grams of alcohol consumed per day on the Nurses’ Health Study questionnaire. Since the QFractureScores questionnaire measures alcohol consumption in units of alcohol, a conversion rate of 8 grams per unit of alcohol has been used.

The QFractureScores questionnaire also required the weight and height for each woman rather than allowing BMI to be entered, so the height was back-calculated from a standard weight of 100 kg for the women using the following equation:

$$\text{BMI} = \left( \frac{\text{Weight in Kilograms}}{(\text{Height in centimetres}) \times (\text{Height in centimetres})} \right) \times 10,000$$
HRT was considered to be a relevant risk factor when taken for at least two periods (Hippisley-Cox and Coupland, 2009). The dose selected was CYCLICAL LOW DOSE NON-EQUINE, a mid-range risk factor in the algorithm.

**FRAX**

FRAX Web Version 3.2, US (Caucasian) was used to generate the risk data. This model was developed by adjusting the model for national epidemiological data on osteoporotic fracture (Kanis et al., 2010). The data entered into the FRAX calculator was based entirely on yes/no answers. As a result, thresholds were set for the selection of positive and negative answers in FRAX. Any use of hormone or steroid treatment was considered a ‘yes’ for the relevant risk factors. The FRAX questionnaire also required the weight and height for each woman rather than allowing BMI to be entered, so height was back-calculated from a standard weight of 100 kg for the women using the equation shown above. In eighteen subjects, the calculated height exceeded 220 cm and then the calculation was made assuming a woman was 220 cm tall. Former smokers were considered alongside women who never smoked to be negative for smoking, as no allowance for former smokers is made in FRAX. The recorded hormone use in the Nurses’ Health Study questionnaire was used as the input item in the glucorticosteroid risk factor component of the FRAX questionnaire. Based on the threshold of 3 units of alcohol per day, a threshold of 24 grams of alcohol per day was selected for a positive answer to the alcohol consumption question in FRAX in either 1980 or 1984.

**Conditional logistic regression model**

A prediction model based on the clinical risk factor data samples available in the nested case-control study was developed using entry-based conditional logistic regression. The conditional approach was selected to account for the age-matched cases and controls. The factors included in the model were BMI, smoking status, osteoporotic status, alcohol consumption in 1980 and 1984, and HRT use.

**Missing data**

Where data was unavailable, the risk factor was entered as a negative value to exclude the risk factor from the calculation. In one case, BMI was unknown and was chosen based on an average of the results in the dataset. There were 11 subjects that lacked alcohol consumption
data; for these subjects, consumption was assumed to be zero. Smoking data was missing for one subject and they were assumed to be a non-smoker in the analysis. Assuming the missing data in the negative serves to under-estimate the risks generated by the algorithms which, in the absence of the data, this is the most appropriate approach.

Data analysis

Statistical analysis was conducted using MedCalc software v11.5.1 and SPSS v19. Firstly, Kolmogorov-Smirnov was used to evaluate each risk factor for normality, the Student t-test was used to determine significance in normally distributed (parametric) data and Mann-Whitney was used in non-normally distributed (non-parametric) data, then the associations between the clinical risk factors themselves, and then fracture were evaluated.

The relative performance of the risk calculators, the regression model and the most important single clinical risk factor was evaluated. The predictive performance of the test was assessed using the AUC, and whether a particular model was significantly superior to the other models was also evaluated. In order to carry out this assessment, risks of fracture in excess of 3% were considered sufficient to identify a woman at risk of a hip fracture. A threshold of 3% was selected based on current US National Osteoporosis Foundation guidelines (NOF, 2008).

The mean predicted fracture rates were derived to enable comparison with the observed rates in the NHS and other studies.

In a subgroup analysis, the analyses were repeated in subjects with a fracture up to 16 years from baseline.
4.4 RESULTS

Table 4.2 describes the characteristics of the study population, there were 82 cases and 82 controls and six clinical risk factors were available for analysis. Table 4.3 describes the smoking characteristics in detail, this information was required by the QFracture algorithm.

Table 4.2: CRF data available for the study population

<table>
<thead>
<tr>
<th></th>
<th>Cases (n=82)</th>
<th>Controls (n=82)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age $^a$, y (mean)</td>
<td>57.6</td>
<td>57.6</td>
</tr>
<tr>
<td>BMI, kg/m$^2$ (mean)</td>
<td>24.4</td>
<td>25.6</td>
</tr>
<tr>
<td>Current Smoker (n)</td>
<td>28</td>
<td>22</td>
</tr>
<tr>
<td>Osteoporosis (n)</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Thyroid Hormone User (mean)</td>
<td>9.73</td>
<td>17.12</td>
</tr>
<tr>
<td>Alcohol grams/day (mean)</td>
<td>5.88</td>
<td>7.24</td>
</tr>
</tbody>
</table>

Table 4.3: Smoking characteristics in the NHS population

<table>
<thead>
<tr>
<th></th>
<th>Never</th>
<th>Former</th>
<th>Current</th>
<th>Totals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>34</td>
<td>26</td>
<td>22</td>
<td>82</td>
</tr>
<tr>
<td>Case</td>
<td>39</td>
<td>15</td>
<td>28</td>
<td>82</td>
</tr>
<tr>
<td></td>
<td>73</td>
<td>41</td>
<td>50</td>
<td>164</td>
</tr>
</tbody>
</table>

None of the nominal factors under consideration in the study were normally distributed, as shown in the Kolmogorov-Smirnov tests for normality in Table 4.4.
Table 4.4: Tests of Normality used to evaluate the key CRFs

<table>
<thead>
<tr>
<th></th>
<th>Kolmogorov-Smirnov (Lilliefors Significance Correction)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Statistic</td>
</tr>
<tr>
<td>BMI</td>
<td>0.135</td>
</tr>
<tr>
<td>HRTUSE</td>
<td>0.414</td>
</tr>
<tr>
<td>ALCOHOL80</td>
<td>0.280</td>
</tr>
<tr>
<td>ALCOHOL84</td>
<td>0.275</td>
</tr>
</tbody>
</table>

As a result, non-parametric tests were used to assess whether statistically significant differences between the means were present and none were observed for any of the risk factors. Whether there were correlations between these risk factors was also investigated using Spearman’s Rho. Significant correlations were observed between the Age and HRT Use ($p=0.05$), Age and Alcohol consumption in 1980 ($p=0.03$), BMI and Alcohol consumption in 1980 ($p=0.02$) and Alcohol Consumption in 1980 and 1984 ($p<0.01$).
FRAX Model

The prediction results of the FRAX model were compared with the actual outcomes in the study. An AUC of 0.52 (0.44-0.59), p=0.65 was achieved. The AUC graph for the FRAX algorithm is shown in Figure 4.1

![AUC graph for the FRAX algorithm.](image)

**Figure 4.1:** AUC graph for the FRAX algorithm.
QFractureScores Model

The prediction results of the QFractureScores model was compared with the actual outcomes in the study. An AUC of 0.554 (0.47-0.63) was generated, p=0.23, a graphical depiction of the model is shown in Figure 4.2.

![AUC graph for the QFractureScores Model](image)

**Figure 4.2:** AUC graph for the QFractureScores Model
Body Mass Index

BMI was compared with actual fracture outcomes in the study, an AUC of 0.58(0.50-0.66), p=0.057 was achieved. Figure 4.3 depicts the AUC graph for the BMI risk factor.

![AUC graph for BMI risk factor](attachment:image.png)

**Figure 4.3: AUC graph for BMI risk factor**

Conditional logistic regression

The logistic regression showed that none of the risk factors were significant explanatory factors in fracture risk, either by using the likelihood ratio tests or the parameter estimates. BMI came closest to significance (p=0.07) but did not achieve it. Former smokers were identified as a factor but, again, this was not significant. The $R^2$ show that less than 10% of the difference is explained by the factors. The Odds Ratio for BMI was 1.07 (0.994-1.16).

A combination model performed better than any individual factors achieving an AUC of 0.65 (0.57-0.72), but again did not achieve significance (p=0.15). The Hosmer and Lemeshow chi square for model fit was 11.90.
Comparison of ROC curves

In order to provide a comprehensive comparison of the Area under the ROC curves for the different diagnostic models a multiple ROC curve graph was plotted. It can be seen in the graph in Figure 4.4 and Table 4.5 that logistic regression had the best performance of the models but that none were statistically significant.

Figure 4.4: Comparison of ROC Curves for QFracture, FRAX, logistic regression and BMI in the NHS Cohort
Table 4.5: Summary of results for QFracture, FRAX, logistic regression and BMI in the NHS Cohort

<table>
<thead>
<tr>
<th>Method</th>
<th>AUC</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>QFracture</td>
<td>0.554 (0.47 – 0.63)</td>
<td>0.23</td>
</tr>
<tr>
<td>FRAX</td>
<td>0.52 (0.44 – 0.60)</td>
<td>0.65</td>
</tr>
<tr>
<td>Logistic regression</td>
<td>0.65 (0.57 – 0.72)</td>
<td>0.15</td>
</tr>
<tr>
<td>BMI</td>
<td>0.585 (0.50 – 0.66)</td>
<td>0.057</td>
</tr>
</tbody>
</table>

In order to assess whether any of the methods were a significant improvement over another method, a pairwise comparison of the ROC curves was carried out.

Table 4.6: Pairwise comparison of four ROC curves developed in the NHS Cohort

<table>
<thead>
<tr>
<th>Method 1</th>
<th>Method 2</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>BMI</td>
<td>FRAX</td>
<td>0.08</td>
</tr>
<tr>
<td>BMI</td>
<td>QFracture</td>
<td>0.47</td>
</tr>
<tr>
<td>BMI</td>
<td>Regression</td>
<td>0.12</td>
</tr>
<tr>
<td>QFracture</td>
<td>FRAX</td>
<td>0.32</td>
</tr>
<tr>
<td>FRAX</td>
<td>Regression</td>
<td>0.012*</td>
</tr>
<tr>
<td>QFracture</td>
<td>Regression</td>
<td>0.046*</td>
</tr>
</tbody>
</table>

These results, shown in Table 4.6, demonstrated that the conditional logistic regression model developed was significantly better than either FRAX or QFractureScores at predicting the fracture risk, but was not statistically significantly superior to BMI alone.
Predicted Fracture Rates

FRAX and QFractureScores produced the average fracture risk data presented in Table 4.7. The correlation between the two was found to be good, $R^2=0.67(0.57-0.74)$, $p<0.0001$.

Table 4.7: A comparison of predicted fracture rates in QFracture and FRAX models

<table>
<thead>
<tr>
<th></th>
<th>FRAX</th>
<th>QFracture</th>
</tr>
</thead>
<tbody>
<tr>
<td>Highest value</td>
<td>5.7</td>
<td>3.23</td>
</tr>
<tr>
<td>Lowest value</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Mean</td>
<td>$0.96\ (0.84 – 1.07)^*$</td>
<td>$0.58\ (0.52 – 0.64)^*$</td>
</tr>
</tbody>
</table>

*Non-normal

Sub-group analysis

Subgroup analysis was conducted in 99 subjects with fractures which occurred up to 16 years after baseline. There were 50 cases and 49 controls in the subgroup, the results are depicted in Figure 4.5

The logistic regression produced the best prediction of the four models with a statistically significant AUC of 0.66 (0.56-0.76). In the logistic regression, BMI was a statistically significant risk factor, though the overall model fit was still not statistically significant, with the chi square being 9.4 ($p=0.30$). A summary of these results is shown in Table 4.8.
Figure 4.5: Comparison of ROC Curves in NHS subgroup of fracture up to 16 years from baseline

Table 4.8: AUC values for the NHS subgroup of fracture up to 16 years from baseline.

<table>
<thead>
<tr>
<th>Method</th>
<th>AUC</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>QFracture</td>
<td>0.55 (0.45 – 0.65)</td>
<td>0.371</td>
</tr>
<tr>
<td>FRAX</td>
<td>0.58 (0.47-0.68)</td>
<td>0.16</td>
</tr>
<tr>
<td>Logistic regression</td>
<td>0.66 (0.56 – 0.76)</td>
<td>0.0025*</td>
</tr>
<tr>
<td>BMI</td>
<td>0.62 (0.52 – 0.72)</td>
<td>0.029*</td>
</tr>
</tbody>
</table>
All the models increased in AUC compared with the full group analysis. Pairwise analysis showed than none of the prognostic models were significantly superior to the others.

4.5 DISCUSSION

Introduction

Online risk calculators like FRAX and QFractureScores are becoming increasingly important for ascertaining absolute risk of fracture. These calculators take significantly different approaches to calculating absolute fracture risk. The QFractureScores based on a UK population uses a more detailed set of inputs and aims to provide a more accurate result based on the additional information provided when compared with FRAX.

Regression model development

The inclusion of non-statistically significant risk factors in a regression model has been debated in the literature (Steyerberg et al., 2010). Steyerberg came out in support of its use and non-significant risk factors have been included in the developed regression model for these reasons. This would suggest that both BMI and smoking are relevant factors in long-term fracture risk. The advantage of Steyerberg’s approach is that more risk factors are included which makes for a more clinically relevant model from a clinicians viewpoint and a model can be supported by the general body of literature; the downside is that the model is likely to be more vulnerable when used in a different population due to the number of variables in the model.

Predictive performance, AUC

The comparison made in this study provides evidence that the use of these risk calculators in new patient groups can lead to a reduction in performance compared with the level of
performance seen in the training and test cohorts used to develop the algorithms. In this study, the regression model specifically developed was found to be significantly better than either FRAX or QFracture. Additionally, neither FRAX nor QFractureScores offered significantly more information than BMI alone. The approach of combining risk factors appears to be valid in principle based on the superior performance of the regression model over the use of single risk factors. The regression model has effectively combined a number of risk factors to produce a prediction model with significantly better accuracy than that which is offered by either FRAX or QFractureScores. In sub-group analysis, this ultimately led to a statistically significant result being observed.

Other studies evaluating FRAX in national cohorts have reported similar findings. A recent Japanese study evaluating the local version of FRAX found that a logistic regression model of age, body weight and BMD produced similar AUC prediction rates to FRAX, 0.71 and 0.69 respectively (Tamaki et al., 2011). The near significance of BMI (p=0.057) in this study would suggest that the Nurses’ Health Study confirms the finding that BMI is a very important factor in fracture risk and one that outweighs many of the other incorporated factors. These AUCs in the Japanese study are better than those observed in the Nurses’ Health Study data. It is reasonable to assume that the presence of BMD data in the FRAX calculations was an important factor in its superior performance.

The original QFractureScores paper reported an AUC for hip fracture in the test set of 89%; the results achieved in this study do not come close to this level of performance (Hippisley-Cox and Coupland, 2009). Additionally, in the previous study conducted among UK/Irish subjects, FRAX produced higher AUCs than QFracture. This may indicate that the country of origin is influential in the performance of the calculators.

**Observed vs actual fracture rates**

The Hippisley-Cox paper observed that the FRAX algorithm tended to overestimate fracture risk compared with their approach. The results presented here confirm this finding. QFractureScores was found to produce lower percentage risks than FRAX and were more in line with the actual results in the cohort.
A recent CaMOS cohort-based paper observed good correlations between the observed fracture rate in women and the predicted fracture rate, namely 12% (11.0%-12.9%) observed and 10.8% predicted (Fraser et al., 2011).

The Tamaki study in Japan evaluating the local version of FRAX found that both predicted hip fracture and major osteoporotic event rates were not significantly different from observed rates and, therefore, had clinical utility.

In the QFractureScores and FRAX results, we observed significantly correlated mean predictions of fracture rate, 0.58% and 0.96% respectively. The QFractureScores figures are more in line with the actual fracture rate of 0.67% observed over the duration of the follow-up, which was 20 years rather than the expected 10 years in the cohorts used to develop the models. Over a 10-year time frame, QFractureScores appear to provide a more accurate prediction of the results in this cohort. They may be due to the larger number of younger women available in their study data.

Statistically significant AUCs may have been achieved with a larger sample size, but sub 60% values for all the results, excluding the regression model, would have limited clinical utility on their own.

**Applicability of nested case-control approach**

The 164 samples used in this study were nested case-control samples from a large cohort of samples in the Nurses’ Health Study. Recent work in the diagnostic area has shown the applicability of using nested case-control approaches to estimate the diagnostic performance of tests in the wider population (Biesheuvel et al., 2008). This study showed similar results for nested case-control approaches and the full cohort with differences in confidence intervals between the different designs. The variability decreased with increasing sample size. Increasing the sample size in a follow-up study in the Nurses’ Health Study cohort might, therefore, result in FRAX and QFractureScores providing statistically significant results.
Sub-group analysis

All the prognostic models improved with the reduction in time frame used in sub-group analysis. In particular, BMI and the logistic regression model improved sufficiently to achieve statistically significant AUCs. The improvement in FRAX and QFractureScores performance was smaller, but FRAX now became a superior predictor to QFracture. Once again, the logistic regression model provided superior performance over BMI alone, but not significantly. This may be because the factors explained in the models are more influential in fractures over a shorter follow-up period.

Study limitations

The data collected in the NHS at baseline was decided before the major clinical studies that led to the development of FRAX and QFractureScores were carried out. This means that a number of relevant risk factors were not collected at baseline, which limits the ability to draw conclusions on the absolute performance of these prediction models based on this study. Data on steroid use were also collected in the study, but later on in the study, and the majority of fractures occurred prior to the collection of this data. Only three cases and one control reported steroid use before hip fracture, it has therefore been assumed that steroid use occurred at baseline. Data on rheumatoid arthritis status was also collected, but only 10% of the data was confirmed resulting in only four cases of rheumatoid arthritis being confirmed, which was too few to enable the data to be included. No DXA data was available for the cohort due to the era when it was collected; few DXA machines were available in the US, thus limiting the overall performance of FRAX in this study.

Other limitations in this study were the number of subjects available for analysis. The case-control approach utilised yields odds ratios, which have been assumed to provide similar results to relative risks. It is appropriate to consider odds ratios to be equivalent to relative risks due to the rare nature of the events under investigation (Steyerberg et al., 2010). This approach and has become a standard tool for the analysis of case-control data within a cohort context.
The underlying equations used in the FRAX model are unknown. While the data for the QFractureScores and regression model were available, it was not possible to make a direct comparison of the influence of the risk factors between the three models.

Conclusions

This study indicates that FRAX and QFractureScores are not unequivocally superior to the use of a more limited number of risk factors. Their performance appears to decline in new populations compared with published performance values (Hippisley-Cox and Coupland, 2009) but this may be due to the limited data available from the Nurses’ Health Study. The performance of the prognostic models in the Nurses’ Health Study may have been influenced by the relative youth of the subjects and the length of the follow-up times. The average age of these women was 57; in FRAX, the majority of the studies evaluated comprised women in their 60s and 70s with shorter follow-up times. The improved performance in subgroup analysis shows the challenges of making long term (>10 year predictions) using questionnaire-based risk factors alone. It was only when the time to fracture limit was reduced that some of the prognostic models achieved statistical significance. The nested case-control approach is valid for the comparison of prognostic measures in a cohort study and can provide insights into the relative cost-effective performance of prognostic models. The study also confirms the finding that QFractureScores does not offer significantly superior performance over FRAX based on the additional data included in the QFractureScores model, as observed in Chapter 3, and can be considered to offer similar results.

It is possible to conclude that tools which are developed in other populations perform less well than logistic regression specifically developed and performed on the population of interest, and may perform less well than individual markers.
Chapter 5: Advanced and novel methods for evaluating biomarker added prognostic performance in the Nurses’ Health Study

5.1 ABSTRACT

Introduction: This chapter analyses the performance of a test based on Raman spectroscopy of nail samples to significantly add to the performance of clinical risk factors for osteoporotic fracture. Previous analytic work explored the performance of the biomarker using logistic regression, but this does not take time into consideration. Additionally, new work on alternative approaches to AUC for evaluating prognostic performance offered the opportunity for an alternative assessment of the performance of the new biomarker.

Methods: Data from the Nurses’ Health Study and an analysis of the nail samples was used to conduct Kaplan-Meier and Cox’s proportional hazard analysis. This compared the nail test alone, CRFs alone and the two in combination. Reclassification analysis was conducted to assess the improvement over CRFs introduced by the BQT.

Results: Body Mass Index as a risk factor was statistically significant using Kaplan-Meier analysis (p=0.049), while two other clinical risk factors, alcohol and use of hormone replacement therapy (HRTUSE) were not statistically significant. The nail test was a statistically significant predictor (p=0.018). The BQT hazard ratio (HR) of 3.2 is higher than the odds ratio of 1.59 for hip fracture found for using logistic regression. A CRF-only Cox model was statistically significant (p=0.012), while a combined CRFs and BQT model was also statistically significant (p=0.008). The Cook method showed that using the BQT model led to the reclassification of 24% of subjects. Using the Pepe method, an NRI of 12.1% was observed, compared with an AUC improvement between CRFs alone and BQT + CRFs of 8%. The improvement in NRI was not statistically significant (p=0.07).

Conclusions: Time is a significant factor in the prediction of fracture risk and the performance of the BQT benefits from the consideration of time as a measure. The introduction of new classification methods like NRI and IDI provide additional performance information over measures like AUC.
5.2 INTRODUCTION

This chapter analyses the performance of the BQT biomarker based on the Raman spectroscopy of nail samples and its ability to add significantly to the existing clinical risk factors available. It used a number of traditional and novel statistical methodologies, which may yield more information than considering fracture as a binary event without time as a factor or accounting for censored data.

The initial work (Chapter 2) evaluated the performance of the clinical risk factors and the BQT using binary logistic regression, which does not take time-based factors into consideration. Additional analysis using Kaplan-Meier and Cox’s proportional hazards techniques could provide more information on whether considering time and censored data increases predictive performance in terms of time-to-fracture, as defined by avoiding a hip fracture rather than death. The clinical data available from the NHS includes time to fracture data, which can be used to demonstrate additional discrimination using these advanced statistical techniques.

There has been increased recognition in the academic literature in recent years that there is a need for additional measures to assess the performance of different prognostic risk factors and multivariate models beyond what is offered by the ROC curve. This is because the ROC curve has been observed to perform poorly as a measure of diagnostic performance in population-based cohorts in which the disease has a low prevalence (Cook, 2007). This is the situation in osteoporotic hip fractures where the prevalence is low, but the consequences for health are very serious. Additionally, some work by Keller et al. indicated that there are limitations in the use of the ROC curve when the clinical utility of the test is being taken into consideration (Keller et al., 2005). McClish also identified issues related to the ROC curve and suggested solutions to improve the clinical utility of the ROC curve by analysing a portion of the ROC curve (Katzman McClish, 1989). He criticises the full area under the ROC curve approach for equally weighting false-positive rates. His concern is that it may not reflect the clinical outcomes in a number of conditions.

Both papers identify issues with the analysis of the entire ROC curve to assess diagnostic performance, the primary one being that it is not representative of a number of clinical situations. The two papers propose methods to enable the analysis of portions of the ROC curve which help address the issue.
Nancy Cook of Harvard University has led the way by developing diagnostic measures that look beyond the ROC curve in recent years. In a landmark paper in 2007, she observed the following issue with the ROC curve: “a model which that assigns all cases a value of 0.52 and all controls a value of 0.51 would have perfect discrimination, although the probabilities it assigns may not be helpful. The actual predicted probabilities do matter, however, in clinical risk prediction models such as those commonly used for the assessment of global cardiovascular risk these factors are not considered” (Cook, 2007).

A number of researchers are now addressing this issue, including Cook, Pencina and Steyerberg. They are developing tools to move beyond whether a new prognostic test offers good discrimination as evaluated by the AUC and the other traditional factors, the Hosmer-Lemeshow test, Brier Score and Nagelkerke $R^2$ test.

The traditional measures evaluate the following in logistic models:

- Is the model well-calibrated to actual percentage outcomes? (Hosmer-Lemeshow test). Large chi-square values and significant p-values indicate poor fit.
- Is the model accurate on an individual basis based on the boundary outcomes from a particular cut-off? (Brier Score)
- What is the level of explained variability (Nagelkerke $R^2$ test)? Values in excess of 30% are preferred for a viable model.

Cook has noted that the addition of risk factors into prognostic models can result in small changes in AUC, which do not reflect the changes in risk category that result from the new information (Cook, 2008). She notes that many new biomarkers may have clinical relevant ORs (between 1.5 and 2.0) but which will have only a modest impact on the ROC curves. New reclassification metrics are able to address the weaknesses of these measures in terms of perfect discrimination using ROC curves. These authors argue that these measures are more important to prognostic models than the traditional ROC curve and c-statistic. These measures have been used to explore the performance of cardiac markers, but have only just started to be used to assess osteoporosis risk factors (Chan et al., 2011).
5.2.1 The new measures

Cook developed the reclassification table measure by using a set cut-off value to assess whether a patient is at high, medium or low risk. These cut-offs are required for a prognostic model to have clinical utility based on its projected event rate. The table compares the numbers classified into each risk category before and after the addition of the new predictive factor into the prognostic model (Cook, 2008).

Pepe et al. (Pepe et al., 2008) proposed a method based on comparing the number above and below treatment thresholds based on whether they are a case or non-case.

Pencina advanced the concept by considering the impact of the direction of the movement. Upward movement is considered positively in patients who had the outcome under investigation, and downward movement negatively; this can be summarised in a net reclassification index, or NRI measure (Pencina et al., 2008). The authors also proposed a measure which integrates all the probability values, known as the Integrated Discrimination Improvement (IDI) measure. The advantage of the IDI measure is that it is independent of any cut-offs and, therefore, avoids any biasness that might arise from the cut-off.

The reclassification methods described are used in the following papers to evaluate prognostic models based on the addition of new markers (Steyerberg et al., 2010; Cook, 2007; Cook, 2008; Cook, 2010). One clear advantage of these approaches is the introduction of time-to-event information, which is lacking in the traditional AUC measure.

An important factor is how the percentage risk of fracture is selected. New decision curve analysis tools are also being proposed in the literature (Vickers and Elkin, 2006) to address this question.

5.2.2 The potential impact of these new measures in osteoporosis

These measures are spreading beyond their original application in cardiovascular risk markers to other disease areas. One example of these methods being used on clinical data from an osteoporosis study (Donaldson et al., 2011) is where they conclude these methods provide additional information over the c-statistic alone.

In order to assess the potential impact of these new reclassification approaches in the field of osteoporotic fracture prevention; a relevant reclassification level based on decision analysis is
required. The national organisations responsible for osteoporosis treatment guidelines have provided percentage risks above which intervention should be considered. In the US, the National Osteoporosis Foundation recommends action when the 10-year hip fracture risk exceeds 3%. In the UK, the National Osteoporosis Guideline Group (NOGG) has proposed a different approach, which links the relevant percentage risk of fracture for treatment to the age of the subject.

This study will build on the original binary logistic regression work developed in the NHS to create advanced models using Kaplan-Meier and Cox’s PH approaches. The performance of the logistic regression and Cox’s PH prediction model will be compared using the novel evaluation methods, using a risk factor alone and risk factor + nail Raman model and then evaluated.

5.3 METHODS

5.3.1 Nurses’ Health Study

Data collected as part of a nested control study from the Nurses’ Health Study cohort, the characteristics of which have been previously described, were used. As a retrospective case control study, the 82 age-matched controls would be censored in any time –to-fracture analysis, leaving 82 events to be analysed.

5.3.2 Models developed

*Kaplan-Meier Analysis*

Initially, Kaplan-Meier analysis was used to assess the following risk factors based on a predetermined cut-off to separate the events into two groups. The cut-offs selected are detailed below:

- Nail Raman, BQT Score (Cut-off > 0.5)
- BMI (Cut-off >25): To assess BMI as a risk factor, a cut-off was set at BMI >25 compared with BMI < 25
• Alcohol consumption in 1980: A threshold of 24 grams of alcohol per day was used to separate the groups for the Kaplan-Meier analysis initially; additionally, the results were evaluated for any alcohol consumption

• HRTUSE: HRTUSE was evaluated based on “any use” and “no use” as the two groups.

**Binary Logistic Regression Predictive model**

Predictive values for each subject were generated using backward unconditional binary logistic regression for both models, one with CRFs alone and one with CRFs and Nail. The performance of the CRFs in the prediction model was weak, therefore the cut-off for inclusion into the model was raised to p=0.1 from the standard p=0.05 to enable more variables to be included in the final predictive model. These values were converted from relative risks into estimates of absolute risks by using the prevalence rate in the full cohort, which was 2.8% and the probability generated by SPSS using the equation, odds ratio = 1/(1-p).

**Cox’s PH model**

A Cox’s proportional hazards model was developed based on month of fracture post baseline data collection, which was available from the NHS dataset.

**Statistical analysis**

Logrank analysis was used to provide probability, ROC curve, Chi-squared and R² Nagelkerke values. SPSS v18 was used to calculate all results.

**Treatment Thresholds for Reclassification**

To evaluate the reclassification methodologies, we used the National Osteoporosis Foundation (USA) treatment guidelines. These recommend treatment when a subject has a hip fracture risk in excess of 3% since the data was derived from a US population.

**Reclassification Methods**

In order to evaluate the effect of reclassification, a number of comparisons were made:
a) CRFs + BQT vs CRFs alone in Binary Logistic regression model: Cook Method (Cook, 2008)

b) CRFs + BQT vs CRFs alone in Binary Logistic regression model: Pepe Method (Pepe et al., 2008).

Binary logistic regression was used to develop the predictive values used in the NRI and IDI calculations. The NRI and IDI were calculated based on a comparison of CRFs alone and CRFs in combination with the BQT to assess the additional performance provided by the addition of the biomarker. No single function is available in the established statistical packages at this time to evaluate the NRI and IDI, so they must be calculated in a number of steps manually.

A reclassification table was then constructed based on a cut-off of 0% up to 3% absolute risk of fracture over the study period, and over 3% risk for high-risk patients, creating two groups. The approach used to calculate the NRI was, as Cook states, that “The NRI is the difference in proportions moving up and down among cases vs controls, or NRI = [Pr(up | case) – Pr(down | case)] – [Pr(up | control) – Pr(down | control)].” The p-value was calculated from the test-statistic; this was calculated by dividing the NRI by its standard error. The standard error was calculated using the following equation:

\[ \text{SQRT} \left( \frac{\text{Pr( up | case)} + \text{Pr( down | case)}}{\text{#cases}} + \frac{\text{Pr( up | control)} + \text{Pr( down | control)}}{\text{#controls}} \right) \]

Pr( up | case) represents the number of cases which move up in classification when the new marker is added.

Pr( down | case) represents the number of cases which down up in classification when the new marker is added.

Pr( up | control) represents the number of controls which move up in classification when the new marker is added.

Pr( down | control) represents the number of controls which down up in classification when the new marker is added.
#case represents the overall number of cases, and #controls represents the overall number of controls.

The IDI was calculated from the mean values of the probabilities of the two models, and is the difference in the estimated probabilities between the two models for cases and controls. In order to assess whether it was statistically significant, the standardised IDI was established by scaling the IDI by its standard error (SD of the mean). A table containing the difference in probabilities for each subject was created and compared against the outcome fracture to establish the standard error of the mean. Using the standard errors for cases and controls, the pooled estimate was calculated by squaring the value for each, adding them together and taking the square root. This pooled estimate was compared with the z-distribution in SPSS to obtain the 2-sided p-value. Relative IDI was calculated by dividing the estimated probabilities and subtracting 1; this allows the IDI to be expressed as a percentage.
5.4 RESULTS

5.4.1 Traditional Measures: Logistic Regression Model

In order to assess the performance of the logistic regression model its calibration and goodness-of-fit were assessed. The Hosmer-Lemeshow results for calibration assessment were a chi-square of 2.76, p = 0.948, while the Nagelkerke $R^2$ goodness-of-fit score was 11% for a model containing all the CRFs and the nail Raman score.

5.4.2 Kaplan-Meier analysis of the cohort

Overall, there were 82 events which occurred over the time period, as shown in Figure 5.1. The Kaplan-Meier function allows the rate at which events have occurred to be seen visually.

![Survival Function](image)

**Figure 5.1: Kaplan-Meier Curve for the 82 events and 82 censored events**

**BMI Clinical Risk factor Time to event analysis**

There were 27 events in women with a BMI over 25 out of a total of 63 women 57.1%. There were 55 events out of a total of 101 women with a BMI under 25, a percentage of 45.5%. The median time-to-fracture period for the women with a BMI over 25 was 228 months, 95% CI (217-238). For women with a BMI under 25, the median was 205 months (183-226). The logrank test had a chi-square of 3.874, which was statistically significant (p=0.049). Table 5.1 describes how the data was processed, the majority of censored subjects were in the
control group. Figure 5.2 depicts how the fracture events occurred over the time period. It can be seen that the cases represented by “1” have events more rapidly than the controls.

### Table 5.1: BMI Case Summary for Kaplan-Meier Analysis

<table>
<thead>
<tr>
<th></th>
<th>Total N</th>
<th>N of Events</th>
<th>Censored</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>.00</td>
<td>63</td>
<td>27</td>
<td>36</td>
<td>57.1%</td>
</tr>
<tr>
<td>1.00</td>
<td>101</td>
<td>55</td>
<td>46</td>
<td>45.5%</td>
</tr>
<tr>
<td>Overall</td>
<td>164</td>
<td>82</td>
<td>82</td>
<td>50.0%</td>
</tr>
</tbody>
</table>

**Figure 5.2: Event timing for those above and below a BMI of 25**
Alcohol risk factor: Time to event analysis

Alcohol (> 24 grams per day) yielded only five events. The case processing summary shown in Table 5.2 shows that the majority of events occurred in those with consumption lower than the cut-off.

Table 5.2: Case summary for alcohol consumption (>24 grams)

<table>
<thead>
<tr>
<th>alcoholbinary</th>
<th>Total N</th>
<th>N of Events</th>
<th>Censored</th>
<th>N</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>.00</td>
<td>153</td>
<td>77</td>
<td></td>
<td>76</td>
<td>49.7%</td>
</tr>
<tr>
<td>1.00</td>
<td>11</td>
<td>5</td>
<td></td>
<td>6</td>
<td>54.5%</td>
</tr>
<tr>
<td>Overall</td>
<td>164</td>
<td>82</td>
<td></td>
<td>82</td>
<td>50.0%</td>
</tr>
</tbody>
</table>

The effect of no alcohol use was also investigated, the results are shown in Table 5.3. There were 78 women who drank no alcohol and had 39 events (an incidence rate of 50%), while there were 86 women who drank any alcohol and had 43 events (an incidence rate of 50%).

Table 5.3: Case summary for Kaplan-Meier analysis of subject divided by Alcohol (any use) and no alcohol consumption

<table>
<thead>
<tr>
<th>alcoholbinarytyt</th>
<th>Total N</th>
<th>N of Events</th>
<th>Censored</th>
<th>N</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>.00</td>
<td>78</td>
<td>39</td>
<td></td>
<td>39</td>
<td>50.0%</td>
</tr>
<tr>
<td>1.00</td>
<td>86</td>
<td>43</td>
<td></td>
<td>43</td>
<td>50.0%</td>
</tr>
<tr>
<td>Overall</td>
<td>164</td>
<td>82</td>
<td></td>
<td>82</td>
<td>50.0%</td>
</tr>
</tbody>
</table>

The median time-to-fracture period for women who had no alcohol was 219 months 95%CI (197-240), while for women who drank alcohol it was 214 months 95%CI (198-229). The logrank test yielded a Chi-Square of 0.535, which was not statistically significant (p=0.465).
**Age: Clinical risk factor: Time to event analysis**

Age at baseline was evaluated as a risk factor based on being 58 years of age or over and under 58. No significant difference between the two groups was observed based on the logrank test (p=0.61).

**Use of HRT: Time to event analysis**

There were 40 subjects who used HRT within the group with 17 events, an incidence level of 42.5%. The median time-to-fracture period was 209 months 95%CI (191-226) was non-users, and 221 months 95%CI (212-229) for users, this is depicted graphically in figure 5.3. The logrank test provided a Chi-Square of 3.48 and a borderline significant result, (p=0.062).

![Survival Functions](image)

**Figure 5.3:** Time to Fracture based on dividing the study group based on HRT use
BQT Raman Score: Time to event analysis

Only 163 subjects were analysed because one subject did not have Raman data available. A cut-off was selected at 0.5, where scores could lie anywhere between 0.0 and 1.0. This led to a total of 63 subjects in the low risk group and 23 events, and 100 subjects in the high risk group and 59 events. The median time-to-fracture period in the low risk group was 228 months 95%CI (220-235) and 195 months in the high risk group (175-215) as shown in figure 5.4. The logrank test provided a Chi-Square test of 5.569 (p=0.018).

Figure 5.4: Time to fracture based on dividing the study group by Raman score

5.4.3 Cox’s proportional hazards

Model 1: All Clinical Risk Factors

An analysis using all clinical risk factors, including the full dataset, was carried out. Using a backward conditional logistic regression analysis for model development, a Chi-Square of 8.78 was achieved, which was statistically significant (p=0.012). BMI (p=0.045) and HRT (p=0.029) were statistically significant and both offered a protective effect with increase shown by the hazard ratio. BMI yielded a HR of 0.959 95%CI (0.92-0.99) and HRT use yielded a HR of 0.91 95%CI (0.984-0.999). The hazard function is shown graphically in figure 5.5.
Figure 5.5: Hazard Function: Cox’s model clinical risk factors in the NHS group

Model 2: BQT score + CRFs

Using a backward conditional logistic regression approach, a Chi-Square of 11.96 was achieved which was significant (p=0.008). BMI (p=0.022), HRT use (p=0.028) and Raman score (p = 0.042) were statistically significant. The Hazard Ratios were BMI: 0.948 (0.905-0.992), HRT use: 0.991 (0.983-0.999), Raman Score: 3.2 (1.043-9.95). The hazard function for the complete Cox model is shown in figure 5.6. Table 5.4 describes the associated chi-square and p-values for each component of the Cox model.

Figure 5.6: Hazard Function: Cox’s model clinical risk factors
Table 5.4: Chi-Square and p-values for each function of the Cox model

<table>
<thead>
<tr>
<th></th>
<th>Chi-Square</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>BMI</td>
<td>3.874</td>
<td>0.049</td>
</tr>
<tr>
<td>Alcohol (any use)</td>
<td>0.535</td>
<td>0.465</td>
</tr>
<tr>
<td>HRT Use</td>
<td>3.48</td>
<td>0.062</td>
</tr>
<tr>
<td>Raman Score</td>
<td>5.57</td>
<td>0.018</td>
</tr>
<tr>
<td>All CRFs</td>
<td>8.78</td>
<td>0.012</td>
</tr>
<tr>
<td>BQT Score + CRFs</td>
<td>11.96</td>
<td>0.008</td>
</tr>
</tbody>
</table>

5.4.4 Reclassification methods

Binary Logistic Regression Model

The reclassification models were developed using absolute risks for each subject developed in models. These were created in the original Nurses’ Health Study work and detailed in a previous chapter. Table 5.5 describes the Cook method, the numbers in BOLD and underlined represent the number of subjects who have been reclassified as a result of the addition of BQT to the CRF model. Table 5.6 depicts the Pepe method, again, the numbers in BOLD and underlined represent the number of subjects who have been reclassified by the addition of BQT to the CRF model. The Pepe method provides more information because it considers whether a subject is a case or not and therefore allows different values of outcome to be attached to the cases and controls.
Table 5.5: Cook Method

<table>
<thead>
<tr>
<th>CRFs + BQT</th>
<th>% Reclassified</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRFs</td>
<td>0–3%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CRFs</th>
<th>0–3%</th>
<th>&gt;3%</th>
</tr>
</thead>
<tbody>
<tr>
<td>No of subjects</td>
<td>68</td>
<td>26</td>
</tr>
<tr>
<td>% classified by CRFs + BQT</td>
<td>72%</td>
<td>28%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CRFs</th>
<th>0–3%</th>
<th>&gt;3%</th>
</tr>
</thead>
<tbody>
<tr>
<td>No of subjects</td>
<td>16</td>
<td>51</td>
</tr>
<tr>
<td>% classified by CRFs + BQT</td>
<td>24%</td>
<td>76%</td>
</tr>
</tbody>
</table>

Table 5.6: Pepe Method

<table>
<thead>
<tr>
<th>CRFs + BQT</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cases</td>
</tr>
<tr>
<td></td>
<td>0–3%</td>
</tr>
<tr>
<td>CRFs</td>
<td></td>
</tr>
<tr>
<td>0-3%</td>
<td>23</td>
</tr>
<tr>
<td>&gt;3%</td>
<td>7</td>
</tr>
<tr>
<td>Total</td>
<td>30</td>
</tr>
</tbody>
</table>

Net Reclassification Index

The Net Reclassification Index (NRI) which provides a percentage value for the benefit provided by the addition of the BQT is calculated by subtracting the number of incorrectly reclassified cases from the number of correctly reclassified cases and the number of misclassified reclassified non-cases from the number of correctly reclassified non-cases. Using the standard error and the Z-statistic a p-value can also be assigned. The standard error (standard deviation of the mean) is calculated separately for cases and controls and then one is subtracted from the other. The p-value can be calculated from the z-statistic in SPSS.

\[
NRI = \frac{(17/82-7/82) – (9/80-9/80)}{12.1\%}
\]
**Calculating the p-value for the NRI**

Standard Error = 0.07998

\[ Z \text{ statistic} = \frac{0.121}{0.07998} = 1.512 \]

\[ P = 0.07 \]

**Integrated Discrimination Improvement**

The IDI is calculated using the difference in risk probabilities rather than categories. The average risk of new model cases is subtracted from the average probability of old model cases. This value is then subtracted from the difference in the average probability of new model controls and old model controls. A p-value can be calculated for the IDI by using the following steps; the standard error (standard deviation of the mean) is calculated using SPSS and a standardised IDI is calculated by dividing the IDI by the standard error. This p-value can be calculated by comparing the standardised IDI result with the z-distribution in SPSS.

\[ \text{IDI} = (\text{av prob new model cases} - \text{av prob old model cases}) - (\text{av prob new model control} - \text{av prob old model controls}) \]

\[ = (0.049 - 0.044) - (0.027 - 0.028) = 0.005 + 0.001 = 0.006 \]

**Calculating the p-value**

Standard Error = 0.02613

Standardised IDI = 0.006/0.02613 = 0.2296

\[ \text{P-value} = 0.41 \]

Relative IDI = \(\frac{(\text{av prob new model cases} - \text{av prob old model cases})}{(\text{av prob new model control} - \text{av prob old model controls}) - 1}\)

\[ = \frac{(0.049 - 0.044)}{(0.027 - 0.028)} - 1 = 4\% \]

**Reclassification Results Summary**

The Cook method showed that using the BQT model led to the reclassification of 24% of subjects. Using the Pepe method, a NRI of 12.1% was observed, compared with an AUC improvement between CRFs alone and BQT + CRFs of 8%. The improvement in NRI and
IDI were not statistically significant (p=0.07) and 0.39 respectively. Table 5.7 provides a summary of the NRI, IDI, Relative IDI and AUC improvement which results from the addition of BQT to the CRF model.

**Table 5.7: Results summary of the improvement gain from adding BQT to the CRF model.**

<table>
<thead>
<tr>
<th></th>
<th>NRI</th>
<th>IDI</th>
<th>Relative IDI</th>
<th>AUC Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>12.1% (p=0.07)</td>
<td>0.006 (p=0.39)</td>
<td>4%</td>
<td>8% (p=0.002)</td>
</tr>
</tbody>
</table>

5.5 DISCUSSION

5.5.1 Traditional measures

The traditional measures provide information on the statistical validity of the models, but have limited value as clinical utility evaluation tools. The results using the Hosmer-Lemeshow test show that the model incorporating all clinical risk factors was a good fit, but that the model only explained a limited amount of the variability based on the Nagelkerke $R^2$ result. These results conflict each other in terms of the overall performance of the model, but the Hosmer-Lemeshow test could be considered more relevant based on knowledge of the performance of the test using other evaluation measures.

5.5.2 Kaplan-Meier analysis

High BMI was shown to have a statistically significant protective effect compared with low BMI, which is consistent with the results seen in other studies of BMI in osteoporotic fracture (LaFleur *et al.*, 2008). The reduction in time to fracture of more than a year may be shown to have a health economic, as well as a quality of life, impact in a study which considers these factors.

The results for alcohol consumption, whether limited at the FRAX mandated cut-off or assuming no alcohol consumption at all, did not result in a statistically significant result; this
is despite the fact that it is a risk factor strong enough to justify inclusion in the FRAX risk assessment tool (Kanis et al., 2009). The reasons for the discrepancy are unclear, but possibly the large number of people who drink no alcohol in the investigated population could be a factor.

HRT use has been shown to be protective with a borderline significant result. This is consistent with work done in the UK by Hippsley-Cox (Hippsley-Cox and Coupland, 2009).

The performance of the BQT score based on a cut-off was very good, being \( p=0.018 \), the best of any of the risk factors assessed. This is concurrent with the logistic regression analysis, which had a \( p \)-value of 0.004 and also shows that the BQT score has a time-based factor in its predictive ability.

The introduction of time has strengthened the statistical power of the study, with significant results for a number of risk factors. This widened the understanding of the predictive ability of the BQT to include time-to-fracture as a factor which can be evaluated.

### 5.5.3 Cox’s Proportional Hazards analysis

Using Cox’s proportional hazards analysis has changed the variables selected as significant in the model and has improved the model’s predictive power compared with the results achieved with conditional logistic regression previously developed. The HR of 3.2 for the BQT score would indicate that the biomarker is a strong risk factor for fracture risk when time is considered, compared with the odds ratio of 1.59 observed in the logistic regression. Another osteoporosis study in women of this age range has shown HRs of between 1.61 and 2.25 for ultrasound and DXA to predict hip fracture up to 10 years in advance (Stewart et al., 2006).

The proportional hazards model with the BQT score included performed better than the model without it, with a Chi-squared 11.96 vs 8.78.

The BQT HR of 3.2 is higher than the odds ratio of 1.59 (95% CI 1.15-2.21) for hip fracture found for the nail Raman score using logistic regression. This suggests that time is a useful factor in the prediction of fracture risk, when possible hazard ratios should be used for analysis.
A limitation of this study was the use of age-matched case-control data, meaning that age could not be evaluated as a risk factor in this study.

This study shows that, whenever possible, time-based data should be used to analyse a prognostic indicator because time-to-event can significantly improve the predictive power of a model.

5.5.4 Reclassification Methods

Reclassification methods were used to evaluate whether the NRI would demonstrate an improvement in the performance of the marker when the BQT is added to the predictive logistic regression model. The increase in NRI (12.1%) when the BQT was added into the binary logistic model shows that the BQT had a positive impact on classification of at-risk patients. This value was, however, not significant but could potentially become significant with a larger sample size. The increase in NRI was larger than the increase in AUC, which was an increase of 8%, from 66% to 72%. Pencina et al. have stated that the p-values in NRI assessments are of limited value and that the magnitude of the improvement in the context of the clinical environment is of more significance. On this basis, more work is required to evaluate the importance of the NRI in the context of the clinical need and cost considerations. They proposed a weighted NRI approach to consider cost considerations (Pencina et al., 2011).

The IDI was 0.006 and not statistically significant. This indicates that the improvement brought by BQT was not a statistically significant addition based on this measure. The IDI values are difficult to understand in their raw format. The relative IDI values provide a clearer value, which can be related to other measures of added predictive ability. The AUC increase was larger than the relative IDI increase of 4%.

At this time, methods to calculate NRI and IDI for Cox’s proportional hazards models with censored data are in the process of development (Pencina et al., 2011; Steyerberg and Pencina, 2010). The challenge with applying the current methods to censored data is that all subjects are assumed to be present for the entire duration of the study, which is incorrect in time-to-fracture analysis.
When these new methods are developed fully it will be interesting to evaluate the performance of the Cox’s models with and without BQT data and also with the logistic regression models to enhance classification.

The reclassification methods rely heavily on the selection of appropriate cut-offs by clinical experts for the test. For example, the National Osteoporosis Foundation uses a cut-off of 3%, while the UK-based National Osteoporosis Guideline Group uses an age-based approach which increases the cut-off required for treatment significantly with age. The current literature does not address the question as to whether a version of these techniques could be developed to enable optimal cut-offs to be selected for classification to maximise reclassification, or whether that would have an impact on the overall clinical utility of a test. The IDI does not rely on cut-offs and an approach which generates an IDI curve may aid the selection of cut-offs. Steyerberg et al. suggest that decision analytics tools are used (Steyerberg and Pencina, 2010).

5.6 CONCLUSIONS

Time is a significant factor in the prediction of fracture risk for the BQT measure. This has been shown both using Kaplan-Meier and Cox’s proportional hazards censored approaches.

The new reclassification methods have distinct advantages over AUC and other traditional methods because they allow increased discrimination in a manner which is clinically relevant, based on clinically-assigned cut-offs. This allows assessment of the measures in a clinical context in a way that is not practical with AUCs.

This study shows that the use of Raman spectroscopy of the nail has increased clinical utility for the prediction of fracture risk using the new reclassification measures, compared with the more established methodologies of AUC, and the other traditional measures. The results were not statistically significant, indicating that further work to improve the performance of the BQT would be beneficial.
The use of time-based data shows improved performance over non-time influenced data. This shows that the new methods demonstrate the clinical utility of BQT analysis and that prospective studies are required to fully demonstrate the performance of BQT to predict osteoporosis.

The introduction of new measures, like NRI and IDI, is the start of a process that will lead to the closer integration of statistical and clinical measures in the evaluation of new prognostic tools. The true value of the performance numbers can only be truly assessed in the context of clinical practice and costs.

Additional work to evaluate these results in the context of the health economic environment is required to assess the true clinical utility of the biomarker. This may also lead to methods which use NRI and IDI to actually help select the optimal cut-off for whether a patient should be selected for treatment.
Chapter 6: Traditional and alternative health economic measures to evaluate the cost-effectiveness of osteoporotic prognostic biomarkers

6.1. ABSTRACT

**Introduction:** When evaluating a new prognostic test, it is important to consider its impact from a health economic viewpoint by modelling its cost-effectiveness; this approach is applied in this chapter to osteoporotic biomarkers and clinical risk models. This chapter explores different screening strategies and modelling techniques using patient data from the Nurses’ Health Study and performance data from DXA, BQT and clinical risk factors (CRFs).

**Methods:** In order to explore the cost-effectiveness of DXA, BQT and CRFs relative to each other, three different evaluations were undertaken. First, a decision tree model, and then a Markov model were developed to explore their relative performance; finally, a model based on weighted NRI, a potential alternative health economic measure, was developed. Two different BQT cut-offs were evaluated to explore whether a high specificity or high sensitivity strategy was beneficial.

**Results:** BQT low cut-off strategies were consistently on the cost-effective frontier for the Markov and decision tree models. In some scenarios, sensitivity analysis showed the results were highly sensitive to PPV in the decision tree analysis. NNT to prevent a fracture was in a range between 29 and 510, depending on the treatment scenario. Weighted NRI provided an ICER of $10,975. The Markov model identified that DXA was on the cost-effective frontier and produced higher effectiveness levels than the decision tree model.

**Conclusions:** The consistency of the relative positioning of the BQT low cut-off strategy in the different model approaches show that it is the most viable strategy. The ability of the weighted NRI to consider the effects of reclassification adds another dimension to cost-effectiveness evaluation when considering incorporating new biomarkers into a prognostic model. The consideration of drug and diagnostic cost, sensitivity, specificity and predictive performance is essential when assessing the clinical usefulness of the addition of new markers into prognostic models and are useful approaches during the development of new markers.
6.2. INTRODUCTION

In order to evaluate the potential usefulness of the BQT to reduce the costs of fracture in the population, a health economic analysis is required. The National Institute of Clinical Excellence (NICE) has recently issued a Diagnostics Assessment Programme Manual to bring a consistent approach to the health economic evaluation of diagnostics (National Institute for Health and Clinical Evidence, December 2011). The tests for osteoporosis used in clinical evaluation today are either laboratory or imaging tests and they can be used for diagnosis, monitoring, screening, prognosis or a combination of these approaches. While interim outcome measures like DXA T-scores can be used to evaluate health economics, the ideal outcome measure is the clinical endpoint, namely bone fracture. A key component in establishing the characteristics of the test’s accuracy and a common feature used in health economic models is the AUC. Recently-published health economic studies mostly use odds ratio, relative risk or AUC to evaluate the economic performance of osteoporosis tests (Schwenkglenks and Lippuner, 2007). It is clear from recent work in the cardiovascular field that the limited impact of additive tests to multivariate models on AUC measures limits the ability of clinical practitioners to evaluate the cost-effectiveness of using different tests in combination. AUC measures do not take the reclassification of subjects into account (Cook, 2010). This issue has led to the proposal of a new measure of prognostic performance when new markers are added to pre-existing prognostic models: the net reclassification index (NRI) (Cook, 2007; Pencina et al., 2008). The authors of these papers state that these new measures can be used to evaluate whether an expensive new biomarker should be introduced, but the methodologies to determine this have not yet been published in detail. The Pencina et al. paper offers a methodology to evaluate cost-effectiveness, which weights the NRI based on the cost saving when a person moves up in classification compared to incurred costs when they move down in classification to the non-case arm caused by misclassification. For example, when a person no longer receives unnecessary treatment as a result of reclassification, there is a cost saving; they do not, however, offer a practical example in their paper.

This chapter evaluates the cost-effectiveness of a new prognostic test for osteoporosis. The BQT® is shown in comparison and in conjunction with established tests for the condition within the framework of the NICE guidelines using three different modelling approaches, to
assess whether clinicians would benefit from using an alternative test to current established technologies.

Work in previous chapters has established that there is a time-based component to the BQT. Cox’s proportional hazard-based analysis led to superior predictive results compared with logistic regression analysis. This time aspect was evaluated for cost-effectiveness by comparing a non-time influenced modelling approach, decision tree analysis with a time influenced approach, and Markov analysis.

6.3 METHODS

6.3.1 Nurses’ Health Study

As per the NICE guidelines, a scoping exercise was undertaken to establish the parameters of the economic evaluation study.

The BQT test was developed for screening and prognosis applications to identify women at risk of fracture who are asymptomatic. Other tests widely used for this application are DXA and CRF-based models, such as FRAX®. These additional tests were selected for inclusion in the study, while QUS was rejected for inclusion due to the similarity of the measure to DXA and its lower use in clinical practice. All tests used solely for diagnostic or monitoring applications, like blood-based tests and biopsies, were rejected. The features of the three tests, DXA, BQT® in combination with CRFs and a CRF-based model, have been described in previous chapters.

The evaluation focussed on post-menopausal women up to the age of 69. This limitation was imposed by the dataset available for evaluation, namely the Nurses’ Health Study (Feskanich et al., 2002b). This population age is considered relevant for preventative treatment in scenarios when long-term follow-up is possible (Kanis, 2007).

NICE guidelines recommend the use of quality-of-life measures as the final outcome. Since this particular study was intended to evaluate the relative prognostic performance of tests in the same clinical area, the decision was made to use fracture, the relevant clinical outcome as the measure of interest. In order to explore whether the cost-effectiveness of DXA, BQT and
CRFs, relative to each other, was influenced by the modelling methodology, three different economic evaluations were undertaken. First, a decision tree model, then a Markov model, and finally a new model based on weighted NRI, a potential alternative health economic measure. DXA screening was assumed to be the standard of care. The modelling analysis was carried out using TreeAge Pro 2011 release 2.0 (TreeAge Software, Williamstown, MA, USA).

Preventative Strategies

Data from a real cohort, the Nurses’ Health Study, was utilised in the study. A detailed description of this cohort is provided in Chapter 2.

The following screening strategies were evaluated:

- DXA based on measures derived from Kanis et al. (Kanis, 2007; Kanis et al., 2009)
- BQT + CRFs based on NHS Study with a high BQT® cut-off and fewer people treated
- BQT+CRFs based on the NHS study with a low BQT® cut-off and more people treated
- CRFs alone based on NHS study.

In this study, we considered the DXA-based approach to be the current standard of care. The alternative strategies were evaluated over the 23 years of the Nurses’ Health Study follow-up period, a long enough time horizon to ensure that a substantial number of relevant clinical events will have occurred and which exceeds the standard 10-year time horizon used in osteoporosis studies. Due to the novel nature of the BQT®, it was felt during the scoping stage that incorporating two tests with alternative cut-offs would be beneficial in order to explore the importance of sensitivity and specificity; a high cut-off was selected to maximise specificity, while a low cut-off was selected to increase sensitivity.

The modelling software was also used to evaluate whether the tests could perform better in a number of combinations. The timing of when the test was to be taken was not evaluated because the available dataset only had one collection point at study commencement. Also, the subsequent care pathway was not modified based on the diagnostic method because data was not available on potential alternative care pathways driven by diagnostic type.
**Treatment criteria**

The US NOF foundation treatment guidelines recommend treatment when a fracture risk in excess of 3% over a ten-year period exists. This criterion was used to select patients for treatment (National Osteoporosis Foundation, 2008). This value was assumed to apply over the full 23-year period of the study.

Denosumab was selected as the treatment of choice due to its best-in-class efficacy, which would offer the best impact on patients identified as high risk (Cummings SR et al., 2008).

**Cost data**

Fracture cost and long-term care costs resulting from hip fracture were derived from the Mayo Cost Data Warehouse (Gabriel et al., 2002). This study demonstrates the good data integrity associated with the dataset and it was necessary to use US cost data with clinical samples from a US study. The paper identified direct medical costs for subjects prior to hip fracture of $761 per annum; after hip fracture, the median costs went up to $11,756 for fracture cases. These figures are for 2002 and a 30% increase was included to allow for inflation over the past decade; a value of $14,293 was therefore used.

The current Medicare reimbursement for DXA-based bone densitometry is $172.88 based on the national global average for Medicare code 77080, while the cost of a physician’s visit is $97.81 based on national global average reimbursement to Medicare code 99213. These figures were taken from the CodeMap website (www.codemap.com). The cost of assessing CRFs is assumed to be the cost of a physician’s visit at $97.81 and the cost of running the BQT® is assumed to be $100 in the study.

Preventative treatment with Denosumab is assumed to cost €425 ($552) per year based on the Jonsson et al. paper (Jönsson et al., 2011). Based on treatment covering 23 years, this is a cost of $12,696, substantially more that the cost of diagnosis using DXA or the other treatment modalities.

Non-medical and indirect costs have been excluded from this model.
6.3.2 Traditional modelling methodologies

The specific methods used to develop each of the three modelling methodologies are now described.

Decision Tree Model

Parameters of the model

The hip fracture prevalence in the modelled cohort of 2.8% was derived from the Nurses’ Health Study dataset. This incidence rate used in the model was not increased as the patients aged.

Test accuracy data in terms of sensitivity and specificity have been taken from Kanis et al. for the DXA from the NHS data set for the BQT® option (Kanis, 2007; Kanis et al., 2009).

Denosumab (Prolia) is modelled as offering a risk reduction of 40% in hip fracture patients based on data in the FREEDOM trial (Cummings et al., 2009). The costs of the drug were assumed to run for all 23 years, for each subject identified for treatment, making a total cost of $12,696. The decision tree was modelled with fracture costs taken into consideration.

In the NHS treatment model developed using a logistic regression model, 50% of women were found to be above the 3% risk threshold for treatment using BQT® and CRFs combined with a low cut-off, 10% were above the risk threshold for treatment in the combined model with a high cut-off, and 37% of women were found to be above the threshold for treatment using CRFs alone. The prevalence of osteoporosis as defined by DXA in women between the ages of 60 and 69 is 22%; this figure was used to identify women for treatment in the DXA arm. The treatment thresholds used for DXA + CRFs and BQT was, therefore, different, as in the case in clinical practice.

Table 6.1 provides a summary of the costs and other parameters used in the model, the costs were derived from a number of sources as shown.
Table 6.1: Table of parameters used in base case and their ranges used in the decision tree model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Range</th>
<th>Data Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Incidence Rate</td>
<td>2.8%</td>
<td>NA</td>
<td>NHS Study</td>
</tr>
<tr>
<td>Hip Fracture Cost</td>
<td>$14,293</td>
<td>$7,146 - $28,587</td>
<td>Gabriel et al.</td>
</tr>
<tr>
<td>DXA Cost</td>
<td>$172.88</td>
<td>$86.44 - $345.76</td>
<td>Codemap.com</td>
</tr>
<tr>
<td>Physician visit cost</td>
<td>$97.81</td>
<td>$48.9 - $195.62</td>
<td>Codemap.com</td>
</tr>
<tr>
<td>BQT Cost</td>
<td>$100</td>
<td>$50 - $150</td>
<td>Assumption</td>
</tr>
<tr>
<td>Denosumab Cost</td>
<td>$12,696</td>
<td></td>
<td>Jonsson et al.</td>
</tr>
<tr>
<td>Denosumab risk reduction</td>
<td>0.60</td>
<td>0.2 – 0.8</td>
<td>Cummings et al.</td>
</tr>
<tr>
<td>DXA RR per SD</td>
<td>1.54</td>
<td>1.34 – 1.75</td>
<td>Stewart et al.</td>
</tr>
<tr>
<td>BQT + CRF RR per SD</td>
<td>2.50</td>
<td>1.69 – 3.7</td>
<td>NHS data</td>
</tr>
<tr>
<td>BQT + CRF RR per SD (High cut-off)</td>
<td>2.32</td>
<td>0.95 – 5.66</td>
<td>NHS data</td>
</tr>
<tr>
<td>CRF RR per SD</td>
<td>2.06</td>
<td>1.4 – 3.03</td>
<td>NHS data</td>
</tr>
<tr>
<td>Discount rate</td>
<td>3%</td>
<td>0 – 5%</td>
<td>Nagata-Kobayashi et al., NICE guidelines</td>
</tr>
<tr>
<td>DXA Treatment Prevalence</td>
<td>22%</td>
<td></td>
<td>Kanis et al.</td>
</tr>
<tr>
<td>BQT Treatment Prevalence</td>
<td>50%</td>
<td></td>
<td>NHS Data</td>
</tr>
<tr>
<td>CRF Treatment Prevalence</td>
<td>37%</td>
<td></td>
<td>NHS data</td>
</tr>
<tr>
<td>DXA Sensitivity</td>
<td>30%</td>
<td></td>
<td>Kanis et al.</td>
</tr>
<tr>
<td>DXA Specificity</td>
<td>80%</td>
<td></td>
<td>Kanis et al.</td>
</tr>
<tr>
<td>BQT Sensitivity</td>
<td>72%</td>
<td></td>
<td>NHS data</td>
</tr>
<tr>
<td>BQT Specificity</td>
<td>52%</td>
<td></td>
<td>NHS data</td>
</tr>
<tr>
<td>BQT Sensitivity: High cut-off</td>
<td>20.7%</td>
<td></td>
<td>NHS data</td>
</tr>
<tr>
<td>BQT Specificity: High Cut-off</td>
<td>90%</td>
<td></td>
<td>NHS data</td>
</tr>
<tr>
<td>CRF Sensitivity</td>
<td>12%</td>
<td></td>
<td>Kanis et al.</td>
</tr>
<tr>
<td>CRF Specificity</td>
<td>95%</td>
<td></td>
<td>Kanis et al.</td>
</tr>
</tbody>
</table>
Decision Tree Development

The decision tree for each strategy was developed using two branches:

1. Treat or not treat based on the threshold criteria for each diagnostic test.
2. The True Positive, False Positive, True Negative and False Negative values for each test were calculated using the following equations:

   - Treatment Arm
     - Positive Predictive Value; PPV evaluates the percentage of subjects with positive test results correctly diagnosed.
     - 1-PPV evaluates the percentage of subjects with positive test results incorrectly diagnosed.
     - \[ PPV = \frac{\text{sensitivity} \times \text{prevalence}}{\text{sensitivity} \times \text{prevalence} + (1 - \text{specificity}) \times (1 - \text{prevalence})}. \]

   - Non-Treatment Arm
     - Negative Predictive Value; NPV evaluates the percentage of subjects with negative test results correctly diagnosed.
     - 1-NPV evaluates the percentage of subjects with positive test results incorrectly diagnosed.
     - \[ NPV = \frac{\text{specificity} \times (1 - \text{prevalence})}{\text{specificity} \times (1 - \text{prevalence}) + (1 - \text{sensitivity}) \times \text{prevalence}}. \]

Table 6.2 shows the sensitivity, specificity, positive predictive values and negative predictive values for the four different diagnostic strategies, DXA, BQT with a high value cut-off, BQT with a low value cut-off and CRFs.
Table 6.2: Base case predictive value data for the four diagnostic strategies

<table>
<thead>
<tr>
<th></th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>PPV</th>
<th>NPV</th>
</tr>
</thead>
<tbody>
<tr>
<td>DXA</td>
<td>30</td>
<td>80</td>
<td>0.04</td>
<td>0.98</td>
</tr>
<tr>
<td>BQT low cut-off</td>
<td>72</td>
<td>52</td>
<td>0.04</td>
<td>0.98</td>
</tr>
<tr>
<td>BQT high cut-off</td>
<td>20</td>
<td>90</td>
<td>0.06</td>
<td>0.98</td>
</tr>
<tr>
<td>CRFs</td>
<td>12</td>
<td>95</td>
<td>0.06</td>
<td>0.97</td>
</tr>
</tbody>
</table>

**Calculation of incremental cost effectiveness ratio (ICER)**

The interventions were considered mutually exclusive, meaning that implementing one strategy will affect or prevent the implementation of other strategies. Incremental cost effectiveness ratios (ICERs) were therefore used to evaluate the results. The results were first ranked based on their costs and ICERs were then calculated. The output of this analysis allows the different approaches to be compared using marginal cost effectiveness. The cost-effectiveness measure being evaluated was intervention cost per hip fracture prevented.

**Effectiveness data**

The effectiveness of each testing methodology is measured in terms of their ability to minimise the number of fractures which occur. This can be measured using relative risk reduction (RRR), absolute risk reduction (ARR), and/or number needed to treat (NNT). The ARR was calculated according to the change in risk between high risk patients and low risk patients based on multiplying the RRR by the prevalence rate. NNT was calculated as (1/ARR).

The RRR used to evaluate the effect of the outcome was calculated based on a combination of the relative risk, drug-mitigating effect when treated, and standard deviation based on whether they were in the high risk or low risk group. The RRR was calculated by multiplying the risk of a subject in the relevant arm by their ability to reduce their risk by treatment intervention. Subjects who were not treated, therefore, did not benefit from the intervention.
A subject identified as a true positive or false negative was given a risk based on a multiple of the RR of the test and the standard risk of 2.8%. A subject who was considered to be low risk, i.e. a true negative or false positive, was given the standard risk minus the increased risk of the high risk subject, thereby modelling the level of risk in the normal population.

The following relative risks were utilised to determine the effectiveness of the intervention:

- DXA: $1.54 \ (1.34-1.75)$ per SD (Stewart et al., 2006)
- CRFs alone: $2.06 \ (1.4-3.03)$
- BQT + CRFs: $2.50 \ (1.69-3.70)$ Low cut-off
- BQT + CRFs: $2.32 \ (0.95-5.66)$ High cut-off.

The Stewart et al. paper was selected for the DXA performance data because it provides data on the performance of DXA over a long time frame in women at the menopause, which is a close approximation of the condition in the NHS (Stewart et al., 2006).

In order to incorporate the data into the model, different high and low risk values were required for each test methodology. These were developed as shown below:

$$RRR = (RR \ per \ SD) \times SD \times Treatment \ effect$$

A high risk subject was considered to have a risk 2.5 times that of a low risk patient.
Table 6.3 shows the relative risk per SD for the high risk and low risk patients in each of the four diagnostic strategies.

**Table 6.3: Relative Risks per SD for the four diagnostic strategies for high risk and low risk patients**

<table>
<thead>
<tr>
<th>Arm</th>
<th>RR per SD</th>
<th>SD</th>
<th>Treatment effect</th>
<th>Effect:RRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>DXA: high risk</td>
<td>Treatment</td>
<td>1.54</td>
<td>2.5</td>
<td>40% reduction</td>
</tr>
<tr>
<td>DXA: low risk</td>
<td>Treatment</td>
<td>1.54</td>
<td>0.40</td>
<td>40% reduction</td>
</tr>
<tr>
<td>BQT+CRF: high risk</td>
<td>Treatment</td>
<td>2.50</td>
<td>2.5</td>
<td>40% reduction</td>
</tr>
<tr>
<td>BQT+CRF: low risk</td>
<td>Treatment</td>
<td>2.50</td>
<td>0.40</td>
<td>40% reduction</td>
</tr>
<tr>
<td>BQT+CRF High cut-off: high risk</td>
<td>Treatment</td>
<td>2.32</td>
<td>2.5</td>
<td>40% reduction</td>
</tr>
<tr>
<td>BQT+CRF High cut-off: low risk</td>
<td>Treatment</td>
<td>2.32</td>
<td>0.40</td>
<td>40% reduction</td>
</tr>
<tr>
<td>CRF: high risk</td>
<td>Treatment</td>
<td>2.06</td>
<td>2.5</td>
<td>40% reduction</td>
</tr>
<tr>
<td>CRF: low risk</td>
<td>Treatment</td>
<td>2.06</td>
<td>0.40</td>
<td>40% reduction</td>
</tr>
</tbody>
</table>
Table 6.4 provides information on the relative risks used for the DXA, BQT+CRFs and CRF strategies for high risk and low risk subjects and also explains in which diagnostic scenario (FP, TP, FN, TN) they were used.

Table 6.4: Relative Risk factors used in the different diagnostic scenarios

<table>
<thead>
<tr>
<th>Status</th>
<th>DXA</th>
<th>BQT/CRFs</th>
<th>CRF</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>High Relative Risk (2.5SD)</strong></td>
<td>FN, TP</td>
<td>3.85</td>
<td>6.25</td>
</tr>
<tr>
<td>RR</td>
<td>1.54 (1.34-1.75)</td>
<td>2.5 (1.69-3.70)</td>
<td>2.06 (1.4-3.03)</td>
</tr>
<tr>
<td><strong>Low Relative Risk</strong></td>
<td>TN, FP</td>
<td>0.64</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Figure 6.1 provides a visual representation of the decision tree, there are four arms for each of the treatment scenarios. Each treatment arm has a treat or no treat option which then results in either a true positive fracture case who has correctly received treatment, a false positive non-fracture case who has incorrectly received treatment, a true negative non-fracture case who has correctly not received treatment or a false negative fracture case who has incorrectly not received treatment.

*Sensitivity analysis*

A one-way sensitivity analysis was conducted to assess the strength of the results. The impact of a change in the cost and performance of Denosumab was assessed by changing the value 50% in each direction, while a change in the PPV and NPV performance of the BQT and CRFs was assessed using a 50% change in each direction. Variations in sensitivity and specificity were not modelled because alternative sensitivity and specificity scenarios were selected for the BQT® and alternative relative risks were used in the models.
Figure 6.1: Decision tree diagram for the four diagnostic strategies
Markov model development

A Markov cost-effectiveness model was developed to compare the cost-effectiveness of the four strategies using a time-to-event based approach. The Markov model was based on the decision tree previously developed.

Base case

The analysis was based on a cohort of healthy postmenopausal women, starting at 58 years of age with no history of fracture and continuing for 23 years as per the real cohort. The Markov decision tree is shown in figure 6.2, the two health states selected were no-fracture (Well) and post-hip fracture. All women start in the no-fracture (Well) state and then transition into the post-fracture (Fracture) state once a fracture has occurred, or they continue in the Well state.

![Figure 6.2: Markov decision tree with two states well and fracture](image)

Transition Probabilities

The same percentages for treatment thresholds were used as the decision tree model to select subjects for treatment. The PPV and NPV of each test used in the decision tree analysis was used to determine the probability split between true positives and false positives and between true negatives and false negatives for the Markov state transitions. An incidence rate of 0.12% was used to represent the annual incidence rate based on the 2.8% incidence of fractures over the entire 23-year period of the study. In the initial state of the analysis, all members of the cohort were assumed to be well. The PPVs and NPVs are previously shown in Table 6.2. A cycle length of one year was used and a stopping rule was set up after 23 years. Half-cycle correction has been used to account for the fact that fractures occur continuously over time; if fractures were only accounted for at the end of each system, it would overestimate the survival rate. Half-cycle correction is a mathematical which shifts all the completed Markov cycles ½ a cycle to the right to reduce the discrepancy caused by the use of the assumption that the events occur at the end of the cycle to simplify the software
analysis; this correction is automatically carried out in the analytical software when the option is selected one the analytical run has been completed. It is recommended when using Markov models to evaluate continuous events accurately.

Cost-effectiveness data

The same costs as detailed in the decision tree model were used, these are shown again in table 6.5 as they were used in the Markov model. The effectiveness was measured based on number of hip fractures prevented. A discount rate of 3% was used for the transition costs, which is within the range of the NICE guidelines. The additional costs shown in the table below were also required to build the model.

**Table 6.5: Cost data used at the different states of the Markov model**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Initial State</th>
<th>Transition</th>
<th>Final State</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physician Visit</td>
<td>$97.81</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>DXA</td>
<td>$172.88</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CRFs alone</td>
<td>97.81</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>BQT</td>
<td>$100</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Denosumab Cost</td>
<td>0</td>
<td>$552</td>
<td>0</td>
</tr>
<tr>
<td>Hip Fracture Cost</td>
<td>0</td>
<td>$14,293</td>
<td>0</td>
</tr>
<tr>
<td>Treatment Scenario (TP)</td>
<td>Physician visit + diagnostic cost</td>
<td>$552</td>
<td>0</td>
</tr>
<tr>
<td>No Treatment Scenario (FN)</td>
<td>Physician visit + diagnostic cost</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Outcome effectiveness data

The same approach was taken as in the decision tree model; a relative risk-reduction strategy in high risk patients was the focus of the treatment strategy. The same effectiveness data was used from the decision tree analysis, as shown in Table 6.3, except for the BQT effectiveness,
which was increased to reflect the increased performance of the BQT when time was considered as a factor. The hazard ratio for the BQT was 3.2 (1.043-9.95) without CRFs; a 10% sacrifice in predictive power was assumed to raise the cut-off to increase specificity to 90%, reducing its value to 2.88 HR per SD for the alternative scenario. The calculated values for hazard ratios for the high risk and low risk cases for the four diagnostic scenarios are shown in table 6.6.

Table 6.6: Diagnostic test hazard ratios for the high risk and low risk cases in the four diagnostic scenarios

<table>
<thead>
<tr>
<th>Arm</th>
<th>HR per SD</th>
<th>SD</th>
<th>Treatment effect</th>
<th>Effect: RRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>DXA: high risk</td>
<td>Treatment</td>
<td>1.54</td>
<td>2.5</td>
<td>40% reduction</td>
</tr>
<tr>
<td>DXA: low risk</td>
<td>Treatment</td>
<td>1.54</td>
<td>0.40</td>
<td>40% reduction</td>
</tr>
<tr>
<td>BQT: high risk</td>
<td>Treatment</td>
<td>3.2</td>
<td>2.5</td>
<td>40% reduction</td>
</tr>
<tr>
<td>BQT: low risk</td>
<td>Treatment</td>
<td>3.2</td>
<td>0.40</td>
<td>40% reduction</td>
</tr>
<tr>
<td>BQT High cut-off: high risk</td>
<td>Treatment</td>
<td>2.88</td>
<td>2.5</td>
<td>40% reduction</td>
</tr>
<tr>
<td>BQT High cut-off: low risk</td>
<td>Treatment</td>
<td>2.88</td>
<td>0.40</td>
<td>40% reduction</td>
</tr>
<tr>
<td>CRF: high risk</td>
<td>Treatment</td>
<td>2.06</td>
<td>2.5</td>
<td>40% reduction</td>
</tr>
<tr>
<td>CRF: low risk</td>
<td>Treatment</td>
<td>2.06</td>
<td>0.40</td>
<td>40% reduction</td>
</tr>
</tbody>
</table>

Cost-effectiveness frontier

In order to analyse the performance of the different treatment strategies, the results were displayed graphically using cost on the y-axis and effectiveness on the x-axis. In health
economic analysis a line is drawn between the options which are the most cost effective, this line forms the cost-effectiveness frontier. Options to the left of this line are less effective and either the same cost or more costly, options to the right of this line are more effective and either the same cost or less costly. This graphical approach helps assess the potential of alternative approaches.

Figure 6.3 provides a graphical illustration of the Markov model. There are four arms to the model, for each arm there is a fracture arm which is terminal, once a subject reaches the fracture arm they leave the study. There is a treatment arm which in each annual cycle leads to a true positive fracture at which point they leave the study or a false positive good health result which will move them onto another cycle in the study. In the no treatment arm, a true negative result which does not lead to a fracture will result in the subject continuing in the study, a false negative result which leads to a fracture will result in the subject leaving the study.
Figure 6.3: Markov Model Tree
6.3.3 Novel approaches

Using reclassification data from the Nurses’ Health Study and appropriate cost data, an assessment of the incremental cost-effectiveness for the addition of the BQT® over a CRF-only strategy was conducted using the weighted NRI approach.

The details of this measure are described in Chapter 5. The equation of interest is:

\[
\text{SQRT } \left( \frac{\Pr(\text{up} \mid \text{case}) + \Pr(\text{down} \mid \text{case})}{\#\text{cases}} + \frac{\Pr(\text{up} \mid \text{control}) + \Pr(\text{down} \mid \text{control})}{\#\text{controls}} \right).
\]

This allows the benefit of patients moving up and down in classification relative to the previous model to be calculated.

Weighted costs

This new cost-effectiveness measure proposed by Pencina et al. based on calculating weighted costs is a ‘cost per patient correctly classified’ measure. The measure evaluates the relationship between the cost of the new test and the NRI and is calculated by dividing the NRI by the cost of the new test. The new measure takes account of the number of patients that are newly-correctly classified and assigns a cost to it, as well as the patients falsely classified and assigns a cost to them.

Using the approach suggested by Pencina et al. of a weighted value, two values are needed:

- \( S_1 \): Saving associated with upward classification of a person who was going to fracture
- \( S_2 \): Saving associated with downward classification of a person who was not going to fracture

Total savings = \( S_1 \left( \Pr(\text{up} \mid \text{case}) + \Pr(\text{down} \mid \text{case}) \right) + S_2 \left[ \Pr(\text{up} \mid \text{control}) + \Pr(\text{down} \mid \text{control}) \right] \).

A table of reclassification was developed to obtain the numbers used in the equation.
6.4 RESULTS

6.4.1 Decision Tree Analysis

Figure 6.4 shows that DXA screening is dominated by a combination of the BQT with a high cut-off and a clinical risk factor-based approach. The two BQT scenarios and CRFs form the cost-effectiveness frontier for testing.

Figure 6.4: Cost-effectiveness chart: Decision Tree: Four diagnostic scenarios are shown.
The results of the decision tree analysis are shown in tabular form in table 6.7, the combined BQT and CRF strategy using a high cut-off was the lowest cost, the only dominated strategy was DXA. DXA is shown separately since it was not included in the cost-effective frontier. Table 6.8 shows the resulting RRR, ARR and NNT for the four scenarios, a combined BQT and CRF strategy with a low cut-off had the highest risk reduction (0.19) and the lowest number needed to treat to prevent a fracture at 187 patients.

Table 6.7: Cost-effectiveness results table for the four diagnostic options

<table>
<thead>
<tr>
<th>Rank by cost</th>
<th>Strategy</th>
<th>Cost</th>
<th>Eff</th>
<th>Incr Cost</th>
<th>Incr Eff</th>
<th>ICER</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>BQT High</td>
<td>$1,776.14</td>
<td>0.07</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>Undominated</td>
</tr>
<tr>
<td>3</td>
<td>CRF</td>
<td>$5,225.85</td>
<td>0.17</td>
<td>3,479.71</td>
<td>0.10</td>
<td>36,248.36</td>
<td>Undominated</td>
</tr>
<tr>
<td>4</td>
<td>BQT Low</td>
<td>$6,860.26</td>
<td>0.19</td>
<td>1,604.41</td>
<td>0.02</td>
<td>74,847.71</td>
<td>Undominated</td>
</tr>
<tr>
<td>2</td>
<td>DXA</td>
<td>$3,362.25</td>
<td>0.10</td>
<td>1,586.11</td>
<td>0.03</td>
<td>55,340.71</td>
<td>Ext Dominated</td>
</tr>
</tbody>
</table>

Table 6.8: RRR, ARR and NNT results for the four diagnostic scenarios

<table>
<thead>
<tr>
<th></th>
<th>RRR</th>
<th>ARR</th>
<th>NNT</th>
</tr>
</thead>
<tbody>
<tr>
<td>BQT High</td>
<td>0.07</td>
<td>0.00196</td>
<td>510</td>
</tr>
<tr>
<td>DXA</td>
<td>0.10</td>
<td>0.0028</td>
<td>357</td>
</tr>
<tr>
<td>CRF</td>
<td>0.17</td>
<td>0.00476</td>
<td>210</td>
</tr>
<tr>
<td>BQT Low</td>
<td>0.19</td>
<td>0.00534</td>
<td>187</td>
</tr>
</tbody>
</table>

A number of sensitivity analyses were carried out. BQT cost-sensitivity was analysed in ten increments between $50 and $150, while the overall positioning of the tests was unaffected by costs in this range. The BQT PPV was also analysed, as shown in figure 6.5; a PPV in excess of 0.06 resulted in removing a CRF-only strategy from the cost-effective frontier, leaving the best strategy to be based solely on selecting an appropriate cut-off for the
BQT+CRFs test. Further increasing the BQT PPV above six would result in the CRF-only strategy moving further and further away from the cost-effectiveness frontier.

![Cost-Effectiveness Analysis (BQT_PPV: 0.06)](image)

**Figure 6.5: BQT PPV Sensitivity Analysis: Increasing PPV**

Modifying the NPV of the BQT in a range between 0.7 and 1.0 did not affect the positioning of the cost-effectiveness graph. Sensitivity analysis showed that, if the PPV of the CRF-based strategy could be raised to 0.09, a CRF-only strategy in combination with the BQT high cut-off strategy would dominate the BQT low cut-off strategy and would also be superior to DXA.

Figure 6.6 shows the cost effectiveness chart when the CRF PPV was increased to 0.09; the combined BQT and CRF with a low cut-off and the DXA strategy become dominated by both the combined BQT and CRF with a low cut-off and the CRF-only strategy.
Figure 6.6: CRF PPV Sensitivity Analysis with increasing PPV

Sensitivity analysis showed that, if the NPV of the CRF-only strategy were to fall below 0.90, it would no longer be on the efficient frontier and, if it fell below 0.79, it would be dominated by a BQT-based strategy. Varying the drug cost or risk-reduction performance did not have an effect on the relative positioning of the alternate strategies.
6.4.2 Markov Model

*Cost effectiveness analysis*

Figure 6.7 shows that both the CRF-only and combined BQT and CRF with high cut-off scenarios are dominated by the DXA and BQT low cut-off scenarios. These two scenarios form the cost-effectiveness frontier for testing.

**Cost-Effectiveness Analysis**

![Cost-effectiveness Analysis](image)

*Figure 6.7: Markov cost-effectiveness based on the four diagnostic scenarios*
Table 6.9 shows the incremental cost-effectiveness of the four different strategies, DXA is the lowest cost but a combined BQT and CRF strategy using the low-cut off approach is the most efficient in terms of ICER. Table 6.10 provides the RRR, ARR and NNT results, the combined BQT and CRF strategy with a low cut-off provided the highest risk reduction and lowest number needed to treat to prevent a fracture.

Table 6.9: Cost-effectiveness values for the four diagnostic scenarios

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Cost</th>
<th>Eff</th>
<th>Incr Cost</th>
<th>Incr Eff</th>
<th>ICER</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>DXA</td>
<td>5,153.83</td>
<td>3.29</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>Undominated</td>
</tr>
<tr>
<td>BQT Low cut-off</td>
<td>5,271.20</td>
<td>47.13</td>
<td>117.37</td>
<td>43.85</td>
<td>2.68</td>
<td>Undominated</td>
</tr>
<tr>
<td>BQT High cut-off</td>
<td>6,322.90</td>
<td>11.07</td>
<td>1,051.70</td>
<td>-36.06</td>
<td>-29.17</td>
<td>Dominated</td>
</tr>
<tr>
<td>CRF only</td>
<td>8,604.81</td>
<td>13.32</td>
<td>3,333.61</td>
<td>-33.81</td>
<td>-98.59</td>
<td>Dominated</td>
</tr>
</tbody>
</table>

Table 6.10: ARR, RRR and NNT results for the four diagnostic scenarios

<table>
<thead>
<tr>
<th></th>
<th>RRR</th>
<th>ARR</th>
<th>NNT</th>
</tr>
</thead>
<tbody>
<tr>
<td>BQT High cut-off</td>
<td>5.03</td>
<td>0.0061</td>
<td>163</td>
</tr>
<tr>
<td>DXA</td>
<td>7.23</td>
<td>0.0088</td>
<td>113</td>
</tr>
<tr>
<td>CRF</td>
<td>13.32</td>
<td>0.016</td>
<td>62</td>
</tr>
<tr>
<td>BQT Low cut-off</td>
<td>27.96</td>
<td>0.034</td>
<td>29</td>
</tr>
</tbody>
</table>
Sensitivity Analysis

A number of sensitivity analyses were carried out on the BQT and CRF-only approaches as alternatives to DXA. BQT cost was adjusted in a range between $50 and $150; however, the relative positioning of the strategies remained unchanged. Changing the BQT hazard showed no change in the relative status of the strategies in a range of 4.0 to 10.0. Changing the CRF hazard ratios did not alter the relative positioning of the strategies in a range between 0.0 and 10.0. Modifying the cost of Denosumab between $276 and $1104 showed that, at a lower drug cost ($276), the BQT low cut-off strategy dominated all other strategies.

6.4.3 Novel measures results

Table 6.11 is the table of reclassification used to determine the savings and effectiveness of using a BQT+CRFs strategy over a CRF strategy alone. The numbers in bold and underlined represent the subjects who were reclassified as a result of the addition of BQT to the CRF model.

Table 6.11: Reclassification Table for the CRF only model and with BQT added to the model.

<table>
<thead>
<tr>
<th>CRFs + BQT</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cases</td>
</tr>
<tr>
<td>CRFs</td>
<td></td>
</tr>
<tr>
<td>0-3%</td>
<td>23</td>
</tr>
<tr>
<td>&gt;3%</td>
<td>17</td>
</tr>
<tr>
<td>Total</td>
<td>30</td>
</tr>
</tbody>
</table>

The weighted costs results were as follows:

- $S_1$ was estimated as $14,293 \times 0.4$ (based on the effectiveness of the treatment)
- $S_2$ was estimated as $2760$ based on the cost of a 5-year course of treatment
In order to estimate the total savings, 163 subjects was considered:

- Cases up = 10 (17 – 7)
- Cases down = 0 (9 – 9).

The move to CRFs + BQT has resulted in 10 new cases being identified, which has an impact on both cost and effectiveness measures.

Total savings in the 163 subjects = 10 x $5,717.20 = $57,172

Average savings are then: $57,172/163 = $350 per person

New costs: BQT tests = 163 x 100 + Treatment, 10 x $2760 = $43,900

The additional costs for introducing the BQT are $269 per person.

Introducing BQT is, therefore, a cost-effective strategy, since it saves $81 per person in this scenario compared with a CRF-only strategy.

The novel approach developed for this thesis provides an alternative ICER-based comparison:

The incremental cost to additional apply the BQT test is: $43,900
The incremental effectiveness which results from the addition of the BQT: 4 fractures saved

By dividing the incremental cost by the incremental effectiveness an ICER of $10,975 per fracture saved is achieved.
6.5 DISCUSSION

Decision Tree Analysis

The strategic option with the lowest ICER was the BQT+CRF low cut-off scenario. The good performance of the BQT+CRF option resulted from moving the cut-off to increase the specificity of the test. This appears to have been offset by the improved performance of the BQT resulting from the higher specificity. The combination of the sens/spec mix, the cost of the test and the number of patients selected for treatment are all factors that need to be scrutinised carefully in any change in screening strategy based around a new test. It is clear from these differences that a higher specificity resulting from a higher cut-off is preferable to higher sensitivity in the ideal prognostic test due to the low incidence of hip fracture in the population of interest. The best strategy to exceed the performance of DXA was a combination of the CRFs and the BQT strategy; this suggests that careful identification of the cut-off for high risk patients is required and resides somewhere between 20% and 50% of patients when used in conjunction with CRFs to maximise the cost-effectiveness. The sensitivity analysis is also useful in understanding the clinical impact of potential alternative scenarios; this shows that small increases in PPV can have a significant impact on the performance of the strategies and effect changes in costs of the underlying diagnostic tests.

TreeAge Pro calculates ICER in relation to the lowest cost option which interestingly was not DXA, the base case option which was planned to be measured against, BQT+CRF high cut-off was the lower cost option.

Markov Model

The Markov model identified BQT low cut-off and DXA as lying on the cost-effective frontier. This result indicates that using a combination of DXA and BQT could be an effective strategy. The extremely high cost of the CRF-only and BQT high cut-off strategies are driven by the large number of women treated and not by the cost of the tests; this indicates that the cost of the test overall is not relevant within normal test boundaries, which is supported by the evidence of the sensitivity analysis. The use of DXA and BQT without CRFs is a surprising result and may result from the similar results observed from DXA and CRFs in terms of sensitivity (Kanis, 2007). When DXA is available, it appears to be the
higher performing alternative to CRFs, since the additional cost of the test is negligible compared with the treatment costs.

New measures

The results show that the new weighted NRI measure can evaluate the cost-effectiveness of expanding a predictive model to include a new test. The new measure takes account of the number of patients that are correctly classified and assigns a cost to it. The weighted NRI can be used to compare the relative effectiveness of additional markers in prognostic models. The ICER calculated based on this approach adds another dimension to the cost-effectiveness evaluation. The calculation is simplistic and does not incorporate time-based factors and, therefore, enhanced versions of this approach are needed. Staa et al. report that costs per fracture avoided of up to £15k ($24k) can be considered acceptable (van Staa et al., 2007). The value generated falls below this threshold, indicating there is value in treating patients based on the addition of BQT to the model.

NNT values in both models

The NNT value in the various screening scenarios results in values in a range between 29 at the low end to 510 at the high end for the various scenarios. The lowest NNT of 29 was observed with the BQT in the Markov model based on its combination of good discrimination and high effectiveness at reducing fractures; it does not take cost into consideration.

This indicates that, based on Denosumab performance, diagnostic interventions that have NNTs below eight (8) are acceptable. Today, there are drugs with much lower costs but lower efficacy which could offer NNT values of around 30. A key challenge, therefore, is getting the pricing of the drug right to ensure that, based on cost-effectiveness levels, currently acceptable new interventions are justified.

Comparison of methodologies

The results between the Markov and decision tree models were similar in that BQT low cut-off was consistently selected on the cost-efficient frontier, though the decision tree model did include CRFs in with the BQT. The BQT performance value used in the Markov model did not include CRFs; this was so as to provide a clear evaluation of whether adding CRFs improved performance without further enhancing the hazard ratio. The costs were similar, but with larger performance differences between the strategies in the Markov model. The Markov
model offers the strong advantage of allowing hazard ratio performance to be evaluated. This could be a key factor in determining the relative performance of a test.

The much higher effectiveness payoffs in the Markov model indicate that the potential benefits of using alternative approaches to DXA are significant and that relying on decision tree analysis alone would underestimate them. The weighted NRI approach also misses out on the time-based element of the analysis. The conclusions to be drawn from each model were sufficiently different to confirm the requirement for care when selecting a model for cost-effectiveness analysis.

The approach taken by the TreeAge Pro software made comparisons of the ICERs difficult. This was because the base case selected for each model was not the same; however, graphically one can see that the overall strategy remains the same. The efficient frontier lies at a level of cut-off between the low and high values for BQT+CRF provided.

The order of magnitude of the NNT was equivalent in the decision tree analysis and the Markov model. This suggests that NNT may be helpful in evaluating diagnostic methodologies. The NNT, however, does not take cost into consideration and therefore it can only be used to evaluate effectiveness. There are examples in the literature of researchers that attempt to develop cost-effectiveness approaches that utilise NNT. A review by Kristiansen et al. identified some of these studies and concluded that using NNT was inappropriate for events which are delayed rather than completely avoided, since NNT does not adequately consider time (Kristiansen and Gyrd-Hansen, 2004).

**Overall conclusions**

The alternative screening strategies were only able to improve effectiveness by increasing screening costs. This may be acceptable in some healthcare environments where an explicit commitment to treatment effectiveness without regard to cost is made, but is unlikely to be acceptable in most jurisdictions.

The actual measures used to evaluate diagnostic measures are highly influential to the outcome of the study. The key driver of performance in a treatment scenario is the PPV, which incorporates features of disease prevalence, sensitivity and specificity.
The two traditional approaches, namely decision tree analysis and Markov modelling, yielded differing results, but the BQT low-cut off strategy was a common theme. The Markov model resulted in lower NNT values, indicating that considering time in the analysis leads to better performance and can assist in more accurate modelling of the real situation.

The use of a simple reclassification approach led to a valid value for ICER. This approach can be used as a rapid evaluation of whether the addition of an additional biomarker is cost-effective. It does not, however, take time into account in the manner of the Markov analysis.

Going forward, there is a need for increased consideration of the health economic effects of reclassification and the incorporation of these tools into commercial programs like TreeAge Pro.

In the clinical community, it is becoming less and less credible to evaluate the performance of a new biomarker without due consideration to cost issues. Therefore, the use of cut-offs, costs and measures like NRI will lead to a more complete evaluation of new biomarkers and their relevance to clinical practice.

The development of new economic models for the use of these new prognostic measures is an area in which significant development will take place over the coming years. There is the potential to develop new frameworks and approaches for cost-effectiveness and cost-utility using NRI and other potential measures in all areas of health.

The use of ICER, NNT and other measures when evaluating new diagnostics tools needs to be carefully considered in the context of the modelling technique used. This study shows that minor changes in value and modelling approaches can lead to significantly different results. In this case, however, the diagnostic regime recommended remained the same, being a combined BQT and CRF strategy with a low cut-off.

Clinicians may find NNT measures more accessible than measures such as ICER to assist them in which technology to use. The underlying model used will not, however, yield fundamentally different information, which will provide the clinician with additional information quickly. The NRI and IDI information may provide better discrimination, but will still need to be converted into an ICER or NNT number that is accessible to the clinician. It is possible, based on these health economic measures, that different diagnostics tests will be used to evaluate whether a particular treatment is justified. Potentially, tests used in
combination may give the additional discrimination required to justify using an extremely expensive, but highly effective, drug on a particular patient.

Limitations

The FREEDOM trial design involved the selection of osteoporotic women and their random assignment to a treatment or placebo arm. A key assumption made is the use of the 40% fracture risk assumption, in that women who are at high risk for fracture will benefit at the same rate. The cut-off selected was 3% over a 23-year time frame, which is a lower risk than the NOF recommended value of 3% over a 10-year time frame. We have used US data and figures within a UK-developed framework. The two countries have fundamentally different approaches to costing healthcare. The Mayo data warehouse provides a fully-costed approach and this is assumed to closely resemble the NHS cost structure for fracture events. This chapter uses DXA data from published figures rather than values derived from the Nurses’ Health Study. The sensitivity and specificity of the tests is assumed to remain unchanged, whether relative risks or hazard ratios are used, allowing the same PPVs and NPVs to be used.
Chapter 7 OVERALL CONCLUSIONS

7.1 THE NEED

The literature review has provided compelling evidence for the need to improve fracture risk prediction, the drivers include the increasing prevalence of the disease in the population globally, its negative impact on quality of life, the effectiveness of the current drugs and the weaknesses of a bone mineral density focussed diagnostic approach. It is clear that physicians feel they have the drugs to make a difference in the incidence levels of fracture but lack the prognostic tools to identify the women truly at risk.

7.2 BQT DEVELOPMENT

This thesis documents work conducted to develop a novel prognostic marker for osteoporotic fracture risk. The literature review identified the fact that there is a requirement to collect patient samples at baseline and follow the patient for a number of years to adequately validate a new marker. Due to the low incidence rate of hip fractures in postmenopausal women (less than 5%), cohorts in excess of 10,000 subjects are required to ensure sufficient events have occurred over a ten year study, making the costs and time commitment for new studies substantial. This thesis has described an alternative, more cost-effective approach in which samples used were collected in the past and re-analysed. This approach has been effective, but has limitations. The retrospective cohort approach restricts the researcher to existing samples and associated data already collected which may be sub-optimal for the marker of interest. This limitation can mean that data required to evaluate a particular predictive multivariate algorithm may not have been collected at baseline, either for an individual patient or for the entire group and this was a challenge with the Nurses’ Health Study data and its analysis using FRAX and QFracture.

This research has shown that it is possible to conduct a prospective study in a timely and cost-effective manner without having to test tens of thousands of samples. The approach taken to develop the BQT is novel and may become more commonplace for diseases with long durations between when prognosis is required and the event occurring. It is clear from the research however than BQT on its own cannot supersede DXA but needs to be applied in
conjunction with other risk factors, this increases the importance of multivariate algorithms to finding an effective solution to the need for better fracture prediction.

The importance of using cohort based approaches is highlighted by the superior predictive performance of the BQT in the Cox model (HR 3.2) compared to its performance when evaluated using a logistic regression model (OR 1.59), time has been shown to be an important factor in predictive performance that would have been missed in a retrospective case-control study.

7.3 MULTIVARIATE ALGORITHMS

Online fracture risk assessment tools offer significant opportunities for novel biomarkers to be used for fracture risk prediction. The research in this thesis and recent work with the QResearch database indicates that better predictive performance can be achieved by the addition of more risk factors, if appropriately validated. The multivariate algorithms, FRAX and QFractureScores were compared in case-control and cohort models in this thesis and found to be predictive, but the relative performance of the two algorithms was highly dependent on the input data. In the UK and Ireland focused retrospective study described in chapter 3, FRAX was superior to QFracture and in the NHS study focused cohort study QFracture was superior to FRAX in terms of AUC but the differences were small and unlikely to be statistically significant.

7.4 PROGNOSTIC MARKER PERFORMANCE EVALUATION

There has been increased recognition in the recent academic literature that there is a need for additional measures to assess the performance of different prognostic risk factors and multivariate risk models, beyond what is offered by the receiver operating characteristic (ROC) curve. The ROC curve has been observed to perform poorly as a measure of prognostic performance in population based cohorts in which the disease has a low prevalence. This is the situation in the osteoporosis disease category, with hip fractures where the incidence rate is low, but the consequences for health are very serious in terms of increased mortality and lower quality of life after an event.
New approaches to evaluate the performance of additional clinical markers in a multivariate model has been proposed, which progress beyond whether a new prognostic test offers good discrimination between the cases and controls (as evaluated by the ROC curve) to whether it significantly changes the classification of the subject who may be at risk. The new reclassification metrics used in this thesis are able to address the weaknesses of ROC curves. Two new measures of prognostic performance, in particular, are gaining popularity: the net reclassification index (NRI) and integrated discrimination improvement (IDI) and these have been evaluated in this thesis. Based on data from the NHS study and comparing the addition of BQT to a clinical risk factor model over a clinical risk factor model alone, NRI showed an improvement of 12.1% when BQT was used in conjunction with CRFs over CRFs alone. This compares with an improvement of 8% when comparing AUCs indicating that NRI offers better discrimination. The relative IDI did also produce an improvement but it was only 4%, lower than the AUC improvement.

7.5 COST-EFFECTIVENESS ANALYSIS

Cost-effectiveness analysis using Markov and decision tree approaches showed that the BQT with a low cut-off in combination with DXA was consistently on the cost-effective frontier, indicating that this new biomarker would be an integral part of any mass screening strategy. The attractiveness of using cost-effectiveness analysis is that it incorporates all aspects of the patient journey from initial diagnosis to treatment and incidence rate and therefore is the most complete way to evaluate any new prognostic marker.

7.6 FURTHER WORK

Work to expand the number of prognostic markers available to clinicians is required and the QFractureScores team are leading this work using a retrospective cohort approach. Additional work to compare QFracture and FRAX using health economic and reclassification techniques is required to establish whether one approach is superior to the other. More work to establish widely acceptable performance measures is also required, NRI is a good step forward but additional work may identify a more discriminatory tool. Finally, there is a need for better health economic tools for evaluating the addition of new prognostic markers into multivariate algorithms, the weighted NRI is only a step in the right direction.
7.7 RECOMMENDATIONS

The use of the BQT may enhance fracture prediction in conjunction with clinical risk factors and, with further spectral collection and algorithm improvements in the BQT, the combination may offer a highly cost-effective alternative to the use of DXA for mass screening in multivariate algorithms. Further work to enable clinical acceptance of this novel prognostic marker is recommended.

The analysis of any new prognostic marker should include a prospective evaluation that is appropriate for the disease category, retrospective cohort study designs may assist in achieving this goal in a timely and cost-effective manner. Reclassification metrics and health economic evaluations are critical to getting a real understanding of the clinical utility and cost-effectiveness of any new prognostic marker before it is recommended for use with patients and these techniques should therefore become standard evaluation tools.
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Clinical Risk Factors for Osteoporosis in Ireland and the UK: A Comparison of FRAX and QFractureScores

N. M. Cummins · E. K. Poku · M. R. Towler · O. M. O’Driscoll · S. H. Ralston

Abstract Recently two algorithms have become available to estimate the 10-year probability of fracture in patients suspected to have osteoporosis on the basis of clinical risk factors: the FRAX algorithm and QFractureScores algorithm (QFracture). The aim of this study was to compare the performance of these algorithms in a study of fracture patients and controls recruited from six centers in the United Kingdom and Ireland. A total of 246 postmenopausal women aged 50–85 years who had recently suffered a low-trauma fracture were enrolled and their characteristics were compared with 338 female controls who had never suffered a fracture. Femoral bone mineral density was measured by dual-energy X-ray absorptiometry, and fracture risk was calculated using the FRAX and QFracture algorithms. The FRAX algorithm yielded higher scores for fracture risk than the QFracture algorithm. Accordingly, the risk of major fracture in the overall study group was 9.5% for QFracture compared with 15.2% for FRAX. For hip fracture risk the values were 2.9% and 4.7%, respectively. The correlation between FRAX and QFracture was $R = 0.803$ for major fracture and $R = 0.857$ for hip fracture ($P < 0.0001$). Both algorithms yielded high specificity but poor sensitivity for prediction of osteoporosis. We conclude that the FRAX and QFracture algorithms yield similar results in the estimation of fracture risk. Both of these tools could be of value in primary care to identify patients in the community at risk of osteoporosis and fragility fractures for further investigation and therapeutic intervention.

Keywords Clinical risk factor · Osteoporosis · Fracture · FRAX · QFractureScores

Osteoporosis is a common condition characterized by low bone mass and an increased risk of low-trauma fracture [1, 2]. Currently, the diagnosis of osteoporosis is based on bone densitometry, and the disease is defined to exist when bone mineral density (BMD) values at the spine or hip fall 2.5 standard deviations (SD) or more below normal values in young healthy individuals. Although BMD values can be measured conveniently and noninvasively by dual-energy X-ray absorptiometry (DXA), not all physicians have access to this test. In addition, many patients who suffer fragility fractures do not have osteoporosis as defined by DXA [3], demonstrating that complementary approaches are required to develop new techniques to better identify patients at risk of fragility fractures. Reflecting this fact, a recent report by the World Health Organization (WHO) has recommended that research be conducted into the use of alternative technologies to DXA [4].
Osteoporosis is a multifactorial disease, and many clinical risk factors (CRFs) for susceptibility to the disease have been identified [5–11], some of which increase the risk of fracture independently of BMD [12]. This has led to the development of algorithms to assess fracture risk on the basis of CRFs in the absence of BMD measurements. The first of these to be developed was the FRAX algorithm, which used data from nine prospective population-based cohorts (190,000 patient-years) from Europe, North America, Australia, and Japan [13] and validated the performance in 11 independent population-based cohorts (1.2 million person-years) [14]. The FRAX algorithm is country-specific as fracture rates vary considerably in different countries [15].

A limitation of the FRAX tool is that for several of the CRFs, such as corticosteroid use, alcohol, and smoking, no account is taken of the magnitude of exposure and that no information is collected on falls, an important risk factor for fragility fracture [16, 17]. In order to address this and other issues, the QFractureScores algorithm (QFracture) was developed to estimate fracture risk based on CRFs alone [18]. The QFracture tool was developed using data from a prospective cohort study of 1,183,663 females and 1,174,232 males in the United Kingdom (15.9 million person-years), and the validation cohort was composed of 642,153 females and 633,764 males [18]. QFracture uses many of the CRFs included in FRAX in addition to other variables that influence fracture risk (Table 1). Unlike FRAX, the QFracture algorithm does not incorporate BMD or previous fractures but does include more detailed information on dose response for variables like alcohol intake and smoking habit. The age range has also been extended in the QFracture algorithm (30–85 years) to allow for assessment of younger patients [18].

The aim of this study was to compare the performance of the FRAX and QFracture algorithms in identifying patients who suffered fractures in a case–control study of postmenopausal women recruited from the United Kingdom and Ireland.

### Materials and Methods

Cases and controls were recruited as part of a multicenter study in Ireland and the United Kingdom. Subject recruitment by geographical region was as follows: England $n = 237$, Ireland $n = 88$, Scotland $n = 195$, and Wales $n = 64$. The study received ethical approval (MREC 07/Q1704/1), and all subjects gave written informed consent to participate. All participants were Caucasian women aged 50–85 years who were at least 5 years postmenopausal. To fully assess the performance of both tools in the identification of patients at risk of future fracture, participants included subjects who had recently suffered a fracture (cases) as well as individuals who had never suffered a fracture (controls). All fracture cases had suffered a low-trauma fracture at the hip, spine, humerus, pelvis, or wrist after the age of 45 years, whereas controls were subjects who had never sustained a fracture during adulthood (age $> 18$ years). We excluded subjects who were receiving treatment for osteoporosis, those on corticosteroids, and those with a secondary cause of osteoporosis such as malabsorption, chronic liver disease, renal failure, and malignant disease.

FRAX scores were calculated manually from the FRAX Web site (www.shef.ac.uk/FRAX), with double data entry in 10% of subjects. The UK version of FRAX was used for all subjects as an Irish version of FRAX is not currently available. The 10-year probabilities of major osteoporotic and hip fracture with and without BMD were recorded for FRAX. Values for QFracture were assessed using the published algorithm (Web version 1) as implemented at www.qfracture.org, and the 10-year probabilities of major osteoporotic and hip fracture were recorded.

### Table 1 Clinical risk factors evaluated by the FRAX and QFracture algorithms

<table>
<thead>
<tr>
<th>Clinical risk factor</th>
<th>FRAX</th>
<th>QFracture</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Sex</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Weight</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Height</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Previous fracture</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Parental hip fracture/osteoporosis</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Smoking</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Glucocorticoids</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Rheumatoid arthritis</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Secondary osteoporosis</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Alcohol intake</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Femoral neck BMD</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Asthma</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Heart attack/stroke</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Falls</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Chronic liver disease</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Tricyclic antidepressants</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Type 2 diabetes</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Hormone-replacement therapy</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Endocrine problem</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Malabsorption</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Menopausal symptoms</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

* In QFracture the use of “steroids” is recorded rather than glucocorticoids
* In QFracture secondary causes of osteoporosis are not recorded as a single entity but are recorded separately as shown above.
Statistical analysis was performed using SPSS software V17 (Microsoft, San Diego, CA). Descriptive statistics are presented as mean values and SDs. Variables were tested for normality using the Kolmogorov-Smirnov test. Depending on the normality of the distribution, Pearson’s or Spearman’s correlation coefficients were calculated to examine the relationship between variables. Student’s t-test or the Mann-Whitney U-test was used, as appropriate, for comparisons of two groups. Receiver operating curve (ROC) analysis was performed to calculate sensitivity, specificity, and area under the curve (AUC) values.

Results

Characteristics of the Study Sample

Characteristics of the study population are summarized in Table 2. There was a significant difference in age (P ≤ 0.01), history of falls (P ≤ 0.0001), and femoral BMD/T score (P ≤ 0.0001) between the fracture cases and controls. The most common fracture type was wrist fracture (n = 173, 70%), followed by fractures of the humerus (n = 30, 12%), hip (n = 22, 9%), and spine (n = 21, 9%).

A history of falls was recorded in 39% of the total sample (n = 227), and 32% of subjects had a family history of osteoporosis (n = 188). A diagnosis of osteoporosis was confirmed in 15% of the sample (n = 87), and 57% were identified as osteopenic (n = 333). Body mass index (BMI) ranged from 15.8–49.3 kg/m² with 2% underweight (n = 10), 32% normal weight (n = 188), 40% overweight (n = 234), and 26% obese (n = 152). Current smokers comprised 15% of the sample (n = 87), and 33% were ex-smokers (n = 190), with 9% of subjects (n = 50) reporting an alcohol intake of ≥14 U/week.

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Characteristics of the study population</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fractures (n = 246)</td>
</tr>
<tr>
<td>Age (years)</td>
<td>68 ± 8</td>
</tr>
<tr>
<td>Height (m)</td>
<td>1.59 ± 0.06</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>69 ± 13</td>
</tr>
<tr>
<td>BMI (kg/m²)</td>
<td>27.1 ± 5.0</td>
</tr>
<tr>
<td>Femoral BMD (g/cm²)</td>
<td>0.670 ± 0.109</td>
</tr>
<tr>
<td>Femoral BMD (T score)</td>
<td>–1.7 ± 0.9</td>
</tr>
<tr>
<td>Relative with fracture (n)</td>
<td>75 (30)</td>
</tr>
<tr>
<td>History of falls (n)</td>
<td>158 (64)</td>
</tr>
<tr>
<td>Current smoker (n)</td>
<td>38 (15)</td>
</tr>
<tr>
<td>Alcohol ≥ 14 U/week (n)</td>
<td>23 (9)</td>
</tr>
</tbody>
</table>

Values are mean ± SD or numbers (%)

Absolute Fracture Risk

The estimated absolute fracture risks are summarized in Table 3. The risks generated by the QFracture algorithm were consistently lower than those calculated by the FRAX algorithm (excluding a BMD measurement). In the total study sample the mean major fracture risk for QFracture was 9.5% (range 1.7–37.0%) vs. 15.2% (3.4–49.0%) for FRAX. Similarly, for hip fracture risk the values were 2.9% (range 0.2–29.6%) and 4.7% (0.2–36.0%), respectively. Overall, however, there was a significant correlation between the risks calculated by QFractureScores and FRAX, as demonstrated in Fig. 1. The correlation was r = 0.803 for major fracture and r = 0.857 for hip fracture (P ≤ 0.0001).

The FRAX algorithm can also produce absolute risks including a BMD measurement; therefore, these risks were also calculated in this data set. Major fracture risk for the fracture cases was 18.7 ± 8.2 compared with 10.7 ± 5.3 for the control subjects (P < 0.0001). Hip fracture risk for the cases was 5.3 ± 6.2 compared with 2.4 ± 3.4 for the control subjects (P < 0.0001). Overall, when the risks calculated for FRAX (excluding BMD) were compared with FRAX (including BMD) (n = 584), a significant difference was observed for estimated major fracture (P ≤ 0.05) and hip fracture (P ≤ 0.0001) risks.

Sensitivity and specificity for prediction of osteoporosis (as defined by femoral BMD) were calculated for QFracture and FRAX (excluding BMD). Both algorithms yielded high specificity but poor sensitivity (Table 4, Fig. 2) for prediction of osteoporosis as defined by DXA.

Discussion

The use of CRFs to estimate 10-year probability of fracture is a significant advance in the management of osteoporosis. The aim of this study was to compare the performance of
the FRAX and QFracture algorithms in a case–control study of postmenopausal women. In this study there was a significant difference in age (66 vs. 68 years, \( P < 0.01 \)), history of falls (69 vs. 158, \( P < 0.0001 \)), and femoral T score (−1.2 vs. −1.7, \( P < 0.0001 \)) between the control and fracture groups, respectively. This was not unexpected as these risk factors are among the strongest for fracture [19, 20]; however, the history of falls data was striking. A history of falls was recorded in 39% of the total study sample. Fall history is included in the QFracture tool [18] but not in the FRAX tool. This might explain why QFractureScores had greater specificity for prediction of major fractures and hip fractures than the FRAX score, although this was counterbalanced by a poorer sensitivity.

The absolute fracture risk values calculated in this study are broadly in agreement with previous published findings,
where QFracture predicted lower risks than FRAX [18, 21]. We think that the lower scores with the QFracture algorithm are likely due to the fact that this tool does not take previous fracture into account, which is a strong risk factor for future fracture [22]. Reflecting this fact, the differences in estimates of fracture risk between FRAX and QFracture were much greater in the cases than in the controls (Table 3). It is not possible to determine from this cross-sectional study, however, whether fracture risk is underestimated by QFracture or overestimated by FRAX. Although the algorithms differed, there were similarities between estimates, with an overall correlation between FRAX and QFracture of \( r = 0.803 \) for major fracture and \( r = 0.857 \) for hip fracture \( (P \leq 0.0001) \). Although both algorithms yielded high specificity for the detection of osteoporosis as defined by DXA, sensitivity was poor.

At present, there is no universally accepted policy for population screening in the United Kingdom to identify individuals with osteoporosis or those at high risk of fracture [23], which has been driven by the cost–benefit equation using the current diagnostic tools available. A potential advantage of QFracture is the collection of data on many more risk factors than FRAX, but an important limitation is that it does not take previous fracture into account. Most of the variables assessed in the QFracture algorithm may have already been gathered in patients’ electronic general practice record in the United Kingdom or could be collected by a clinician during a standard consultation [18]. The FRAX score is also easy and quick to calculate and can be used with or without the inclusion of a femoral neck BMD measurement [21]. Some studies have indicated that FRAX does not offer significant advantages over less complex models that also incorporate BMD [24, 25].

Both FRAX and QFracture are platform technologies, which theoretically could be upgraded as new validated risk indicators become available [26]. However, these additional risk factors would need to be validated on the original populations.

This study has some limitations, including its retrospective nature, case–control design, and relatively small sample size. However, to the best of the authors’ knowledge, this is the first study to compare the FRAX and QFracture tools in an independent sample.

There has been considerable debate as to how FRAX should be used in routine clinical practice. The procedure implemented on the UK National Osteoporosis Guideline Group Web site suggests that patients at high risk of fracture on the basis of FRAX should be treated without recourse to DXA, although this remains controversial since the vast majority of randomized controlled trials of osteoporosis therapies have focused on patients with osteoporosis as defined by DXA [27–29]. Until further evidence emerges to demonstrate that targeting patients for therapy on the basis of absolute fracture risk is effective, it could be that the optimal use of FRAX and/or QFracture might be as a prescreening tool to identify patients who should be referred for DXA.
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APPENDIX B

Raman spectroscopy of toenail as prognostic indicator of future hip fracture risk.

J Renwick Beattie\(^1\), Mark R Towler\(^2\), Diane Feskanich\(^3\), John Armhein\(^4\), Niamh M Cummins\(^5\), Tom C Bakker Schut\(^6\) and Ernest Poku\(^1\)

Keywords: Keratin, osteoporosis, protein structure, clinical prognosis, bone quality

Diagnosis and treatment for osteoporosis is focused on women over 65 year of age, but the most rapid bone loss occurs earlier, at the onset of menopause. The WHO has identified a need for improved prognostic indicators of fracture risk \([1]\), supplementing the use of clinical risk factors in FRAX\(^\circledR\) or the use of DEXA scans. Bone is comprised of a mineral phase (primarily calcium and phosphate ions) and a protein scaffold round which the mineral is deposited. The protein scaffold provides flexibility that allows the bone to absorb impact energy, but this flexibility declines with age and is believed to be an important factor in bone quality independent of the mineral component. It has previously been reported that spectral features of the Raman spectrum of nails were correlated with the occurrence of a fracture in post-menopausal women \([2,3]\). The objective of this study was to investigate if the Raman spectra of nail samples could be used as an early stage predictive tool for hip fracture, many years before the occurrence of the fracture.

METHODS

Archived toenail samples from postmenopausal women aged 50 to 63y in the Nurses’ Health Study: 82 women with a hip fracture up to 20 years after nail collection and 81 age-matched controls. The samples were analysed on a Skin Composition Analyzer (River Diagnostics, Rotterdam, NL; 785 nm excitation, 60 mW, spectral resolution 4 cm\(^{-1}\)), measuring spectra at 2-6 locations on the underside of the nail. The data was standardized by EMSC, the spectral variable reduced by PCA before developing a linear discriminant analysis model. The discriminant scores were used along with clinical risk factors (CRF) to develop clinical risk of fracture models for 5, 10 and 15 year intervals. The ability of the test score to predict hip fracture was tested within these same women in models with and without CRF by comparing the odds ratios (OR) per 1 SD increase in standardized predictive values.

![Figure 1](image)

**Figure 1** a) average Raman spectra of human toenails, b) discriminant function between fracture and non fracture
RESULTS
The Raman spectrum of toenails, Figure 1a, is dominated by the signature of keratin, the dominant constituent of the nail matrix. The spectrum exhibits very strong contributions from alpha helical proteins (peaks at 1651 and 935 cm\(^{-1}\)), phenylalanine (1003 cm\(^{-1}\)), tyrosine (doublet at 830 and 850 cm\(^{-1}\)), cysteine (640 and 620 cm\(^{-1}\)) and cystine (510 cm\(^{-1}\)). All of these modes are found to contribute to the discriminant function (Figure 1b), although the cystine mode is at the higher position of 520 cm\(^{-1}\), reflecting an earlier report that the width of the disulphide mode was an important indicator of fracture risk [3].

The mean discriminant score for the cases was significantly higher than the controls (p = 0.004) and at all Raman score values the cumulative proportion of controls exceeded that of the cumulative proportion of the cases (Figure 2). Using the Raman discriminant score alone the odds ratio (OR) for hip fracture was 1.59 with an area under the curve (AUC) of 0.61. Combining scores with CRFs improved performance to OR = 2.5, AUC = 0.75, which was a significant improvement over using the CRFs alone (p = 0.002).

However, this analysis included samples from patients that fractured up to 20 years after the sample was taken, considerably longer than would clinically relevant to detect. Excluding fractures over 15 years post sampling (and their matching controls) obtained an OR of 3.56 and AUC of 0.79. The improvement in the prediction compared to using CRFs alone indicates that the Raman method adds significant new information to the assessment of fracture risk and provides a significant performance enhancement. The mean age of the women in the study was 57.7 years of age and is able to provide a prognostic indicator of fracture risk up to 15 years in advance. It is hoped that such early detection of patients most at risk of fracture, will provide substantial time for appropriate interventions to prevent further bone quality deterioration.

CONCLUSION
The study demonstrated Raman spectroscopic evaluation of human toenails provides early prognostic indication of fracture risk, up to 15 years before the event and the Raman information improves the identification of at risk patients. Earlier and more reliable detection of at-risk patients allows appropriate and targeted intervention against age related fractures.
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APPENDIX C
Developing Novel Prognostic Biomarkers for Multivariate Fracture Risk Prediction Algorithms

Ernest K. Poku · Mark R. Towler · Niamh M. Cummins · Jeff D. Newman

Abstract Multivariate prediction algorithms such as FRAX® and QFractureScores provide an opportunity for new prognostic biomarkers to be developed and incorporated, potentially leading to better fracture prediction. As more research is conducted into these novel biomarkers, a number of factors need to be considered for their successful development for inclusion in these algorithms. In this review, we describe two well-known multivariate prediction algorithms for osteoporosis fracture risk applicable to the UK population, FRAX and QFractureScores, and comment on the current prognostic tools available for fracture risk; dual X-ray assessment, quantitative ultrasoundography, and genomic/biochemical markers. We also highlight the factors that need to be considered in the development of new biomarkers. These factors include the requirement for prospective data, collected in new cohort studies or using archived samples; the need for adequate stability data to be provided; and the need for appropriate storage methods to be used when retrospective data are required. Area under the receiver operating characteristic curve measures have been found to have limited utility in assessing the impact of the addition of new risk factors on the predictive performance of multivariate algorithms. New performance evaluation measures, such as net reclassification index and integrated discrimination improvement, are increasingly important in the evaluation of the impact of the addition of new markers to multivariate algorithms, and these are also discussed.

Keywords Algorithms · DXA · Fracture · FRAX · Prognostic

The introduction of multivariate algorithm-based fracture risk assessment tools such as FRAX® has broadened the risk factors considered important for osteoporotic fracture risk [1]. These risk calculators are modifiable and therefore can incorporate appropriately validated new prognostic markers for fracture risk in the future. In particular, additional markers for bone quality factors that are linked to fracture risk would be beneficial [2]. Bone quality refers in part to the organic matrix of bone, but it also describes a set of characteristics that influence strength, such as microarchitecture, remodeling, and damage accumulation.

Traditionally, osteoporosis has been defined using bone mineral density (BMD) as measured by T-scores. In recent years, there has been a move away from T-scores as the operating definition of osteoporosis, in favor of the use of absolute risk of fracture and risk calculators that are based on algorithms that estimate those risks [3]. This movement has led to an evolved definition of the disease that incorporates more clinical risk factors (CRF) and that bases treatment decisions on absolute risk of fracture thresholds over a 10 year period rather than T-scores [3]. This
paradigm shift brings osteoporosis into line with other conditions, such as heart disease, where patient risks are assessed on an absolute risk-of-event basis over a 10 year period [4]. This major change in the definition of osteoporosis creates an opportunity for new prognostic biomarkers to be identified and incorporated into risk assessment quickly and efficiently via the absolute risk approach once they meet the appropriate clinical evidence requirements.

There is a need for improved prognostic factors in osteoporosis as a result of the increasing burden of fracture on the population and the resultant high mortality rates. Burge et al. [5] estimated that there were more than 2 million fractures in the United States in 2005, resulting in direct health care costs of $17 billion. The authors projected that this number would grow by 50 % by 2025 as a result of the aging of the population (the “gray tsunami”). The number of fractures will reach over 3 million a year, at an annual cost of $25 billion, over the same time period [5]. It has been established that while incidence rates of hip fracture may be relatively low, excess mortality is significant, at between 8 and 36 % compared with community-based controls during the first year [6]. It has also been noted that it would be beneficial to treat women earlier than is current practice, ideally in the perimenopausal stage, when bone mass is near its lifetime peak, in order for the benefits of early preventative treatment to be realized [7].

The steps required to develop a new prognostic marker with sufficient clinical evidence to justify inclusion in current fracture risk calculators. We include current risk factors and their evidence bases, methodologies for introducing new risk factors, and new techniques available to evaluate their performance in terms of health and cost-effectiveness.

Current Prognostic Fracture Risk Calculators

The increased interest in regression model-based risk calculators developed from established cohort studies has been driven by the need to develop more accurate models for who is likely to experience a fracture and when the fracture will occur. Another important issue is the lack of availability of dual X-ray assessment (DXA) machines in many countries. Also, DXA performance is not optimal for detecting osteoporotic fracture risk as a result of poor predictive sensitivity, and therefore the use of additional CRFs in combination with DXA could help increase the sensitivity of diagnosis without impairing specificity [8].

Health economic evaluations have indicated that it is most effective to implement mass screening programs using an initial assessment with CRFs followed by DXA evaluation in high-risk subjects [9]. Mass screening can therefore be justified with the support of non-BMD prognostic markers to enhance overall prognostic performance in combination with DXA. Early work to combine CRFs into prediction models for fracture risk to supplement DXA was conducted by Black et al. [10]. Subsequent work has resulted in three validated fracture risk prediction models that are currently available online: FRAX, QFractureScores, and the Garvan model. The Garvan and Black models were developed in Australian and U.S. populations, respectively. The FRAX model is currently the most widely used. In order to provide an illustrative comparison, two of these models, FRAX and QFractureScores, both of which are available for UK populations, are described in more detail.

FRAX

The World Health Organization Collaborating Centre for Metabolic Bone Diseases (University of Sheffield, Sheffield, UK), led by Kanis [7], developed the FRAX risk calculator to improve osteoporosis risk assessment. The algorithm, which uses a Poisson regression model to estimate risk, was developed with data from nine population cohorts and validated in another 11 cohorts comprising over 1 million patient-years. FRAX can calculate 10 year risk probabilities with or without the inclusion of femoral neck BMD. Table 1 lists the CRFs currently considered to have sufficient clinical evidence to justify their inclusion in FRAX.

There are a number of general and methodology-specific limitations in the FRAX initiative [8]. The calculator does not consider medications that influence fracture risk, and other factors such as the risk of falls and the presence of biochemical markers of bone turnover have been excluded because of the lack of large prospective studies validating their use. Additionally, risk factors are quantified in a binary fashion, rather than by using multiple state options. A wide number of risk factors were considered for inclusion, but only nine were thought to have sufficient evidence to justify their inclusion in the model [7]. The developers consider FRAX to be a platform technology into which new risk factors can be incorporated as they become available [3]. CRFs used in isolation do not predict fracture risk as strongly as a BMD measurement. However, CRFs in combination with BMD provide an enhanced predictive ability over BMD alone.

Health screening modeling has demonstrated that the combined use of CRF and BMD in FRAX leads to a higher positive predictive value, a lower number of subjects required to treat to prevent one fracture, and enhanced
sensitivity in 55-, 60-, and 65-year-olds over BMD alone [11]. This indicates that additional non-BMD prognostic factors could enhance the overall performance of predictive tools for fracture risk. The FRAX developers selected a 10 year horizon partly on the basis of the likely treatment duration, and also on the basis of the limitations of the available clinical evidence, as few relevant studies had more than 10 years of follow-up data [12]. However, it may also be clinically useful to predict the 20 year or lifetime risks for younger women in order to earlier identify those who are significantly at risk of a fragility fracture in the future, which may be used to justify more regular screening that may result in non-pharmaceutical interventions and lifestyle advice at an earlier stage for higher-risk individuals. Early intervention at perimenopause could result in greater maintenance of bone mass and a reduction in the rate of loss in later life [13]. Barr et al. have shown that screening for osteoporosis between the ages of 45 and 54 and following up with hormone replacement therapy leads to reduced fracture incidence [14]. The incidence of hip fracture rises significantly in women aged between 70 and 90, and clinical studies indicate that between these ages, the prognostic performance of BMD as determined by DXA falls by more than the performance of CRFs [7]. There may therefore be an argument to focus on CRFs and exclude BMD as a risk factor when identifying elderly women who would benefit from treatment.

The development and rapid acceptance of FRAX is an acknowledgement by the medical community of the importance of non-BMD risk factors in predicting osteoporotic fracture. The use of BMD within FRAX does improve prediction [11], but the identification of additional risk factors with the potential to replace BMD would be beneficial to widen the use of osteoporosis screening, particularly in lower-income countries where DXA is often unavailable. The advantage of including non-BMD-based CRFs that can be collected in a questionnaire format by a risk algorithm is that these can be obtained at low cost and can add significantly to the prognostic power of BMD or, in the absence of BMD can provide an acceptable decision-making tool for clinicians.

### QFractureScores

The developers of the QFractureScores algorithm (http://www.qfracture.org) implemented a very different approach to that of the FRAX developers. Their aim was to develop an algorithm that was prognostic without the requirement for diagnostic testing that introduces an external cost to the prevention program. The QResearch database, a validated database of risk factors and outcome data collected from primary care practices in the UK, was used to develop the algorithm [15]. This database contains the health records of over 11 million people in England and Wales. The QResearch database contains information on 1,174,232 men and 1,183,633 women, aged between 30 and 85, and 7,898,208 (female) and 8,049,306 (male) observation years were used in developing the algorithm. In the female group, 24,350 incident fractures and 9,302 hip fractures were recorded. The risk factors assessed in the database are outlined in Table 1.

<table>
<thead>
<tr>
<th>Clinical risk factor</th>
<th>FRAX</th>
<th>QFractureScores</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Sex</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Weight</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Height</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Previous fracture</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Parental hip fracture/osteoporosis</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Smoking</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Glucocorticoids(^a)</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Rheumatoid arthritis</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Secondary osteoporosis(^b)</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Alcohol intake</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Femoral bone mineral density</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Asthma</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Heart attack/stroke</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Falls</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Chronic liver disease</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Tricyclic antidepressants</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Type 2 diabetes</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Hormone replacement therapy</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Endocrine problem</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Malabsorption</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Menopausal symptoms</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) In QFractureScores, the use of “steroids” is recorded rather than glucocorticoids

\(^b\) In QFractureScores secondary causes of osteoporosis are not recorded as a single entity but are recorded separately (as shown above)
an additional 13 million observation years. The observed results closely matched those observed in the internal validation study, adding further evidence for the integrity of the QFractureScores approach [16]. The developers of QFracture have recently released a new algorithm incorporating additional risk factors such as ethnicity and previous fracture on the basis of their analysis of the prospective cohort study, QResearch, which has improved predictive performance over the original QFracture algorithm [17].

A Comparison of FRAX and QFractureScores

FRAX and QFractureScores were compared using the validation cohort in the original QFractureScores study [15]. QFractureScores resulted in better discrimination compared with FRAX using the D statistic. The values were 0.11 higher in women; any difference exceeding 0.1 is considered important. The authors attribute the performance of QFractureScores to the fact that FRAX uses data from multiple international databases rather than from a single national data source, as is the case with the QResearch database. The FRAX algorithm generated an area under the receiver operating characteristic curve (AUC) value of 0.845 for female hip fracture, and QFractureScores had a value of 0.89 for the same event. However, the use of these data for a direct comparison of FRAX and QFractureScores may not be appropriate because of the difficulties encountered in comparing AUCs between studies, particularly when adjustments have not been made for differences in major predictive factors, such as age, between studies [18]. Recent work in an independent UK- and Irish-based population using only CRFs indicated that FRAX and QFractureScores were reasonably well correlated ($R = 0.857$) for hip fracture, suggesting that both tools could be of value in primary care settings [19].

In addition to the differences in outcomes predicted, there are methodological differences between the two algorithms. DXA measures are not considered in QFractureScores, whereas they are an important variable in FRAX. Additionally, mortality is considered in FRAX but not in QFractureScores; death as a risk factor becomes increasingly important with age, particularly in people older than 80, and this should be considered in any comparison of the two models in older subjects. In terms of input factors to the algorithm, as shown in Table 1, QFractureScores does not consider prior fracture as it was developed in subjects without a prior fracture, which gives the algorithm a different weighting to FRAX. The clinically relevant outcomes predicted by the two algorithms also differ, as shown in Table 2.

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Comparison of outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fracture</td>
<td>FRAX</td>
</tr>
<tr>
<td>Hip</td>
<td>X</td>
</tr>
<tr>
<td>Clinical vertebrae</td>
<td>X</td>
</tr>
<tr>
<td>Humerus</td>
<td>X</td>
</tr>
<tr>
<td>Wrist</td>
<td>X</td>
</tr>
<tr>
<td>Distal radius</td>
<td>X</td>
</tr>
</tbody>
</table>

Current Prognostic Biomarkers

DXA

DXA has been shown to be predictive for hip fracture at the femoral neck with different odds ratios depending on the age of the subject; a 50-year-old has been shown to have a risk of 3.68 (95 % CI 2.61–5.19) and an 80-year-old to have a risk of 2.28 (95 % CI 2.09–2.50) [20]. Incidence rates increase with age, but the predictive power of DXA for 10 year hip fracture reduces with age. Additionally, DXA has the adoption challenges of cost, availability, and effectiveness in women younger than 65 [21]. This age group has been identified as important for making long-term treatment decisions that will greatly affect future fracture rates; a group DXA is currently unable to support using mass screening [21, 22].

Quantitative Ultrasoundography

Quantitative ultrasonography (QUS) is an alternative technique to DXA for assessing BMD and has been available since the early 1990s. Hans et al. demonstrated the prognostic power of QUS in women with a mean age of 80.4 years over a 2 year follow-up [23]. The relative risk for hip fracture was 2.0 (1.6–2.4) for broadband ultrasound attenuation and 1.9 (1.6–2.4) for speed of sound compared with 1.9 (1.6–2.4) for BMD as measured by DXA in the same study. There has always been a view that QUS measures more aspects of bone structure (e.g., microarchitecture) than just BMD and as a result provides some measure of bone quality [24]. Langton and Langton [25] reported linear regression fit ($R^2$) values between broadband ultrasound attenuation and elasticity (Young’s modulus) in calcaneus bone of between 65 and 77 %, indicating a relationship between the two values. The potential to incorporate some bone quality measures into an overall assessment of fracture risk has clear clinical utility [25], and there is now some clinical evidence that QUS is prognostic of hip fracture over a 10 year period. A 1 standard deviation (SD) decrease in broadband ultrasound attenuation gave a HR for non-vertebral fracture of 1.414 (1.236–1.616), and a 1 SD change in speed of sound resulted in a HR of 1.359 (1.193–1.548) [26].

Table 2  Comparison of outcomes

<table>
<thead>
<tr>
<th>Fracture</th>
<th>FRAX</th>
<th>QFractureScores</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hip</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Clinical vertebrae</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Humerus</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Wrist</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Distal radius</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>
Since the move to measurement of absolute risks for risk assessment, there has been a reappraisal of the diagnostic potential of QUS. In a recent study of 1,455 participants aged between 64 and 76, followed up over 10.3 years and including 79 fracture cases, an algorithm incorporating both QUS and known CRFs, including smoking, prior fracture, and alcohol intake, achieved comparable results to DXA. The combination of QUS and CRFs achieved a HR of 2.04 (1.55–2.69) per SD compared with a HR of 2.26 (1.74–2.95) for BMD. The authors concluded that in terms of absolute risk, the use of QUS is comparable with DXA [27].

The move to absolute risk for assessing future fracture risk appears to offer some additional opportunities for QUS to gain wider acceptance, but the number of long-term prospective studies required to confirm the results of Moayyeri et al. [27] will continue to be a barrier to its wider acceptance. The adoption of QUS in clinical practice has also been limited as a result of issues with the maintenance of instrument precision and accuracy, as well as reproducibility in practice.

Biochemical Markers

A number of studies have shown that biochemical markers of bone remodeling are capable of predicting fracture risk [28, 29]. These biomarkers have the advantage of reflecting global skeletal activity whereas BMD measurements assess only a small portion of the skeleton at a specific site. Garnero et al. [30] demonstrated that cross-linked C telopeptides of type I collagen (CTX) is prognostic of hip fracture in older women, with an odds ratio for hip fracture of 2.2 (1.3–3.6), which was independent of bone mass. The use of BMD and CTX in combination generates a higher hip fracture odds ratio of 4.8. Although these studies demonstrated the utility of CTX to predict fracture, the patient population has limited clinical utility. The EPIDOS study was conducted in an older population (over 74 years of age), and the study had a short (3 years) follow-up period. The evidence for CTX’s clinical utility for the prevention of future fracture over a longer period and in younger women is still to be developed [29]. Other bone turnover markers shown to be predictive include serum osteocalcin, serum procollagen type I C propeptide, and urinary deoxypyridinoline, but they all currently lack the required level of clinical evidence to justify inclusion in the FRAX algorithm [29].

Biochemical markers have the advantage of being easily measured in a serum or urine sample; however, this also means that issues of biological variability can arise.

Genomic Markers

Osteoporosis is a polygenic disease, involving a large variety of gene products implicated in both bone modeling and remodeling. A number of candidate genes have already been identified including those that code for the following: vitamin D receptor, estrogen receptor, insulin growth factor, parathyroid hormone, and type I collagen. Twin studies have been widely used to assess the importance of genotype in the osteoporotic condition, finding that between 60 and 85 % of BMD variance is genetically determined [31, 32]. Research has also been conducted on non-BMD risk factors; Mann and Ralston investigated the genetic influence on non-BMD CRFs including body mass index, age at menopause, and smoking history. A statistically significant relationship was found between a gene that encodes for collagen type 1 alpha 1 (COLIA1) and body mass index and fracture risk [33]. However the other CRFs were found to be nonsignificant. An association between the polymorphism for transcription factor Sp1 in the gene COLIA1 and bone health has also recently been reported. The presence of at least one copy of the T allele was associated with osteoporotic fractures, but not with low BMD, in postmenopausal white women aged 50–70 years [34].

The increasing use of whole genome studies to investigate disease brings new hope for improved clinical utility with genetic tests, but prospective studies will be required to establish a compelling link to future fracture [35]. The limitations of the genetic research are that most studies to date have focused on the link between genotype and BMD rather than future fracture risk [36]. It is also probable that a prognostic test based on whole genome analysis is likely to be prohibitively expensive for mass screening in the foreseeable future.

Development of New Prognostic Biomarkers

Because of the limitations of BMD and the existing non-BMD-based markers, there is a need to identify new prognostic markers that could enhance the overall performance of tools like FRAX. Demonstrating that these new biomarkers are predictive of fracture risk rather than correlated with DXA T-scores requires the use of prospective study data with substantial follow-up times. Kanis et al. [1] have discussed the cohorts considered suitable for deriving data for a risk calculator and have shown that hundreds of thousands of person-years are required.

Importance of Cohort Studies

In order to develop a completely novel prognostic marker for osteoporotic fracture risk, there is a requirement to collect patient samples at baseline and then to follow the patient for a number of years. Because of the low incidence rate of hip fractures in postmenopausal women (less than 5 %), cohorts in excess of 10,000 subjects could be required.
to ensure sufficient events have occurred over a 10 year study, making the costs and time commitment for new studies substantial. This is especially the case when the women of interest are perimenopausal, and therefore the incidence rate of fracture is particularly low over the next decade [7]. An alternative, more cost-effective option is to apply a retrospective cohort approach using an existing well-established cohort in which samples were collected in the past and then followed up for hip fracture in subsequent years. Osteoporosis cohorts of this type that are long established and well known include the Aberdeen Prospective Osteoporosis Screening Study [37] and the European Prospective Osteoporosis Study [38]. However, a challenge with retrospective cohort approaches is the restriction to existing samples and data already collected, which may be suboptimal for the new marker of interest. This limitation can mean that data required in the predictive algorithm may not have been collected at baseline, either for an individual patient or for the entire group. Studies can manage this problem by using multiple imputation for individuals; however, for the entire cohort, it may not be possible to replicate data for the risk factor. The missing risk factor may result in different results that should be considered in any overall interpretation of the study. If the number of risk factors missing render the retrospective cohort study approach impractical, an alternative approach would be to include the new risk factor into a prospective clinical study that incorporates treatment. The advantage of commencing a completely new study is the ability to examine any biomarkers of interest and any end points of interest. Incorporating the new risk factor as an arm in a study such as the Screening of Older Women for Prevention of Fracture (SCOOP) study [39] may provide an intermediate approach between the lower cost and speed of a solely retrospective study and the high costs and long duration of a long-term prospective fracture study. The SCOOP study evaluates a FRAX- and DXA-based screening method compared with standard screening methods followed by treatment, and the primary outcome is the number of fractures in each arm. This 5 year study will provide evidence of the performance of the predictive algorithm on the most important clinical outcome: fractures.

In order to enable a retrospective study to be carried out in a timely and cost-effective manner without having to test tens of thousands of archived samples, nested case-control designs are attractive. Sample types previously collected in published osteoporosis studies have included DXA scores as well as bone, blood, urine, and skin samples [40–42]. Because the incidence rate of hip fracture is less than 3 % in the age range with most clinical utility, 50–70 years of age, the use of case-to-control ratios of 1:3 or more is recommended [43]. As an example of this nested case-control approach, envisage a scenario where a new technique has been developed that can extract bone quality information from X-ray images. If we assume that a 1:3 case-to-control ratio is sufficient, rather than conducting a completely new study, we instead could retrospectively examine archived X-ray images from 100 fracture events and 300 controls. These 400 data points could then be evaluated more cost- and time-effectively than the traditional prospective approach.

The developers of the FRAX algorithm developed substantial evidence requirements for the inclusion of risk factors, including their use in a number of studies, accumulated person-years in trials, and follow-up durations [7]. For new biomarkers to be accepted into risk calculators without prohibitive barriers to entry, it is proposed that the following acceptance criteria be used: a follow-up time of at least 5 years and independent verification in two cohorts using a training set developed in a separate cohort. This approach would allow additional risk factors to be incorporated for applications where DXA is not available.

In order to take advantage of the retrospective cohort study approach, new prognostic markers must make use of stored or archived samples. This means that new prognostic methods that cannot use previously archived samples will require prospective studies to be fully validated. This will be a significant evidence barrier for the development of some novel techniques.

Sample Stability Considerations

Several years of follow-up are required to collect sufficient clinical data for prospective studies, and when archived samples are used in a study, the effect of the ageing process on the archived samples need to be taken into consideration. It is essential to demonstrate that archived samples will yield similar or identical results to previous work upon reanalysis, or that any changes observed are consistent and can be accounted for in subsequent calculations. This question has previously been explored in the literature in a limited way; a major challenge is the requirement to evaluate long-term storage for each sample type and analyte. UK Biobank has developed a protocol for the collection of blood and urine with a view to long-term storage that is based on a review of the literature; they established the need to freeze samples at particular temperatures for particular applications for long-term storage [40]. It is likely that any new biomarker would need to explore the use of accelerated aging on fresh biological samples to mimic archived samples stored for several years in order to establish the viability of testing the samples for a new analyte. Possible approaches include the use of calculations such as the Arrhenius equation, but it is challenging to mimic aging processes that can be measured in decades using this process [44].
Performance Evaluation Measures

There has been increased recognition in the recent academic literature that there is a need for additional measures to assess the performance of different prognostic risk factors and multivariate risk models beyond what is offered by the receiver operating characteristic (ROC) curve [4]. The ROC curve has been observed to perform poorly as a measure of prognostic performance in population-based cohorts in which the disease has a low prevalence; a graphical example of the increased ROC performance observed by the addition of CRFs to BMD is shown in Fig. 1. This is the situation in osteoporotic hip fractures where the incidence rate is low, but the consequences for health are very serious in terms of increased mortality [6]. McClish [45] has suggested solutions to improve the clinical utility by analyzing just a portion of the ROC curve. The full area under the ROC curve approach was criticized for equally weighting false-positive rates that may not reflect the clinical outcomes in a number of conditions. Calibration remains an important evaluation measure for predictive models; it assesses the ability of the model to accurately predict the incidence rate for the event compared with the rate observed in reality. Graphical examples of calibration comparing the predictive performance of FRAX and QFracture in a UK cohort are provided in Figs. 2 and 3 [15]. The Hosmer–Lemeshow test is commonly used to report the goodness of fit of the predicted and observed incidence rates [46].

New approaches to evaluate the performance of additional clinical markers in a multivariate model have been proposed that move beyond whether a new prognostic test offers good discrimination between the cases and controls (as evaluated by the ROC curve) to whether it significantly changes the classification of the subject who may be at risk [4]. The addition of risk factors into prognostic models can result in small changes in the AUC, which do not reflect the changes in risk category that result from the new information [46]. Cook notes that many new biomarkers may have clinically relevant odds ratios (between 1.5 and 2.0), but these will have only a modest impact on the ROC curves [46]. New reclassification metrics are able to address the weaknesses of these measures in terms of perfect discrimination using ROC curves. It is now being argued that these new measures are more important to prognostic models than the traditional ROC curve and AUC measure.

More novel techniques that provide additional information on the relative performance of predictive models are net benefit analysis [47], decision curve analysis [48], the Pepe method [49], net reclassification index (NRI) [46], and integrated discrimination analysis (IDI) [50]. Net benefit approaches allow a broader evaluation of the clinical usefulness of a predictive model by incorporating information on clinical management strategies. These models can be complex to develop, and decision curve analysis has the advantage of providing an evaluation of net benefit using a simpler model that requires no additional data on costs or treatment effectiveness. The Pepe method provides additional information on the performance of a model by classifying the subjects on the basis of the proportion above and below selected thresholds and their case and non-case status.

Two new measures of prognostic performance in particular are gaining popularity: the NRI and the IDI. The NRI is a measure that quantifies the number of subjects correctly reclassified as diseased and correctly reclassified as healthy on the basis of the addition of a new biomarker. IDI is similar to NRI but uses probabilities rather than risk categories [50]. There is some debate on the most appropriate way to use these new measures. Pencina et al. [50] argue that for the evaluation of a new marker, an additional measure, IDI, is required, rather than using NRI in isolation. This measure describes the difference between the
improvement in average sensitivity and any change in average “one minus specificity” and can be seen as an alternative to AUC that is appropriate for use when adding a new marker to a multivariate prediction algorithm.

It is notable that the authors of these articles state that these new measures can be used to evaluate whether an expensive new biomarker should be introduced from an economic standpoint. However, the criteria to evaluate this have not yet been published in detail. Published health economic studies typically use odds ratio, relative risk, or AUC to evaluate the economic performance of tests [51]. It is clear from recent work that the limited impact of some new additive tests on AUC measures restrains the ability of clinical practitioners to evaluate cost-effectiveness because the AUC is not taking the reclassification of subjects into account. A recent study has explored the possibility of evaluating cost-effectiveness using NRI as an alternative to traditional relative risk based approaches and have
investigated how measures of discrimination, classification, and costs can be linked [52]. Pencina et al. [50] offer a process that weighs the NRI on the basis of the cost saving when a person moves up in classification compared to incurred costs when they move down in classification, caused by misclassification. An example would be when a person no longer receives unnecessary treatment as a result of reclassification.

These measures have previously been used to explore the performance of cardiac markers and are now also being used in osteoporosis studies [53]. Donaldson et al. compared a simple BMD and age model with the FRAX model using the Cook and Pepe methods in the Study of Osteoporotic Fractures. AUC in both models was similar for hip fracture (0.75 vs. 0.76), but the novel methods were able to differentiate the predictive models by identifying differences in who is correctly and incorrectly classified. A total of 8 % of cases were not treated in error, but 18 % of non-cases were correctly not treated, according to an analysis using the Pepe method when the FRAX model was compared with the simple model.

Conclusions

Online fracture risk assessment tools offer significant opportunities for novel biomarkers to be used for fracture risk prediction. The challenges created by the requirement to demonstrate predictive power over time frames in excess of a decade in a disease with a relative low incidence rate is challenging, particularly when there are no archived samples to draw on. The recent work with the QResearch database indicates that better predictive performance can be achieved by the addition of more risk factors, if appropriately validated. Although the prevalence of osteoporosis is high, the incidence rate of the most damaging event, hip fracture, is relatively low—less than 5 % per year in the population of interest. The development of new prognostic markers has a significant barrier that is based on the long follow-up time during which events occur. Using retrospective studies with archived samples, intervention studies, and nested case-control and case-cohort approaches may substantially improve the development times for the adoption of new biomarkers. The limited number of archived samples available and their stability over long durations of time will be key considerations in the development of these approaches.

Several alternative prognostic biomarkers have been evaluated to date, but as yet none has provided the evidence base to supersede DXA. It may be that the way forward now is to use these tools in combination with DXA and, where cost-effective, as a prescreening tool to select subjects for DXA testing. This review has set out some of the considerations required by researchers seeking to incorporate new risk factors into the existing prediction algorithms. There is significant scope in the field of osteoporosis for the following: increased use of real patient data, increased use of archived samples, increased use of end points with real clinical utility, i.e., hip fracture, and for prognostic-based end points like NRI and IDI to be applied. These new techniques could ultimately lead to the development of a new generation of prognostic tools to improve patient care for people with osteoporosis.
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APPENDIX D

Osteoporotic genetic markers: can they improve individualised fracture risk prediction?

J. Quigley. MSc Thesis

Osteoporosis is a metabolic bone disorder characterised by compromised bone strength that predisposes a person to an increased risk of fragility fracture. A significant proportion of patients who suffer osteoporotic fractures are not diagnosed until after the event has occurred. Therefore, one of the foremost priorities in osteoporotic research is to develop valid models for identifying individuals at high risk of fracture so preventive measures can be taken. The risk of fracture is determined by genetic and non-genetic clinical risk factors. The aim of this study was to quantify the contribution of genetic profiling to fracture prognosis, over and above the contribution of clinical risk factors. The study was built on data previously collected in Ireland and the UK. Clinical data from one hundred women aged fifty to eighty five years who had recently suffered a low-trauma fracture was used, as well as data from one hundred equivalent controls. Genotypes for thirteen independent single nucleotide polymorphisms (SNP) were simulated from population level data obtained from distinct published sources and using two different methods; HAP-SAMPLE simulation and allele frequency simulation. Five models were built to test the potential; (1) clinical risk factors alone, (2) genes alone in the HAP-SAMPLE population, (3) genes alone in the frequency population, (4) genes and clinical risk factors in the HAP-SAMPLE population and (5) genes and clinical risk factors in frequency population. The area under the curve (AUC) for model 4 and model 5 showed improvements of 4.63% and 8.56% respectively, from the AUC for model 1. Net reclassification improvements (NRI) of 0.03 and 0.06 respectively, were also recorded. These results suggest that genetic profiling could enhance the predictive accuracy of fracture prognosis models.
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