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�To Marta, my niña...

As you wish!�





Abstract

An approach is proposed in this work to support the preliminary design of High-

Lift aircraft con�gurations through the use of Multi-Objective optimisation tech-

niques. For this purpose a framework is developed which collates a Free-Form De-

formation parametrisation technique, a number of Computational Fluid Dynamics

suites of di�erent �delity levels, a rapid aero-structure coupling procedure and two

multi-objective optimisation techniques, namely Multi-Objective Tabu Search and

Non-dominated Sorting Genetic Algorithm-II.

The proposed optimisation framework is used for the execution of several design

studies. Firstly, the deployment settings and elements' shape of the 2D multi-

element GARTEUR A310 test case are optimised for take-o� conditions. Consider-

able performance improvements are achieved using both the optimisation algorithms,

though the sensitivity of the optimum designs to changes in operating conditions

is highlighted. Therefore, a new optimisation set-up is proposed which successfully

identi�es operational robust designs. Secondly, the framework is extended to the

optimisation of 3D geometries, using a Quasi-three-dimensional approach for the

evaluation of the aerodynamic performance. The application to the deployment

settings optimisation of the (DLF F11) KH3Y con�guration illustrates that the

method can be applied to more complicated real-world design cases. In particular,

the deployment settings of slat and �aps (inboard and outboard segments) are suc-

cessfully optimised for landing conditions. Finally, a rapid aero-structure coupling

procedure is implemented, in order to perform static aero-elastic analysis within

the optimisation process. The KH3Y optimisation study is repeated including, this

time, the e�ects of structural deformations. Di�erent optima deployment settings

are identi�ed compared to the rigid case, illustrating that, despite being of reduced

magnitude, wing deformations in�uence the optimum high-lift system settings.

Furthermore, an industrial development and application of multi-objective opti-

misation techniques is also presented. In the proposed approach, a reduced order

model based on Proper Orthogonal Decomposition methods is used in an o�ine-

online optimisation strategy. The results of the optimisation process for the RAE2822

single-element aerofoil and for the GARTEUR A310 multi-element aerofoil illustrate

the potential of the method, as well as its limitations. The technical analysis is com-

pleted with a description of the Agile project management approach used to run the

project. Finally, future work directions have been identi�ed and recommended.
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Chapter 1

The Research Project

1.1 Aims and Objectives

The aim of the research project is the analysis of High-Lift aircraft con�gurations

using parametric geometrical descriptions, sensitivity analysis and di�erent perfor-

mance simulation capabilities. Such analysis has been carried out in the context of

the multidisciplinary/multiobjective design optimisation environment based on the

Industrial Sponsor tool-chain expanded with several tool-kits developed at Cran�eld

University.

In order to successfully achieve the above described goal the listed objectives

have been identi�ed:

� Set-up and perform di�erent 2D Multi-Objective optimisation processes using

high-�delity Computational Fluid Dynamics (CFD) simulations. Gain knowl-

edge and better understanding of the high-lift aerodynamics in relation with

slat and �ap shape and deployment settings

� Exploit the possible speed-up o�ered by Reduced Order Models (ROMs), as-

sessing their accuracy and range of validity. Compare the outcomes of similar

optimisation problems to the �CFD in the loop� ones

� Use the �ndings of the research to guide the development of an R&T tool
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within the high-lift design process of the Industrial Sponsor. Focus on both

the technical challenges as well as the project management ones

� Extend the analysis to 3D geometries, identifying appropriate techniques to

rapidly and accurately simulate high-lift wing aerodynamic performance. De-

velop a �exible and e�cient framework to assess di�erent optimisation algo-

rithms

� Include constraints and requirements from di�erent disciplines, with initial

focus on structural coupling.

1.2 Approach

The author's research methodology required the implementation of an optimisation

framework into a work-�ow management system to produce an automated toolkit

for the multidisciplinary design of high-lift con�gurations. The chosen work-�ow

management system had to be �exible, reliable and e�cient in order to allow a suc-

cessful implementation and execution of the optimisation process. Multi-Objective

optimisation algorithms have been used throughout the research project to tackle

challenging industrial and academic design problems. Speci�cally, the innovative

Multi-Objective Tabu Search (MOTS) and the well-known Non-dominated Sorting

Genetic Algorithm-II (NSGA-II) have been extensively utilised, and their perfor-

mance compared. Finally, di�erent level of �delity simulation tools have been im-

plemented, according to the computational demand of the optimisation process and

the requirements de�ned for the speci�c optimisation task.

1.3 Context

The ACARE initiative [7] has posed a series of challenging goals for the aeronautical

industry, calling for a drastic reduction in both noise and pollution levels of future
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aircraft. In order to achieve such improvement in aircraft performance, a paradigm

shift in the capability of simulation-based design processes is needed. Moreover,

many organisations realise that the need for more advanced design processes is not

restricted to the aerospace industry. That is why in January 2008 a not-for-pro�t

company, CFMS Ltd, was formed by six major parties.

In order to deliver the step changes embedded in the �CFMS vision�, a co-

ordinated, sustainable programme of research and capability demonstration was

launched. The largest research project within the CFMS Framework to date has

been the CFMS Core Programme, launched in early 2007. At its peak, the project

involved 15 industrial participants and 12 universities.

As of today, the engagement with the wide research community is still one of

the main focus of CFMS Ltd. The EngD research project of the author is part of

such engagement. Conducted within the CFMS context, the research is aimed at

providing a contribution towards the development of innovative methodologies and

simulation capability.

1.4 Thesis Contents Outline

This thesis is structured as follows:

Chapter 1 has described the aims and objectives of the research, the approach

used and has also given an overview of the context in which the research has been

carried out.

Chapter 2 introduces the typical high lift design process. Firstly, the purpose

of such systems and the current trend in the aeronautical industry is discussed.

Secondly, the most common high lift devices are introduced, focusing on both leading

edge and trailing edge elements. Then, the main aerodynamic e�ects of slots (gaps

between elements) in the design of multi-element airfoils are described. Finally,

a survey of work related to numerical optimisation applied to high lift design is
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presented.

Chapter 3 provides a detailed technical description of the optimisation frame-

work for the design of multi-element airfoils. The main modules that make up the

automated process are presented and discussed. Moreover, the chapter illustrates

the parametrisation technique used to represent the shape of the high lift elements

and their deployment settings.

In Chapter 4 the application of the previously described optimisation frame-

works to an industrial 2D test case is presented. Firstly, a validation and veri�cation

study of the suite for aerodynamic performance simulation is performed. Then, two

di�erent optimisation problems are set-up and executed. The �rst case focuses on

improving the con�guration for the nominal design point conditions, whereas the

second case introduces robust design considerations within the design. The results

are analysed and discussed, and a comparison of two di�erent optimisation algo-

rithms is performed.

Chapter 5 focuses on the development of a design tool included within the

Industrial Sponsor's R&T programme. The technical description of the tool and of

the ROM approach used is accompanied by an analysis of the project management

aspects of the development. Techniques from the Agile Software Development and

Concurrent Engineering approaches have been used to reduce development time

and cost, and to maximise the quality of the deliverables. Also, a �Pilot Study� is

presented, which illustrates the user testing phase and the designers' feedback.

Chapter 6 switches the focus of the research from 2D to �quasi-three-dimensional�,

an approximate method to simulate 3D wing aerodynamics. The background lit-

erature on the speci�c method is presented, together with a description of its im-

plementation. A validation study is performed before including the method within

the optimisation framework introduced in Chapter 3. In addition, the application

of the proposed methodology to the optimisation of the KH3Y test case is also pre-

sented. Both MOTS and NSGA-II are used to drive he optimisation process, and
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their performance are later compared and assessed.

Chapter 7 considers the coupling of the quasi-three-dimensional approach, de-

scribed in the previous chapter, with a reduced structural model. The implemented

rapid coupling procedure allows to include static aero-elastic e�ects early in the

design phase, with a fraction of the cost of an high �delity coupling procedure.

A validation of the deformation results obtained applying this methodology to the

KH3Y test case is performed. Finally, the same optimisation problem introduced

in the previous chapter is performed, this time considering the e�ects of structural

deformation.

Finally, Chapter 8 summarises the results of this work and identi�es future

development directions to improve the e�ectiveness of numerical optimisation within

the high-lift design process. Moreover, considerations are made on the challenges

posed by the introduction of such methodologies within an industrial environment.
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Chapter 2

High-Lift Design, a Literature Survey

2.1 Introduction

In the highly competitive commercial aviation market of today the de�nition of the

layout of a transport aircraft is driven by e�ort of minimising its Direct Operating

Costs (DOC). In fact, the close link of airline performance to passenger volumes,

and the constant increase in fuel costs, have emphasised the crucial importance of

reducing DOC for airlines to be able to transform revenues into pro�t. Indeed,

the low pro�t margins that airlines continue to face is a major challenge for the

civil aircraft sector [8]. As a consequence, the aircraft manufacturers have aimed

at simplifying the aircraft systems, reducing their production and operational costs.

This trend is clearly identi�able in the design of the latest aircraft's high-lift system,

where �simpler� but more optimised designs have replaced complex and heavy ones.

The main purpose of the high-lift system is to reduce the stall speed of an aircraft,

increasing the generated lift, for takeo� and landing purposes. The design of such

systems for civil aircraft has become increasingly important within the aerospace

industry. E�cient high-lift con�gurations are, nowadays, fundamental to ful�l the

increasing requirements in terms of aerodynamic e�ciency and noise levels in near

7
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airport regions imposed by ICAO (Chapter 4 of Annex 16) [7]. Although deployed

only for short segments of an aircraft typical mission pro�le, relatively small changes

in the aerodynamic performance of the high-lift systems can produce large pay-o� in

aircraft's weight and performance [9]. Furthermore, these systems have a signi�cant

impact on the cost of a typical jet transport: they are time consuming and expensive

to design and test; their �ows, geometry, and actuation and support systems are

complex; they are heavy and maintenance intensive [9].

Besides, the design of the high-lift system is a highly constrained and multi-

disciplinary problem. Strong interrelations exist between the wing layout and the

high-lift system e�ciency, making the �nal design a compromise between cruise

e�ciency and acceptable air�eld performance [2]. Indeed, the speci�cation of the

cruise aerodynamic requirements determines many of the design parameters that

de�ne the wing layout: sweep angle, span loading, wing area, aspect ratio, thickness,

chord and twist distributions. Hence, only few parameters are left to the high-lift

designer to develop a solution which will meet the required air�eld performance.

The type of high-lift devices, the shape, the spanwise extension and the settings

can be varied during the design process. Also, several structural and manufacturing

constraints have to be taken into consideration, limiting even further the freedom

of the designer. For example, the location of the front and rear spars (designed

to provide the required wing structural sti�ness and internal fuel volume) usually

limits the chordwise extension of the high-lift devices.

2.2 Type of High-Lift Systems

A broad range of di�erent high-lift systems has been developed over the years,

although the most widely used in civil aircraft is the multi-element wing. This

con�guration is typically composed of a leading-edge device that increases the stall

angle of attack, and a trailing-edge device that produces an upward shift in the lift

8
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curve, see Figure 2.1. A review of the available high-lift devices, as described by

Rudolph [1] and Niu [10], is presented in the following paragraphs, with particular

focus on the most common solutions.

Δαmax 

CL 

α 

ΔCL 

Figure 2.1: E�ects of leading edge (increase of stall angle of attack) and trailing
edge devices (upward shift) on lift curve.

2.2.1 Leading-edge Devices

The following list identi�es the main leading-edge devices in use on modern aircraft:

� Hinged leading edge (droop nose)

� Variable-Camber (VC) leading edge

� Fixed slot

� Simple Krüger �ap

� Folding, bull-nose Krüger �ap

� VC Krüger �ap
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� Two-position slat

� Three-position slat

Amongst the above mentioned list, actively controlled slats and Krüger �aps are

the most frequently used leading-edge devices on modern civil transport jets.

Slats are usually divided in several panels which, as illustrated in Figure 2.2, form

the wing leading edge during cruise (devices stowed). Although earlier designs used

two-position slats, current aircraft adopt three-position slats, allowing optimised

positions for the entire aeroplane mission. During takeo� the slat is deployed at a

shallow angle in an intermediate position, usually forming a small slot with the �xed

leading edge (as in the Airbus A320) or sealing this slot with its trailing edge (as in

the Boeing 777). A gapped con�guration is, instead, used during landing, with the

slat fully deployed at higher angles.

Krüger �aps are simpler than slats, but usually present only two positions

(stowed and deployed), with a consequent reduction in takeo� performance. De-

spite the improvements in aerofoil shapes o�ered by the variable camber variant,

Krügers present limited ability to accommodate varying angle of attack. Nonethe-

less, those devices are used in current aircraft as leading edge devices over the entire

wing span (as in the Boeing 747) or on the inboard wing sections between the fuse-

lage and the engine pylon (as in the Boeing 737). Furthermore, Krügers are the

candidate leading edge devices for hybrid laminar �ow wing designs. Since they

stow in the lower surface of the wing, the cruise aerofoil presents a smooth upper

surface without any gaps or steps. In fact, the lack of surface discontinuities is one

of the mandatory requirements for laminar �ow to develop. Also, they act as insect

shields protecting the �xed-wing leading edge from contamination at low-altitude

�ying (during takeo� and landing).

Leading-edge devices typically cover the whole span of the wing, forming a con-

tinuous device but for the gates at the pylons locations. They can be classi�ed as

constant-chord or tapered slats, according to the variation of the elements' chord
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Figure 2.2: Example of a three-position slat, with sealed takeo� con�guration and
gapped landing deployment, [1] p.9.

Figure 2.3: Example of Folding, bull-nose Krüger, with gapped deployment, [1] p.8.

along the span. On the one hand, the constant chord type has the advantage that

the same mechanism can be used to deploy the slat from wing root to tip. However,

aerodynamically the tip elements will usually be oversized, in contrast to the inboard

ones which will be under-sized. On the other hand, more targeted aerodynamics can

be achieved with the tapered design, although the deployment system will result in

a more complex and expensive solution.

2.2.2 Trailing-edge Devices

With regard to the trailing-edge devices, a variety of �ap con�gurations can be found

in modern airliners. These include:

� Split �ap

11
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� Plain �ap

� Simple slotted �ap

� Single-slotted Fowler �ap

� Fixed vane/main double-slotted �ap

� Articulating vane/main double-slotted �ap

� Main/aft double-slotted �ap

� Triple-slotted �ap

The split �ap, see Figure 2.4, is the simplest trailing-edge device. It is used only

as a glide-slope and attitude control device, due to the fact that it does not produce

any considerable lift increase. If used as speed brake it is a more e�cient solution

than the spoiler, since it produces drag without losing lift.

Next, the plain �ap, see Figure 2.5, is a sealed device deployed by rotating a

rounded leading edge panel downward. It presents modest lift generating capa-

bilities, limited by the occurrence of �ow separation on the pro�le suction side for

deployment angles above 20°. Together with the simple slotted �ap, they are mainly

used as inboard or outboard �aperons, that is ailerons deployed at low speed.

Figure 2.4: Example of split �ap, [1] p.11.
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Figure 2.5: Example of plain �ap, [1] p.12.

The remaining trailing edge devices exploit the aerodynamic bene�ts of slots

between elements to generate considerable sectional lift increases. Moreover, an in-

crease in wing area is also achieved through the use of Fowler motion: the conversion

of the overlap between �ap and spoilers when stowed into an aft travel of the �ap

element. The single-slotted �ap, see Figure 2.6, is the simplest of all Fowler �aps.

It has been extensively used in the early days of the jet age and it is now making a

comeback thanks to its attractiveness from a weight and cost point of view. Mov-

ing towards more complex con�gurations, as for example double and triple slotted

�aps, an increase in generated lift is attained. However, this is usually accompa-

nied by a substantial step-up in weight, due to both the increased complexity of the

deployment systems and the structural requirements of the �ap supports. Proba-

bly, the most complex trailing-edge system currently used in a civil aircraft is the

triple-slotted �ap of the Boeing 747, see Figure 2.7. Very high Fowler motion and

de�ections of up to 80°are allowed without incurring in extensive �ow separation.

Slotted Fowler �aps are the standard trailing-edge devices used on modern com-

mercial aircraft. For the landing phase the devices are deployed to their maximum

extension (or close to it). The optimum deployments for takeo�, instead, depend

heavily on the aircraft wing loading and thrust-to-weight ratio. Nonetheless, to

achieve the high-lift to drag ratio (L/D) required at takeo� it is desirable that as

much of the available Fowler motion as possible is developed, and only one of the

slot is open. Both requirements deeply in�uence the design of the �ap deployment

mechanisms.
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Figure 2.6: Example of single slotted �ap, [1] p.14.

Figure 2.7: Triple slotted �ap as installed on the Boeing 747 aircraft, [1] p.18.

2.3 Air�eld Performance Requirements

The primary requirements that dictate the design of the high-lift system are iden-

ti�ed by Flaig [2] as: the approach speed, the takeo� �eld length and the climb

rate. As discussed later on in this chapter, those requirements are in con�ict with

one another, so that usually a trade-o� is necessary to obtain a satisfactory design.

Moreover, �ight safety considerations have to be included in the design process:

moderate approach speed, good handling qualities and �normal� stall characteristics

have to be guaranteed.
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In particular, the last two requirements are directly related to the �ow separation

pattern of the wing at maximum lift condition. In fact, in order to maintain aileron

e�ciency at high angle of attack, the high-lift system should be designed to protect

the outboard wing sections from stall. This is achieved by con�ning the maximum lift

limiting separation to the inboard region of the wing, thus in�uencing the designer's

choices.

Due to the di�erent requirements on the aerodynamic performance of the high-

lift system, the takeo� and landing phases will be discussed separately in the next

sections.

2.3.1 Takeo�

The main driver for the design of the high-lift system at takeo� is the minimisation of

the required �takeo� �eld length�. This is de�ned, in the Joint Aviation Requirements

(JAR), as the sum of the total ground roll distance and the airborne distance to

over�y a 35-foot obstacle, see Figure 2.8. Hence, both contributions have to be

reduced if a minimum value wants to be achieved.

V1 VR VLOF 

V2 

35ft 

g 

V1 ≥ VMC  

VR ≥ V1 

VR ≥ 1.05 VMC 

V2 ≥ 1.13 VS1g  

V2 ≥ 1.10 VMC 

Figure 2.8: Takeo� procedure for civil jet-propelled transport aeroplanes.

The acceleration distance on ground is inversely proportional to the lift-o� speed

VLOF , which is required by the airworthiness regulations to be equal to or greater

than 1.1 times (1.05 with one engine out) the minimum unstick speed, VMU . The

VMU indicates the minimum speed at which the aeroplane can safely take o� in the
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2.3. Air�eld Performance Requirements

event of an engine failure. It is function of the maximum usable lift coe�cient,

namely clmax, when no limitations on rotations are imposed due to tailstrike. An

increase in clmax will, therefore, directly translate into a reduced takeo� �eld length.

With regard to the airborne distance, the JAR rules require a minimum climb

rate to be maintained, even with one engine inoperative (2 engine con�gurations:

2.4°, 4 engine con�gurations: 3.0°). For a given thrust-to-weight ratio the climb

rate is proportional to −D/L for the given �ap con�guration. It is thus clear the

con�icting requirement of an increase in maximum lift performance, and associated

high level of aerodynamic drag, and a concurrent high values of L/D.

2.3.2 Landing

The landing manoeuvre for civil transport aeroplane is illustrated in Figure 2.9.

During the �nal approach the aeroplane, with the high-lift system deployed in land-

ing con�guration, descends on a 3°glide slope (the minimum required by JAR rules).

The approach speed of the aeroplane, V sappr, is required, by airworthiness rules, to

be at least 1.3 times the dynamic stall speed V smin. This translates into an approach

lift coe�cient, clappr, of about clmax/1.54, as by Equation. 6.4.2:

1

2
ρ SV sappr

2 clappr =
1

2
ρ SV s1g

2 clmax

V sappr
2 clappr =

(
1.05

V sappr
1.3

)2

clmax

clappr =
clmax
1.54

(2.1)

where V s1g = 1.05V smin and V smin = V sappr/1.3.

A low approach speed is generally desirable for many reasons: it reduces the

�landing �eld length�; it alleviates the stresses induced on the aeroplane structure

during landing; and, principally, reduces the possibilities of accidents. Consequently,
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2.4. High-Lift Aerodynamics

high-lift systems are designed to provide high value of the maximum lift coe�cient

when deployed in landing con�guration. The aircraft approach angle is determined

from the lift polar curve, at a cl corresponding to the clappr. However, safety con-

siderations such as pilot visibility or available rotation for the landing �are, may

in�uence or limit its value.

VA 

50 ft 

g 
3 deg 

VA ≥1.3 VSmin  

Figure 2.9: Landing procedure for civil jet-propelled transport aeroplanes.

In contrast to the takeo� con�guration, the requirement on the approach angle

during landing demands the L/D ratio to be low. High values of drag can, thus, be

expected due to the high-lift generated. However, this is in con�ict with the JAR

requirement for the go-around or balked landing case, where a climb gradient of

3.2°with all engines operative must be guaranteed.

2.4 High-Lift Aerodynamics

The aerodynamic performance of a multi-element wing is strongly dependent on the

interactions between the di�erent elements. Leading-edge devices have to be prop-

erly matched with trailing-edge �aps (and vice-versa) to be e�ective and maximise

performance. Compared with a single element aerofoil, additional complexity can

be identi�ed in the �ow�eld that develops around such con�gurations, as illustrated

in Figure 2.10. In particular, recirculation areas develop in the cove regions of slat

and main element, together with the mixing of the shear layers of the di�erent ele-

ments. The complexity of the underlying aerodynamics, and the sensitivity of the

17



2.4. High-Lift Aerodynamics

aerofoil performance to the values of gap and overlap, make the determination of

the optimum positions of the elements a challenging task.

recirculation

separationlocally
upersonic flow

mixing shear layers

transition

Figure 2.10: Visualisation of �ow-�eld around a multi-element wing.

The positive e�ects of slotted �aps in increasing aerofoil aerodynamic perfor-

mance have been known for more than a century. But it was not until the 1970s

that a theoretical basis for high-lift aerodynamics was made. This was a result of

the insight into the underlying physics of the highly complex �ows involved provided

by A.M.O. Smith [11]. Five primary e�ects of �slots� (gaps between the elements)

in properly designing a multi-element aerofoil have been identi�ed and analysed:

1. the �slat e�ect�. It is due to the circulation on the upstream element that

modi�es the �ow region near the downstream element, reducing the pressure

peaks of the aerofoil. This e�ect results in a decreased lift coe�cient for the

downstream element but an overall increase in the aerofoil cl.

2. the �circulation e�ect�. This e�ect is similar to the previous one but, this

time, it is the downstream element that modi�es the �ow, placing e�ectively

the trailing edge of the upstream element at a higher angle of attack. The

main consequence is an increase of the circulation of the upstream element, in

order to satisfy the Kutta condition.

3. the �dumping e�ect�. The in�uence of the downstream element can also in-
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crease the tangential velocity at the trailing edge of the upstream element

leading to a reduction on the pressure-recovery demands. As a consequence,

the likelihood of boundary layer separation is consistently decreased.

4. the �o�-the surface pressure recovery�. The boundary layer of multi-element

aerofoils can meet high pressure-rise demand due to the fact that the �uid

is moving towards regions of higher pressure but without the contact of any

wall (e.g. wakes of forward element �owing in the nose region of the next

element). The o�-the surface pressure recovery is much more e�ective than

the best possible deceleration in contact with a wall [11].

5. the �fresh-boundary-layer e�ect�. This e�ect describes the characteristic of

properly designed multi-element aerofoils, where a fresh boundary layer is

formed upon each element. A delay in separation is achieved due to the better

response of such thin boundary layers to adverse pressure gradients. Nonethe-

less, the wake of a leading element can, depending on the values of the slots,

merge with the boundary layer of a following element. This condition is usually

de�ned as �Con�uent Boundary Layer (CBL)� �ow, and leads to an increase

in the likelihood of separation.

The �ve primary e�ects enumerated above illustrate how both inviscid and vis-

cous e�ects characterise the �ow-�eld around multi-element aerofoils. As a con-

sequence, the aerodynamic performance of such aerofoils is very sensitive to small

variations in the gap and the overlap between the various elements. On the one

hand, smaller slots are favourable for the inviscid e�ects, due to the stronger in-

�uence of an element's circulation on the others. On the other, wider slots reduce

the percentage of CBL �ow (viscous e�ects), increasing the boundary layer ability

to withstand separation. Furthermore, it must be noticed that the e�ective slot

between the elements is determined by the thickness of the shear layers, so that

viscous e�ects play a paramount role in high-lift aerodynamics.
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2.5. Numerical Optimisation

2.5 Numerical Optimisation

The �ne tuning required in the design of high-lift system elements has been tradition-

ally achieved through careful wind tunnel testing. However, the high cost associated

with such tests have increasingly encouraged the development and consequent use of

alternative CFD tools within the design process. For example, Interactive Bound-

ary Layer (IBL) approaches, which employ separate inviscid and viscous �ow solvers

coupled in an interactive manner, have traditionally been used to simulate the �ow

of multi-element aerofoils. More recently, RANS (Reynolds Averaged Navier-Stokes)

methods, although still a subject of research, have been found to be reasonably reli-

able in predicting the aerodynamic performance of high-lift con�gurations. The use

of RANS solvers in simulating the complex �ow �eld around multi-element aerofoils

has been validated in the past for 2D test cases [12, 13, 14, 15]. This validation pro-

cess has enabled the application of numerical optimisation methods to the design of

high-lift aerofoils, making it an active area of research.

An initial optimisation study of a multi-element aerofoil was presented in 1998 by

Besnard et al. [16]. The deployment settings of leading and trailing edge elements

are optimised in order to increase the L/D performance at takeo�. A Modi�ed

Feasible Directions (gradient based) optimisation algorithm from the commercial

DOT package [17] is used in conjunction with an Interactive Boundary Layer ap-

proach. The framework led to considerable improvements in the objective function

within a few iterations. Eyi et al. [18] prefer an higher �delity level aerodynamic

model, coupling the same DOT optimisation suite with a RANS solver. A chimera

overlaid grid system is generated for each new design, reducing the complexity of

the grid generation task. The optimisation process proved successful in improving

the aerodynamic performance of the con�guration, although the authors recognised

that the global optimum was not found, and the process became stagnant at a local

minimum.

The di�culty of deterministic algorithms in identifying the global optimum is

20



2.5. Numerical Optimisation

highlighted by Wild [19], who performs a comparison of di�erent optimisation strate-

gies including gradient based, gradient free and stochastic. The Domain Decay

Simulated Annealing (stochastic algorithm) of Siclari [20] is found to be superior

in achieving a global optimum, although an order of magnitude more evaluations

is needed compared to the deterministic approaches. As a consequence, the faster

SUBPLEX [21] algorithm is subsequently used by the author for the optimisation

of a multi-element aerofoil. Wang and Periaux [22] tackle the high computational

demand of the Genetic Algorithm (GA) used in their framework replacing the global

optimisation by decentralised local sub-optimisations using Game Theory. A mul-

tipoint optimisation of an high-lift aerofoil for takeo� and landing is performed,

coupling the optimisation strategy with an IBL solver.

In the context of gradient-based optimisations, the Adjoint method has been used

by Kim et al. [23] to obtain the gradient information used in a Steepest Descent

optimisation algorithm. Compared to �nite di�erence, the adjoint method substan-

tially reduces the computational cost associated with the evaluation of the gradient.

Several optimisation problems are set up and executed for a single and a multi-

element aerofoil, considering, in all cases, a single objective formulation. Signi�cant

improvements are achieved for the single element case, while lower performance in-

crement is found for the high-lift aerofoil. A similar approach has been used by

Nemec et al. [24], where the gradient information from the adjoint formulation is

used in a quasi-Newton method. Multi-objective and multi-point optimisations are

executed using a weighted function approach.

An alternative method to reduce the CPU time of an optimisation process is to

use Reduced Order Models (ROMs). Kanazaki et al. [25] use Kriging models in

conjunction with Divided Range Multi-Objective Genetic Algorithm (DRMOGA)

for the optimisation of the slat and �ap deployment settings at two design points

(alpha 8°and alpha 20°). The Analysis of Variance (ANOVA), performed a-posteriori

on the optimisation results, highlights the importance of both leading and trailing
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edge device settings in achieving good performance at near stall conditions. On

the same line of thoughts, a more recent study is presented by Carrese et al. [26],

where a surrogate-driven (Kriging) multi-objective Swarm optimisation algorithm is

used. To further lower the computational demand, a reference point distance metric

is used to drive the optimisation towards a sector of special interest on the Pareto

front and, thus, reduce the scale of the design space.

The promising results shown by the application of numerical optimisation to

aerodynamic design led to the creation of various European collaborative research

projects involving academia and industry. Those projects favoured the implementa-

tion and usage of optimisation framework within an industrial context. For example,

Kroll et al. [27] present the development of an optimisation framework within the

Megadesign project, and its application to the design of a multi-element aerofoil in

landing con�guration. Two design points are considered combined in a weighted

function: alpha 10°and alpha at maximum cl. The determination of the angle of at-

tack of maximum lift implies several consecutive �ow-�eld calculations and is, thus,

a computational costly task. To reduce the number of iterations to convergence of

the optimisation process a gradient-free Downhill Simplex optimisation algorithm is

used. Also, Wild [28] presents another practical high-lift design case. A new Fowler

�ap is designed and optimised for both takeo� and landing conditions, imposing a

�xed hinge fowler �ap kinematic. Shape and deployment settings of the element are

varied, and �ve design points (2 for landing, 2 for takeo� and 1 clean) are considered

in an aggregated weighted function.

A more recent European project, EUROLIFT II [29], has promoted the assess-

ment and comparison of several optimisation strategies (gradient based, gradient-free

and stochastic methods) combined with di�erent RANS solvers. A common design

problem was de�ned for a 2D test case in landing con�guration. All the involved

partners approached the multi-objective problem using a single objective weighted

function formulation. The only exception was CIRA, which used a multi-objective
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genetic algorithm (MOGA) combined with the well-known Euler coupled boundary

layer code MSES [30]. The outcome of the study shows some improvements on the

landing performance, although a dependency of the optimum solution on the speci�c

solver used is identi�ed.

More recently Benini et al. [31] use an optimisation framework including MOGA

and MSES for the optimisation of slat and �ap shape and setting for the British

National High Lift Programme's three-element airfoil NHLP-2D. A Bezier curve

representation is used to parametrise the cut-outs of slat and �ap, and two di�erent

sets of deployment settings are used for takeo� and landing con�gurations. The

optimisation results are validated with the RANS solver ANSYS Fluent, con�rming

the obtained improvements. The deployments settings and the �ap shape are found

to be more important in the �ne tuning of the con�guration than the slat shape.

When considering 3D geometries, RANS solutions tend to be less robust and less

accurate in predicting the aerodynamic performance of high-lift con�gurations. The

increased complexity of both the geometry and the �ow features make such sim-

ulations a real challenge. An assessment of the numerical prediction capability of

current-generation CFD technology for high-lift con�gurations has been conducted

in the High-Lift Prediction Workshops (I and II) [32]. The outcomes of the assess-

ment clearly shows that improvements in today's methods are needed to reliably

simulate takeo� and landing performance. Nevertheless, some examples of the ap-

plication of numerical optimisation to a complex 3D large civil aircraft research test

case are presented by Brezillon et al. [33] and, more recently, by Minervino et al.

[34]. The results of those studies have shown the ability to successfully settting up

and runnning computationally expensive optimisation frameworks for high-lift de-

sign. However, the aerodynamic performance improvements obtained by Minervino

[34] using the full 3D geometry were limited when compared to similar results ob-

tained from a previous 2D optimisation. Moreover, a substantial increase in e�ort

and computational time is needed to set up and run such optimisations.
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2.6 High-Lift Design Process

The high-lift design process, as presented by Flaig and Hilbig in [2], is illustrated in

Figure 2.11. Three distinct phases are identi�ed: �pre-development�, �development�

and �pre-�ight�. The work presented in this thesis focuses on the pre-development

stage, where several alternative concepts are developed and analysed using a variety

of methods. It is, therefore, a computationally intensive phase, characterised by a

high number of design iterations. The requirement for a quick turn around time

dictates the accuracy/speed trade-o� of the methods employed for the aerodynamic

predictions. Some wind tunnel testing is still present, performed to validate the

performance of the most promising concepts identi�ed, although it is increasingly

being replaced by high �delity CFD (e.g. RANS and URANS).

Indeed, it is crucial to address the design of high-lift systems even at this early

stages, in order to meet the required aerodynamic performance at the lowest devel-

opment cost. In fact, as described by Bhimani [35], between 70% and 90% of total

product development costs are committed in the �rst 10% of the product design

cycle. This is particularly true for new aircraft development, where the cost per-

centage easily reaches the higher limit of the range (Davis P. in [36], pag. 1076).

That is why, the next chapters focus on the introduction of numerical optimisation

techniques at the preliminary phase of the design process, as a mean for the designer

to achieve better solutions within the given timeframe.
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Figure 2.11: The three phases of the High-Lift design process: �pre-development�,
�development� and �pre-�ight�. Adapted from [2]
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Chapter 3

Optimisation Methodology and

Framework Description

3.1 Introduction

The optimisation framework used throughout this work for the design of high-lift

con�gurations is here introduced and described. The system comprises of both

commercial suites and in-house libraries, collated together using a series of codes in

C++, and exploiting the journalling capabilities of the commercial packages. Several

modules constitute the framework, as illustrated by the �ow diagram of Figure 3.1.

The �rst step in the optimisation process is the parameterisation of the initial

high-lift geometry. Depending on the chosen techniques a �tting process is executed

to match the datum shape. The elements' shape is then modi�ed and the high-lift

devices are positioned corresponding to their relative deployment settings. Either

the direct or the incremental deployment parameters can be used, depending on

the con�guration of the imported input �le. In fact, both stowed and pre-deployed

con�gurations can be analysed within the same framework. Following the deploy-

ment of the con�guration, one of the implemented method for the evaluation of

the aerodynamic performance is used. In the case of RANS, a mesh is generated
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Load stowed / Pre-Deployed geometry 
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Meshing (ICEM CFD) 
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Figure 3.1: Proposed Multi-Objective Optimisation framework for the design of
high-lift con�gurations.

in an automated fashion around the aerofoil using either the commercial software

Ansys®ICEM CFD or Solar. Feasibility checks are carried out to exclude geometry

intersections and low mesh quality from the process. The mesh is, then, transferred

to the CFD solver, either Ansys®CFX v5.0 or TAU, for the evaluation of the per-

formance. The metrics of interest are extracted from the aerodynamic simulation,

combined to evaluate the objective functions, and sent to the optimisation algorithm

together with the design variables values. Based on this evaluation the optimisation

toolkit suggests a new con�guration that is subsequently analysed. The described

loop continues until a stopping criterion is reached, e.g. evaluation time, number of

iterations or residual increase in performance.

With regard to the implementation of the framework, the whole optimisation

process is controller within the optimiser's code, i.e. either MOTS or NSGA-II.

An interface function is coded within the optimisation algorithm's implementation,
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which handles the calls to the external functions (implemented in separate �les)

and the execution of the di�erent simulation methods. This modular approach has

guaranteed both an easy debugging of the code and the �exibility to personalise the

optimisation process depending on the analysed case. In addition, this architecture

allows the execution of the same evaluation chain de�ned within the optimisation

set-up for single analysis case. This �out of the optimisation loop� execution is

particular useful for post-optimisation analyses, when detailed information regarding

the �ow�eld of the identi�ed optimum designs is needed.

As a general rule tasks such are the preparation of input �les or the extraction

of the metrics of interest from the simulations' output �les are performed within

coded functions (see A for a detailed description of the framework's architecture).

Also the FFD parameterisation of the elements' shape and their deployment are

executed through functions. The simulation methods are, instead, run through

executables. The reasons behind this distinction are twofold: �rstly no access is

granted to the source code of commercial software (e.g. ICEMCFD), so that no

alternative execution is possible for such simulations; secondly, the use of compiled

executables guarantees the tracking and monitoring of the software version used.

The latest is of paramount importance in an industrial context, where only tested

and approved software can be run in the company's IT infrastructure, and where it

must be possible to reproduce the exact output data in any moment using the same

input �les and software version.

Additionally, the simulation methods are divided into locally and remotely ex-

ecuted ones. The �rst class contains the Panel Coupled Boundary Layer method

and the meshing software (ICEMCFD and Solar), which are executed on the local

machine where the optimisation process is run. The remotely executed ones are the

RANS solvers (cfx5solve and TAU) and the Quasi-three-dimensional code, which

are submitted to a scheduling system and executed on an HPC cluster. In either

cases the metrics of interest are extracted from the simulations' output �les and fed
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back to the optimiser, restarting in this way the analysis cycle.

A more detailed description of the methodology used for each stage executed

during the optimisation process (as presented in Figure 3.1) is presented in the next

sections, together with the background literature relevant for each method used.

3.2 High-Lift Devices Deployment Settings

The optimisation of multi-element aerofoils requires the relative position of the dif-

ferent elements as well as their shape to be varied. Therefore, not only a suitable

parameterisation technique must be identi�ed to represent the pro�le geometry, but

also a set of parameters have to be de�ned that uniquely describe the position-

ing of each element. Various solutions have been proposed in literature, although

the most commonly used parameters are either the �Cartesian coordinates� or the

�gap-overlap de�nition�.

The Cartesian coordinate system, illustrated in Figure 3.2, is the most convenient

of the two for mathematical modelling. Three variables are used to de�ne the

deployment settings of each element, namely δx, δz and Θ. The �rst two variables

express the distance between the trailing edge of an element and the leading edge

of the following, along the two Cartesian axis x and z. Following their de�nition,

the δ values are de�ned positive when the trailing edge (TE) of the leading element

is located above and aft the nose of the following element. This is the case for the

�ap element, illustrated in Figure 3.2(b). Moreover, the third parameter Θ, de�nes

the angle between the clean pro�le chord and the rotated chord �xed relative to the

deployed element (slat or �ap). A positive de�ection Θ is associated to a clockwise

rotation of the element.

In addition, Cartesian coordinates are a convenient system in which to express

the elements positioning relatively to a reference pre-deployed con�guration. In fact,

although a stowed pro�le is usually the initial geometry used for the high-lift design
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X 

Z 

dX 
(-) 

dZ (+) 

(-)  

(a) Slat

X 

Z 

dX 

dZ (+) 

(+) 

(+)  

(b) Flap

Figure 3.2: Cartesian coordinate systems for high-lift device deployments.

process, in some cases a pre-deployed reference geometry is used instead. Therefore,

the deployment settings must be expressed as increments of the reference ones. This

task is easily performed using the Cartesian system, while it might be less straight

forward when di�erent methods are applied.

The gap-lap de�nition is, instead, more related to the physical sensitivities of

the �ow to geometrical changes. Just like the previous method, three variables are

used for the de�nition of the deployment positions: �gap�, �overlap� and �de�ection

angle�. The gap is de�ned as the radius of the circle centred at the trailing edge of

the preceding element, and tangent to the following one (see Figure 3.3). It is, by

de�nition, always a positive value. The overlap is, as the name suggests, a measure

of the elements overlapping, measured along the stowed con�guration chord line. It

is de�ned positive when the elements do overlap, whereas a negative value indicates

increased separation of the elements. Furthermore, the overlap coincides, in absolute

values, to the δx Cartesian parameter earlier introduced when the x-axis is chosen

parallel to the stowed chord line. Finally, the de�ection angle is, as for the Cartesian

system, the angle between the clean pro�le chord and the rotated chord �xed relative

to the deployed element (slat or �ap). However, in this case a positive Θ is associated

with an increase in the de�ection angle of the elements, which corresponds to a

clockwise rotation for the �ap element, and a counter-clockwise rotation for the
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Figure 3.3: Gap-lap de�nition for high-lift device deployments.

Within the optimisation framework here presented both approaches are imple-

mented, so that the choice of using one or the other is based on the speci�ed design

problem.

3.3 Parametrisation Techniques

The deployment parameters introduced in the previous section allow the optimisa-

tion of the high-lift aerofoil in terms of element positioning. However, if also the

shape of the elements is to be modi�ed, a parametric model of the geometry must be

generated using an appropriate parameterisation technique. Usually, the parameter-

isation step represents one of the key inhibitors of the development of an automated

optimisation system. This is due to the contrasting requirements for the parame-

terisation technique to provide an accurate representation of the geometry using, in

doing so, the minimum number of design variables. In addition, the selected strategy

must be �exible enough to allow an extensive exploration of the design space and,

at the same time, robust in generating feasible geometries for subsequent analyses.

The choice of a parameterisation method has a substantial impact on the e�ec-

tiveness of the entire optimisation framework. Therefore, particular attention must

be posed in the selection of an approach that suite the design problem tackled.
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A survey and assessment of the most commonly used parameterisation tech-

niques is presented by Samareh [37]. In his work the author identi�es eight main

categories into which the shape parameterisation approaches can be classi�ed, pro-

viding a summary of strengths and weaknesses for each one of them. Amongst the

analysed approaches, the Partial Di�erential Equation (PDE) [38] is identi�ed as a

promising technique. The PDE method transforms the parameterisation procedure

to a boundary-value problem, where the surface of interest is generated as a solution

to an elliptic partial di�erential equation. Only a small number of parameters are

needed to represent even complex three-dimensional geometries, making it an at-

tractive method for numerical optimisation problems. This approach has been used,

�rstly by Harvey et al. [39] and then by Kipouros [4], for the parameterisation of the

blade within a compressor stage optimisation study. The drawback of the method is

that the design parameters do not directly represent engineering quantities, and are

not intuitive for the geometrical and physical understanding of the geometry being

designed.

More intuitive parameters are obtained when using polynomial or spline repre-

sentations methods. In particular, Bézier and NURBS (Non-Uniform Rational B-

Spline) representations are extensively used methods in aerodynamic design, since

they allow to considerably reduce the number of design variables required. These

techniques are well suited for two-dimensional and simple three-dimensional mod-

els [37]. For example, a NURBS-based parameterisation tool for the representation

of Formula One's rear aerofoils is developed by Garnesson [40]. The same tool is,

later, adapted to high-lift wing con�gurations by Trapani [41] and used within a

preliminary optimisation design. More recently, a NURBS parameterisation is used

by Diwakar et al. [42] for the optimisation of aerofoils in unsteady �ow, whereas

Bézier polynomials are used by Benini et al. [31] to represent the cut-out regions of

a multi-element aerofoil.

With the development of gradient-based and adjoint optimisation techniques,
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the ability of calculating design variables sensitivities during the optimisation pro-

cess has become increasingly important. That is why analytical parameterisation

methods have recently attracted renewed interest from the research community.

The advantage of expressing the geometry parameterisation problem using analyt-

ical functions resides in the possibility of analytically di�erentiate those describing

functions. As a result, design variables sensitivities can easily and accurately be

calculated, avoiding highly computational heavy �nite di�erences approaches. Ex-

amples of such parameterisation techniques are presented by Sobieczky [43], who

describes the development of an intuitive parameterisation technique that uses 11

aerodynamically related geometrical parameters, the so de�ned PARSEC method

(see Figure 3.4). Lian et al. [44] apply this parameterisation method together with

data mining techniques to the design optimisation of a generic aerofoil. Moreover,

an extension of the PARSEC method is presented by Zhu and Qin [45]. In their work

the authors add further 16 variables for a more accurate representation of the geom-

etry, later mapping the entire set of variables into the coe�cients of a Class/Shape

function Transformation (CST) [46].

Figure 3.4: Visualisation of the 11 design parameters used in the PARSEC param-
eterisation technique.

The parameterisation methods described so far aim at representing the initial

geometry as accurately as possible using the minimum number of design parameters.

A di�erent approach can, however, be considered which implies the parameterisation

of the changes in the geometry relative to the datum, rather than the geometry itself.

The formulation of this technique was �rst made by Hicks and Henne [47], and it
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was based on superimposing analytical functions de�ned as �shape functions� to the

baseline geometry. These shape functions assume the form of �bumps�, and are

de�ned as

bi(x) = sint(πxln(0.5)/ln(xMi)) (3.1)

where t controls the width of the bump, while xMi is the position of the maximum

point of the bump. The contribution of each parameter is determined by the value

of the participating coe�cients, αi associated with a shape function, so that the

total perturbation is iven by

N∑
i=1

κi bi(x) =
N∑
i=1

κi sin
t(πxln(0.5)/ln(xMi)) (3.2)

Similarly, the Free-Form Deformation (FFD), introduced by Sederberg and Parry

[48], is known to be a powerful method for deforming an object independently of its

representation. The FFD algorithm has its root in computer graphics, in particular

in the soft object animation �eld, where it is used for deforming models and mor-

phing images [37]. This technique enables the deformation of objects by modifying

the space around them. For this purpose a control volume is de�ned around the

geometry to parametrise, and a number of control points on each direction, l×m×n,

is speci�ed. Those control points have coordinates (i, j, k), while (s, t, u) represent

the local curvilinear coordinates mapped into the control box, which range between

0 and 1. Then, the displacement vector tensor product of trivariate Bernstein poly-

nomial is evaluated for any of the node point x(s, t, u) in the control box:

x(s, t, u) + ∆x(s, t, u) =
l∑

i=1

m∑
j=1

n∑
k=1

[
Bi−1
l−1(s)Bj−1

m−1(t)Bk−1
n−1(u)

]
[Pi, j, k + ∆Pi, j, k]

(3.3)
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where Bi−1
l−1(s) is the (i − 1)−th Bernstein polynomial of degree l − 1 de�ned as

follows

Bi−1
l−1(s) =

(l − 1)!

(i− 1)!(l − 1)!
s(i−1)(1− s)(l−1) (3.4)

The above described equations introduce a link between each control point and

the geometrical points contained inside the volume. Therefore, the modi�cation

of any of the control point is transferred to the geometry proportionally to the

previously de�ned tensor. This formulation allows, on the one hand, the method to

work with surfaces of any formulation or degree, whereas on the other hand, it results

in di�culties in controlling the shape of an object under complex deformations.

In this work, the FFD algorithm has been preferred to other parameterisation

strategies for its e�cient manipulation of very complex geometries using only a

limited number of control points. Thus, this parameterisation technique has been

implemented into the optimisation framework.

3.4 Aerodynamic Performance Evaluation

The successive step in the optimisation process of Figure 3.1 is the aerodynamic

simulation of the newly generated designs. Several evaluation tools have been im-

plemented within the framework, thus providing di�erent level of �delity and com-

putational overheads. In particular, for the design of 2D multi-element aerofoils, ei-

ther a panel coupled boundary layer or a Reynolds-Averaged Navier-Stokes (RANS)

simulation can be performed. Clearly, di�erent physics are resolved by the two

approaches, with the RANS simulations providing the higher-�delity resolution of

the �ow-�eld. Nevertheless, the panel coupled boundary layer method has shown

more than satisfactory level of accuracy, especially for the use of such optimisations

at the preliminary design stage. For the analysis of 3D high-lift con�gurations a

quasi-three-dimensional approach has been implemented, as described in detail in
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Chapter 6.

The panel coupled boundary layer presents a much lower computational cost

compared to RANS, and it has been extensively used for the preliminary set-up of the

optimisation problems later described. Moreover, it is the method used to evaluate

the sectional performance in the quasi-three-dimensional formulation. However, the

�nal results obtained for the 2D optimisations presented in Chapter 4 have all been

obtained using RANS simulations. Therefore, a description of the settings and the

automation process used for the RANS simulations follows.

3.5 Reynolds-Averaged Navier-Stokes Methods

As illustrated in Figure 3.1, two equivalent RANS simulation suites are imple-

mented within the framework. However, only the settings of the commercial package

Ansys®will be presented in the following sections. In fact, the alternative RANS

suite Solar-TAU has been set-up so to resemble, as closely as possible, the settings

of the Ansys®tools. In particular, a similar meshing strategy has been used in both

suites as well as similar solver settings and solution �delity requirements.

3.5.1 Meshing Strategies

In a computational �uid dynamics context, mesh generation is as important as the

e�ective solution of the governing equations of the physical problem. Indeed, the

quality of the mesh in�uences the �nal results of the CFD simulation, as well as

the computational time required to obtain a solution. Moreover, mesh generation,

usually, represents the most challenging and time consuming task from a user point

of view. In fact, as Thompson [49] states �there is both art and science in the design

of the mathematics for mesh generation systems�. Nevertheless, the developments

that the mesh generation process has seen throughout the last years, both in math-

ematical methodologies and in software capabilities, have enabled the execution of
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this process in a completely automatic fashion. This is true, at least, for relatively

simple geometries, e.g. 2D aerofoils and simple 3D wing-body con�gurations.

A hybrid mesh approach has been selected for the automated meshing procedure,

combining structured meshes in near wall regions and unstructured meshes in the

remaining parts of the domain. Therefore, full advantage is taken from both the

meshing strategies, with an accurate solution of the boundary layer and a more

�exible and robust meshing strategy for complex regions such as the slat and �ap

coves. Furthermore, a quad-dominant mesh has been preferred to a pure triangular

unstructured one, due to the various advantages o�ered by this approach. Firstly, a

reduction in mesh points can be obtained due to the geometrical de�nition (or shape)

of the mesh elements, especially in the far-�eld region, where coarser mesh can be

used. Consequently, it is possible to either reduce the simulation computational

time (reduced mesh size) or increase the accuracy of the simulation, re�ning regions

where the �ow presents more complex phenomena to be resolved. Additionally, the

obtained quad mesh presents a higher number of cells aligned with the main �ow

direction, reducing the numerical error of the solution.

Within the optimisation framework presented the mesh �re-generation� approach

is used, meaning that a new mesh is generated for the �ow�eld evaluation of each new

design identi�ed. Therefore, the implemented meshing process has to be automati-

cally performed, requiring no input from the user. Moreover, it has to be robust and

able to produce a high quality mesh around a continuous changing geometry. For

this purpose, either the Solar mesher or the commercial suite Ansys®ICEM CFD

are used. In the latter case, the tool's native scripting language and journalling

capabilities are exploited to create a customised meshing procedure. In addition,

geometrical checks are also performed to exclude from the analysis any infeasible

design. Finally, in order to guarantee the accuracy of the RANS simulation, quality

checks are automatically performed on the generated mesh before the �ow-�eld eval-

uation step is executed. These checks ensure that the produced mesh presents no
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element with a value of determinant ≥ 0.3, skewness angle ≤ 18°and circumsphere

ratio ≥ 0.05. Meshes that present any of the quality indicators below the prede�ned

thresholds are excluded from the evaluation and the correspondent design is marked

as infeasible. If on the one hand this approach guarantees accurate �ow�eld solu-

tions, it excludes from the optimisation process designs which might improve the

performance of the initial con�guration. This limitations on the automatic mesh

generation process is here accepted, though more so�sticated and �exible meshing

algorithms could be developed to tackle the problem.

The steps involved in the automated meshing process are presented below:

� the geometry, parameterised by FFD, is imported within Ansys®ICEM CFD

as a point-cloud;

� the correspondent aerofoil curves are generated;

� intersection checks of the deployed elements are carried out;

� far-�eld boundaries are created all around the aerofoil elements at a distance

equal to 50 times the chord;

� mesh seeding is distributed to all the edges, de�ning the mean ∆ between two

consecutive points and the appropriate (if any) bunching laws;

� a �wake region� is created downstream the �ap trailing edge;

� a structured �boundary layer� mesh is generated all around each element, sat-

isfying the �low-Reynolds model� requirements of y+ ≤ 1, and placing at least

20 grid points within the boundary layer region;

� a surface mesh on the symmetry plane is generated using the far-�eld bound-

aries and the outer surface of the structured mesh just created;

� the so obtained 2D mesh is extruded by 1 unit in the y-direction, since a 3D

solver (Ansys®CFX v5) is used;
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� �nally, the 3D mesh is checked for minimum quality requirements and, if sat-

isfactory, it is output for further analysis.

(a) Near-Field

(b) Slat Slot Region (c) Boundary Layer

Figure 3.5: Details of the quad-dominant mesh around a multi-element aerofoil. The
re�ned near-�eld and slot regions are illustrated together with the boundary layer
prisma layers.

This automated procedure allows the generation of high quality mesh around

high-lift con�gurations when the relative positions of the elements, as well as their

shape, is varying. An example of the resultant mesh is illustrated in Figure 3.5,

which also shows a close-up of the structured boundary layer region. The height of

the �rst cell layer is set accordingly to obtain a dimensionless wall distance y+, as

de�ned in eq. 3.6, less or equal to unity all along the airfoil walls.
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y+ =
u∗y

ν

u∗ =

√
τw
ρ

(3.5)

(3.6)

In order to better control the mesh points distribution, the computational domain

has been divided into three sub-regions: near-�eld, wake and far-�eld. In this way,

a �ner mesh can be used in the boundary layer and elements' wake regions to better

resolve the underlying physics. The described approach generates a mesh with a

total of approximately 260, 000 points.

3.5.2 RANS Solver

The CFD solver represents the most computational and time demanding phase of

the whole optimisation process. The outcome of the aerodynamic simulation will

provide the performance criteria on which the objective functions value are evalu-

ated, so that it is important to accurately predict the behaviour of the �uid around

the newly generated designs. In particular, the CFD simulation has to be able to

correctly capture the physics expected to be of importance for the speci�c prob-

lem analysed (e.g. �ow separation if considering maximum lift conditions). At the

same time, the the computational cost of the simulations (either time or resources)

must be kept at a minimum. Therefore, a trade-o� analysis between accuracy and

cost must be performed before the setup of the optimisation, identifying the level

of accuracy that most e�ciently capture the changes in performance. In fact, the

optimisation process will be successful as long as the correct trend in performance

improvement is identi�ed. More re�ned (and therefore costly) simulations can be

executed a posteriori on the identi�ed optima in order to precisely assess the per-

formance improvements of these designs.
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In the case of high-lift con�gurations, the �ow that develops around the multi-

element aerofoils represents a challenging numerical simulation, even when consid-

ering 2D con�gurations. The numerical solution must be able to accurately capture

the mixing of boundary layers and wakes of preceding elements, the development of

recirculation areas in the cut-outs, but also the occurrence of �ow separation. This

last requirement, in particular, is fundamental if optimisations are to be performed

for maximum lift conditions. For 2D �ows the maturity level that steady RANS

methods have reached allows a reliable prediction of maximum lift conditions. How-

ever, this is not the case for 3D con�gurations, where the increased geometrical and

�ow features complexities represent a challenge for a robust and reliable prediction

of �ow separation. Finally, although the free-stream Mach number M∞ is relatively

low, the �ow can easily become transonic due to the high curvature imposed on the

suction side by the slat element. Therefore, a compressible CFD solver is strongly

recommended [28].

The commercial software selected in this work, namely Ansys®CFX v5, inte-

grates the compressible unsteady RANS equations using a time-marching Second-

Order Backward Euler scheme until a steady state solution is reached. The �High

Resolution Scheme� is used for the discretisation of the governing equations, where

a �blend factor� is used to combine �rst and second order level of accuracy. In this

speci�c scheme the value of the blend factor is not �xed over the whole domain but

is calculated locally by the software to be as close to 1 as possible without result-

ing in non-physical values. This results in both high accuracy and stability of the

solution. The turbulence equations are solved using a �rst order method using the

Menter Shear Stress Transport (SST) k-ω turbulence model, due to its superiority

in capturing the occurrence of �ow separation [50]. To bene�t from this model the

boundary layer has to be well resolved, dictating the requirement for the dimen-

sionless wall distance y+ value to be lower than unit on the aerofoil's walls. The

physical modelling and solver settings of the analysis are summarised in Table 3.1.
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Furthermore, the �ow is here considered to be fully turbulent on both lower and

upper surfaces of the aerofoil. Indeed, this simpli�cation will a�ect the resultant

lift and drag coe�cients of the analysed con�gurations, as illustrated by Rumsey

et al. [51]. In their work the authors have shown the importance of specifying

transition location correctly to accurately computation boundary layer's velocity

pro�les, although no method is developed to estimate the transition location itself.

Similar results have been shown for 3D con�guration by Fares and Nolting [52]

and Eliasson et al. [53, 54], where laminar conditions have been imposed on some

regions of the RANS domain. However, in the work here presented laminar to

turbulent transition is neglected in the view of achieving a more consistent solution

within the optimisation process. In fact, although recent applications of transition

prediction techniques (e.g. laminar boundary layer method and eN -database method

[55], or the correlation-based γ − Reθ transition model [56]) to both 2D test cases

[55] and 3D ones [56, 57] have shown promising results, the dependence of such

methods on the mesh resolution and test case geometry might result in incorrect

transition locations for some of the analysed designs. This inconsistency within

an optimisation process might mislead the optimisation algorithm toward unreal

optimum regions. An example of such a case is presented by Steed [56], where the

transition model predicts early separation of the high-lift con�guration analysed,

but the fully turbulent case continues to follow the wind tunnel data.

The �nal result of the simulation is achieved through the solution of the unsteady

equations using a �ctitious time-step. In order to avoid divergence behaviours and,

hence, increase the robustness of the simulation, an increasing step function for

the time-step has been used. Computational time has been reduced exploiting the

built-in parallelisation capability of Ansys®CFX v5, executing each �ow simulation

on a four-processor node. Convergence checks are carried out at the end of each

simulation in order to exclude any solution that presents oscillating or not converged

behaviour.
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Table 3.1: CFD physical modelling and solver settings

Material: Air Ideal Gas
Heat Transfer Model: Total energy (compressible �ow)
Turbulence Model: SST k-ω
Advection Scheme (state variables): High Resolution
Advection Scheme (turbulence): First Order
Timescale Control: Auto time-scale
Time Integration Scheme: Second order Backward Euler
Maximum number of iteration: 250
Residual target: 1× 10−06

With regard to the boundary conditions, velocity has been speci�ed at the inlet

of the domain, whereas static pressure has been imposed at the outlet. Moreover,

since Ansys®CFX solves exclusively 3D problems, additional conditions must be

imposed on the domain in order to simulate 2D �ow-�eld using a 3D mesh. As a

consequence, translational symmetry condition was imposed on the side boundaries.

3.6 Optimisation Algorithms

The selection of the optimisation algorithm to implement within the framework has

been driven by two main factors: the computational time required by a single �ow

evaluation, and the characteristics of the considered design space. On the one hand,

the �rst criterion implies that e�cient algorithms, which minimise the number of

objective functions evaluations, have to be used for time-consuming simulations. On

the other, the presence of multiple local minima drives the need of an optimisation

algorithm that can widely explore the design space and identify the so de�ned �global

optimum�. It is obvious the contrasting nature of such requirements.

Local search algorithms, and especially gradient-based methods, represent highly

e�cient optimisation strategies. However, they present a major drawback, which is

the tendency to be trapped in local minima, providing sub-optima solutions. On

the contrary, stochastic algorithms (e.g. Genetic Algorithm, Simulated Annealing,
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Tabu Search) are able to identify global optima, but represent a heavier and less

e�cient optimisation strategy.

The Tabu Search algorithm is here chosen as primary optimisation strategy, due

to its �intelligent� approach to the optimisation process. In particular, the speci�c

Multi-Objective Tabu Search (MOTS) software used in this work has been developed

by Jaeggi et al. [3], adapting the single-objective TS software implemented by

Connor and Tilley [58]. More details on MOTS are given in Section 3.6.2, together

with a description of the main strategies adopted by the method to extensively

and e�ciently explore the design space. Furthermore, the optimisation framework

is extended with the implementation of the well-known NSGA-II (Non-dominated

Sorting Genetic Algorithm II) [59] optimisation algorithm. These implementations

have provided the opportunity of performing comparison studies between the two

algorithms, as well as assessing the performance of MOTS on real engineering design

cases.

3.6.1 Multi-Objective Optimisation

The classical set-up of an optimisation process involves the de�nition of a unique

objective function to be improved which depends on several design variables. This

single-objective formulation aims at obtaining the best possible solution available,

de�ned as the Global Optimum of the problem. However, due to the strong de-

pendence of real-world problems upon di�erent objectives, usually con�icting, the

single-objective formulation has proved not to be suitable in achieving realistic so-

lutions. That is the reason why multi-objective approaches must be considered if

reliable computational design is to be performed.

The simplest approach adopted to tackle the multi-objective problem is the def-

inition of a �composite objective� function, which represents a weighted sum of the

objectives. In this way, the problem is transformed back into a single-objective one,

which does not require any special formulation to be solved. However, the weighted
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composite function approach presents a few drawbacks. Firstly, the weights of the

di�erent objectives considered must be pre-set, so introducing implicitly the user de-

signer's pre-conceptions into the problem formulation. Also, only a partial solution

of the problem, i.e. a single optimum design, is found using this approach. In fact,

as it will be shown later, the solution of a multi-objective optimisation consists of a

set of optima. Consequently, it can be stated that �performing real multi-objective

optimisation and �nding a Pareto front is the only e�ective way to �nd a set of

designs satisfying performance criteria in an industrial context� [60].

In order to introduce the concept of �Pareto front� let's express an optimisation

problem in general mathematical terms as:

minimise f(x), x ∈ Rn

ci = 0, i = 1, 2, ...,m
′
;

Subject to
ci ≥ 0, i = m

′
+ 1, ...,m

where f(x) is de�ned as the objective function, x is the vector containing the

�design variables� and ci is the set of constraints to which f(x) is subjected.

To �nd a solution to this problem means to determine a set of design variables

that minimise the value of the objective function satisfying, at the same time, the

constraints. Throughout this work the minimisation of the objective function will be

associated to the improvements of the design, and will, thus, represent the target of

the optimisation process. Considering a point x1 of the design space, it will be �bet-

ter� than another point x2 if f(x1) < f(x2). This problem, as stated earlier, admits a

unique optimum value of the objective function. However, in multi-objective optimi-

sation the aim is to minimise not only one but n objective functions f1(x), ..., fn(x),

where n ≥ 2. This problem, instead, is characterised by a family of alternative solu-

tions rather than a single absolute optimum, and the concept of �Pareto-optimality�

must be introduced.

Originally postulated by Ysidro Edgeworth in 1881 [61] and generalised after-

wards by Vilfredo Pareto [62] the Pareto-optimality concept states that a solution
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is �Pareto optimal� if no other feasible solution exists which would simultaneously

improve all of the objective functions. The set of all the solutions that satisfy this

requirement is de�ned as �Pareto optimal set�, and consists of all the non-dominated

solutions. The concept of inferiority or dominance is explained considering an ob-

jective function vector F (x) = {f1(x), ..., fn(x)}. If no component of the objective

function vector F 1 evaluated in x1 is greater than its correspondent element in F 2

(objective function vector evaluated in x2) and at least one is smaller, then x1 �dom-

inates� x2. In the same way, if some components of F 1 are bigger than F 2 and some

smaller, x1 is de�ned as �Pareto-equivalent� to x2 [63].

The �nal goal in multi-objective optimisation is the identi�cation of the Pareto-

optimal set, which represents the trade-o� between the competing objective func-

tions. In this way the designer is presented with the complete solution to the prob-

lem, and a more informed decision on the choice of the �nal design can be made. In

conclusion, an example of Pareto front is illustrated in Figure 3.6 for a two objective

problem in which the �rst objective function is to be maximised (hence the negative

sign), whereas the second objective is to be minimised.

3.6.2 Multi-Objective Tabu Search

The Tabu Search algorithm can be seen as a further development and enhancement

of a local search method. Its main characteristic is the use of an adaptive memory to

explore the entire design space in an e�cient way, avoiding unfruitful moves. It is,

therefore, a gradient-free method, that has at its core the Hooke and Jeeves (H&J)

[64] local search algorithm. In more details, the optimiser generates 2n_var new

designs at each iteration, where n_var is the number of design variables, using a

prede�ned step to decrease xi − δi and increase xi + δi the variable value. Next,

the objective functions are evaluated for the 2n_var new designs (or a reduced

subset n_sample<2n_var), and the �best� one is selected as the next base point in

the search. This selection process is based on the dominance or Pareto-equivalence
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Figure 3.6: Example of a Multi-Objective Optimisation search pattern and Pareto
front.

concepts earlier described. In addition, if more than one non-dominated design is

identi�ed at this stage, a random selection is performed and the remaining designs

are stored in the �Intensi�cation Memory�. Those designs will be used later on

during the search procedure, as prescribed by Glover and Laguna [65].

The performance of TS can be e�ectively improved by repeating a previous

successful H&J move and, if the new design found dominates the previous one,

accepting it as current optimum. This technique is usually referred to as �pattern

move�, and has the e�ect of leading the algorithm towards optimal regions of the

design space. In the case in which the pattern move fails to �nd a non-dominated

design a normal H&J move is performed.

Three main stages characterise the MOTS algorithm, each of which is associated

with a particular memory allocation. Recently visited points are recorded in the

�Short Term Memory� (STM), creating in such a way a Tabu list of points that will
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not be revisited. A �Medium Term Memory� (MTM) is used to store the optimal

or near-optimal points which are used to perform the �Search Intensi�cation� (SI)

strategy. This consists in returning to a region that seems attractive and perform

a more intense search, but without revisiting the same solutions found. Search

intensi�cation occurs if there have been no successful moves for a de�ned number

of local search iterations. While the SI intensi�es the search of the optimum in

one zone of the design space, the �Search Diversi�cation� (SD) strategy moves the

search to unvisited regions. A �Long Term Memory� (LTM) is used for this purpose,

storing the areas which have been extensively searched by the optimiser. In order

to perform such a move, the design domain is divided in N sub-domains and the

number of points visited in each sub-domain represent its visited index. When SD

occurs the search is moved to a random sub-domain with a low visited index. Figure

3.7 illustrates in a simple example the di�erent memory categories of TS. The �nal

stage of the algorithm is the �Step Size Reduction� (SSR) and occurs after a continued

lack of successful moves. This strategy is performed to ensure an intensive search in

the neighbourhood of the current optimal solutions. The step sizes of each design

variable are reduced and the search returns to a randomly selected point from the

MTM.

Figure 3.7: Point selection for the Hooke & Jeeves move and Tabu Search memories.
Adapted from [3].
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3.6.3 MOTS Software Description

The �ow diagram of the MOTS algorithm is illustrated in Figure 3.8. The sequential

iterative process of the algorithm is performed using a local counter i_local, which is

reset every time the MTM is successfully updated. Moreover, when i_local reaches

some user-speci�ed values, the di�erent strategies described in the previous section

(Intensi�cation, Diversi�cation and Step Size Reduction) will be executed. Finally,

the optimisation process is halted when a stopping criteria is reached, i. e. maximum

number of iterations or evaluations, or when the de�ned wall-clock time has elapsed.

In both cases, the �nal Pareto-optimal set will be output, together with a history

of the optimisation process.
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Figure 3.8: Flow diagram of the multi-objective Tabu Search algorithm. Source: [4].

An additional advantage of MOTS over other optimisation algorithm is repre-
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sented by the ease with which �binary� constraints are handled. In fact, this class

of constraints does not require the quanti�cation of the extent of the violation, so

that if any point is identi�ed as infeasible it can easily be �agged as Tabu and will

not be visited again. Nonetheless, as a result of the speci�cation of many binary

constraints within an optimisation process, the design space can be divided into

many disjoint feasible and infeasible regions. As a result, the complexity of the

optimisation problem is considerably increased.

The �penalty function� class of constraints represents, instead, a less intrusive

speci�cation of design infeasibility. In this case, a quanti�cation of the constraint

violation is needed to move the search into feasible regions. The advantage of this

method is the increased freedom of the optimisation algorithm in changing the design

variable values allowing small constraint violation in order to see the behaviour of the

objective functions in these regions of the design space. On this basis, the constraint

assigned using penalty function approach can also be de�ned as soft constraint, while

hard constraints are those which, when violated, deem the design to be infeasible.

From a more technical point of view, the algorithm has been coded using MPI

(message passing interface) standards, in a �Master and Slaves� con�guration. This

allows the process to be performed in a parallel environment, and the n_sample

generated designs can, thus, be evaluated in parallel. In particular, the core of the

optimiser is located in the master, whereas the slave processes manage the evaluation

of the objective functions of a particular design vector provided by the master. This

parallel execution, namely �Functional Decomposition�, is coupled to the parallel

execution of the CFD analysis or �Domain Decomposition�, providing a multi-level

parallelisation capability which allows a drastic reduction of the time to completion.

Finally, MOTS has been developed and proved to be particularly e�ective on

aerodynamic problems [66]. In [58] the MOTS algorithm has been compared with

a leading multi-objective genetic algorithm, NSGA-II [59], showing that the two

algorithms perform comparably. Moreover, the tool has successfully been used by
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Kipouros and Ghisu [4, 3, 63, 67, 68] in the multi-objective optimisation of axial

compressors.

3.6.4 Evolutionary Algorithms and NSGA-II

Evolutionary Algorithms (EAs) have received in the last years considerable attention

from the research community. Their capability to extensively explore the design

space, as well as their inherent parallelism have established them as methods for

exploring the Pareto front of multi-objective optimisation problems. Moreover, EAs

have been shown to be e�ective methods for handling complex and multimodal

design spaces that presents discontinuities and disjoint feasible spaces [69]. These

algorithms attempt to solve optimisation problems by mimicking the processes of

Darwinian evolution. In their general formulation a number of arti�cial individuals

is de�ned which searches over the design space, competing continually with each

other. It is hoped that over time some of these individuals will evolve and identify

the optimal solution of the problem. Typically, the individuals are represented by

�xed length strings of real or binary variables.

Many independent implementation instances of EAs can be found in literature

[70], amongst which the three main are: Genetic Algorithms (GAs); Evolution

Strategies (ESs); and Evolutionary Programming (EP). In this work the focus is

posed on GAs, which have proved to be the most popular of the three EAs.

Canonical Genetic Algorithms are started with the generation of ξ random in-

dividuals (obtained setting each value in every string using a random number gen-

erator) which form the �initial generation�. This initial set of individuals is then

evaluated to obtain the relative objective functions value and assigned a �tness

value indicating the quality of the solution in terms of pareto-optimality, as pro-

posed by Goldberg [71]. Therefore, individuals with high �tness scores represent

better solutions to the problem than population members with lower �tness scores.

After this initial phase the main loop of the algorithm begins. The selection of ξ/2
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pairs of parent from the initial population is performed using a stochastic approach

in which the probability of choosing an individual is proportional to its �tness.

An intermediate population is so created (�ttest individuals can feature more than

once), from where each pair of individuals is then recombined with probability PC

using the �crossover� operator to produce a pair of children. This process involves

the random selection of a cross point in the parents' string of variables and the

recombination of the obtained four chunks to form the o�spring. A new population

of ξ individuals is formed. Following crossover, a �mutation� operator which invert

each bit in every string with probability Pm (usually lower than 1%) is applied to

the entire population. Finally, this newly evaluated population is set as the cur-

rent population and the iterative cycle is repeated until some halting criteria (e.g.

maximum number of iterations, convergence, wall-clock time) is reached.

However, the pareto-optimality sorting mechanism just described does not guar-

antee that the Pareto set be uniformly sampled. In fact, when multiple equivalent

optima are identi�ed EAs have shown the tendency to converge to a single solu-

tion and often lose identi�ed optimal solutions [72]. This phenomenon is caused by

the stochastic errors in the selection process and is usually known as �genetic drift�

[69]. The development of �rst-generation EAs has, therefore, focused on overcoming

this problem by preserving diversity in the population, thus trying to also prevent

premature convergence. The use of some kind of niching technique was proposed

by Goldberg [71] to keep the EAs from converging to a single point on the pareto.

Though no practical implementation is presented, it posed the initial idea of niches

which has been used in many recent EAs implementations.

The ��tness sharing� is, for example, a frequently used niching technique based on

the idea that individuals in a particular niche have to share the available resources.

Practically, this is achieved trough the de�nition of a neighbour region around each

individual and the degradation of the individual's �tness value according to the

number of population members located inside this region. A �niche radius� de�ned
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by the user is used to identify the neighbourhood, making the method case speci�c.

A second-generation EAs has also been developed, this time with focus on e�-

ciency. The concept of �elitism� was then introduced as a method to guarantee that

the �nal solutions of the optimisation process are non-dominated with respect to

every other solution that the EA has produced. Also, the use of elitism techniques

enhances the convergence properties of a EAs, ensuring that the search is directed

toward the non-dominated solutions. Usually an external or secondary population is

used to retain the non-dominated individuals found along the evolutionary process,

as shown in the work of Zitzler and Thiele [72]. However, this strategy introduces

some complication in the memory management and increases the computational

costs of the algorithm (comparison of an higher number of solutions to establish

ranking). A more e�cient way of guarantee both elitism and spread of solutions

on the pareto front is presented by Deb et al. [59], with the implementation of a

Non-dominated Sorting Genetic Algorithm-II (NSGA-II).

The NSGA-II is a more e�cient version (in term of computational time) of the

previously developed NSGA, with an improved algorithm for the non-dominated

sorting of the individuals. In particular, for each solution two entities are calcu-

lated: the number of solutions that dominate it or �domination count�, and a set

of solutions that it dominates. For each solution of the �rst non-dominated front

(i.e. domination count equal zero) each member of the relative dominated set is

visited and its domination count reduced by one. If after this operation any of the

dominated members present a domination count equal to zero, it is moved on the

second non-dominated front. The process is then continued for all the members of

this newly generated front, so that the third front is identi�ed. Finally, the process

is executed until all the fronts are identi�ed. This technique allows a reduction of

the required time for the sorting process of the solutions, although it increases the

memory requirements (less restrictive penalty considering modern resources).

In addition, to preserve diversity of the solutions a �crowding distance� is also
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calculated for each individual and used as a secondary criteria during selection.

If two solutions are identi�ed which have the same rank, the one with a lower

crowding distance is selected. The estimation of the density of solutions around a

particular individual is based on the average distance of two points on either side of

the individual along each objective. These values are then normalised and summed

up to obtain the overall crowding-distance value.

Finally, the elitist characteristic of the algorithm is guaranteed using a simple

systematic comparison of individuals from parent and o�spring populations. In

particular, the non-dominated solutions of the o�spring population are compared

with that of the parent, forming an overall non-dominated set. This set becomes

the parent population for the next generation, and if its size is less that the initial

population size it is completed with individuals from the o�spring population.

Thanks to the above described characteristics (intrinsic elitism, fast sorting and

evenly spread solutions), the NSGA-II has become a landmark against which other

multi-objective evolutionary algorithms have to be compared [70]. Thus, NSGA-II

features as a secondary optimisation algorithm within the optimisation framework

used throughout this work.
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Chapter 4

2D Optimisation Applications

The optimisation framework introduced in Chapter 3 is here used for the aerody-

namic optimisation studies of a 2D multi-element aerofoil. The high-�delity RANS

simulation is preferred to the panel coupled boundary layer code as evaluation

method, due to the higher accuracy of the method and the a�ordable computational

cost for 2D problems. In particular, both the Ansys®suite and the Solar-TAU chains

are used, as described in more detail later in the chapter. Two di�erent optimisa-

tion set-ups are executed to tackle the design problem of increasing the aerofoil lift

capabilities and, concurrently, reduce its drag levels.

The �rst set-up presented, indicated as �single-point�, aims at improving the

aerodynamic performance of the con�guration varying only the deployment set-

tings of the high-lift devices. Using the MOTS algorithm, the trade-o� between lift

and drag performance is identi�ed and the Pareto front revealed. A detailed post-

processing of the outcomes of the optimisation is performed in order to illustrate

the link between geometrical changes and aerodynamic improvements. Moreover, a

comparison between MOTS and NSGA-II is performed, after the same optimisation

case is executed using the evolutionary algorithm and the Solar-TAU chain.

From the analysis of the single-point optimisation results, the sensitivity of the

optimised con�guration to changes in the operating conditions is highlighted. There-
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fore, a second optimisation study is proposed, which includes the design's sensitivity

to changes in angle of attack within the optimisation process. The set-up of this

second optimisation includes also �ap shape modi�cations, since it is recognised

that these variables considerably a�ect the stall behaviour of the con�guration. De-

spite the increased complexity and computational cost of the optimisation, MOTS

is once again able to identify a Pareto front and increase the performance of the

datum aerofoil.

4.1 Test Case Description

The high-lift con�guration selected as test case for the numerical-assisted design

study is the GARTEUR A310 aerofoil [73]. The con�guration has been derived from

the 3D swept wing of the A310 aircraft, corrected applying a local normalisation.

The aerofoil comprises a slat, a main element, and a single-slotted �ap, as shown

in Figure 4.1. Two di�erent rigging settings are possible for the high-lift devices, to

reproduce landing and take-o� conditions. Here, the moderate deployment settings

are chosen, which are characteristic of a take-o� case. Reference wind tunnel tests,

carried out in the ONERA F1 wind tunnel, are available at a Reynolds number of

Re = 4.1× 106 and M∞ = 0.2 [74].

Figure 4.1: GARTEUR A310 aerofoil.

Prior to the execution of the optimisation process a validation and veri�cation

study is performed. For this purpose, the available experimental data are compared
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with numerical simulations, performed at the same onset conditions. The obtained

results are presented in the next section.

4.2 Validation and Veri�cation

For the validation study here presented the �ow�eld around the datum con�guration

is evaluated using Ansys®CFX v5.0 on a similar mesh to the one presented in Section

3.5.1. The onset conditions used are speci�ed in Table 4.1. Due to the con�dentiality

of the data the absolute values of the obtained results cannot be presented here.

Table 4.1: ONERA F1 wind tunnel onset conditions.

Mach number Ma 0.2
Reynolds number Re 4.1× 106

Angle of attack α 12.2° and 20.4°

A comparison of the pressure coe�cient distribution (cp) over the aerofoil is

presented in Figure 4.2 for the speci�ed angles of attack α = 12.2° and α = 20.4°.

For both conditions, the numerical solution shows a good agreement with the wind

tunnel data, with only a slight mismatch on the slat element at the higher angle of

attack. At this condition, the wind tunnel data show the presence of a separation

bubble on the suction side of the slat element, which cannot be captured by the

numerical simulation, due to the assumption of fully turbulent �ow.

Moreover, a comparison of numerically evaluated and experimental polars is

shown in Figure 4.3. The CFD simulation satisfactorily predicts the aerodynamic

performance of the aerofoil for angle of attack up to maximum lift. However, the

numerical solution slightly under-predicts both the clmax and the αclmax values. This

phenomena can be related to the chosen turbulence model, namely k-ω SST, which

tends to overestimate �ow separation. However, the earlier break-down of the �ow

is conservative in term of design of the con�guration, and does not considerably

a�ect the results of the optimisation. Also, the predicted αclmax is indicated in the
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Figure 4.2: Pressure coe�cient distribution on the GARTEUR A310 aerofoil at
α = 12.2° (a) and α = 20.4° (b). Ansys®CFX simulation results (solid line) are
compared with wind tunnel data (dots).
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plot as α1, and it represents the condition at which the optimisation processes are

performed. A direct comparison of the drag coe�cient cannot be made, due to

the inconsistency of the experimental data (pressure tabs measurement versus wake

survey). Nonetheless, the numerical solution predicts cd values that fall between the

two experimental curves.
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Figure 4.3: Comparison of cl−α and cd− cl polars for numerical simulations (solid
line) and wind tunnel data (line with circles). Both pressure tabs and wake survey
measurements are plotted for the cd− cl polar.

The validation and veri�cation study is completed with a grid convergence anal-

ysis. Three di�erent meshes with increasing number of grid points are generated

coarsening and re�ning the standard mesh used so far in the validation study. A

RANS solution is then obtained for each mesh for a �xed angle of attack. The so

obtained lift and drag coe�cients are compared against wind tunnel tests (the cd

evaluated using pressure data is used) for the same �ow settings, allowing the quan-

ti�cation of the numerical error. Figure 4.4 shows the percentage error plotted as

a function of the spacing on the airfoil surface. Clearly, the trend for both the lift

and drag coe�cients shows that the numerical error reduces with increasing mesh

size. However, despite the more accurate solution achieved with the �ne mesh, the

61



4.2. Validation and Veri�cation

medium one is selected for the subsequent optimisation problems due to its better

trade-o� accuracy/computational cost.
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Figure 4.4: Mesh convergence study at α = 12.2° for the GARTEUR A310 aerofoil.
The standard medium grid (260 × 106 nodes) obtained with airfoil surface spacing
= 1.0e−3, is coarsened using spacing = 1.5e−3 (230 × 106 nodes) and re�ned using
spacing = 5e−4 (385× 106 nodes).

Finally, the convergence behaviour of the numerical solution is analysed, in order

to identify the minimum number of iterations required to achieve a converged solu-

tion. Figure 4.5 shows the history of the averaged density and momentum residuals,

together with the aerodynamic coe�cients, during the simulation at the numeri-

cal maximum angle of attack condition α1. After 160 iterations the residuals of

the solution converged to the selected threshold of 10−6, and both the aerodynamic

coe�cients present converged behaviour. However, to allow the optimizer the explo-

ration of con�gurations with harder convergence behaviour, the maximum number

of iterations is set to 250 time-steps, after which the simulation is stopped even if

the residuals are above the set threshold. Clearly this approach does not guarantee

the same level of convergence if the maximum number of iterations is reached, but

it is considered su�cient for the application within an optimisation process. More-

over, cl and cd mean values and standard deviations are evaluated using the last

50 iteration and a warning �ag is issued if the analysed design presents a mean to
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stdandard deviation ratio greater than 5e− 2 on either coe�cient.
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Figure 4.5: Datum design convergence monitor for the numerical solution at α1

4.3 Single-point Optimisation

The �rst optimisation set-up here described aims at increasing the lift performance

of the GARTEUR A310 con�guration, reducing, at the same time, the generated

drag. The RANS solution obtained in the validation study using the medium den-

sity grid is considered as baseline. In particular, the aerodynamic coe�cients are

evaluated at the angle of attack at which the datum con�guration achieves its nu-

merical maximum lift, indicated as α1 (see Figure 4.3). Therefore, the optimisation

is performed at a �xed angle of attack.

The multi-objective de�nition of the above stated design problem is expressed

by the minimisation of the two objective functions:

obj1 = − cl

cl0
; obj2 =

cd

cd0

(4.1)

where the subscript 0 indicates datum design values.
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The deployment settings of slat and �ap elements, expressed in the Cartesian

coordinate system, are considered as design variables. Thus, a total of six variables

are used to describe the problem (3 per element). Hard constraints are applied

on the values of the design variables to exclude zero gap con�gurations from the

optimisation process. In addition, element intersection checks are performed within

the meshing tool, as described in Section 3.5.1.

The MOTS algorithm is chosen for this optimisation study, in conjunction with

the Ansys®suite. The range of variations of each variable, and its correspondent

initial step size used within MOTS, are summarised in Table 4.2. In the practi-

cal parametrization process the translational parameters δ are normalised with the

aerofoil chord cref , introducing the variables ∆ = δ/cref . The de�ection angle is,

instead, de�ned as incremental value over the datum de�ection Θ0.

Table 4.2: Range of variation and initial step size for the single-point optimisation
set-up.

Parameter Description Step Range

∆xS = δxS/cref Slat Translation along x 0.02 [−0.06; 0.14]
∆zS = δzS/cref Slat Translation along z 0.01 [−0.05; 0.09]
ΘS Incremental slat rotation 1° [−10.0°; 10.0°]
∆xF = δxF/cref Flap Translation along x 0.02 [−0.09; 0.17]
∆zF = δzF/cref Flap Translation along z 0.01 [0.00; 0.06]
ΘF Incremental �ap rotation 1° [−10.0°; 10.0°]

In order to de�ne the design space, i.e. the range of variability of the design

variables, many di�erent constraints should be considered. One of the most impor-

tant class of constraints is represented by the kinematics used to deploy the high-lift

devices. This aspect has an important in�uence on limiting the relative positions of

slats and �aps in respect of the main element. Although, in the current study this

class of constraints is not taken into account, the design space is de�ned, for both

slat and �ap, keeping these limitations in mind (see Table 4.2).

Finally, the settings of the MOTS optimisation algorithms are summarised in
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Table 4.3: MOTS optimization algorithm settings for the single-point optimisation
of the GARTEUR A310 aerofoil.

Parameter Value Description

n_stm 15 Short Term Memory (STM) size
n_ltm 4 Long Term Memory (LTM) size
intensify 15 Intensify search after �intensify� iterations without

adding to the (MTM)
diversify 25 Diversify search after �diversify� iterations without

adding to the (MTM)
reduce_ss 45 Reduce step sizes and restart after �reduce_ss� iterations

without adding to the (MTM)
n_sample 4 Number of points randomly selected at each Hooke and

Jeeves move
n_regions 4 In the LTM each variable is divided into n_regions

to determine which regions of the design space have
been under-explored

max_evals 2000 Max Evaluations halting criteria

Table 4.3 (a more detailed explanation of the parameters is presented by Jaeggi et

al. [3]). These same settings are used throughout the work presented in this thesis,

and will, therefore, be referred to when presenting further optimisation problems (e.

g. Chapter 6).

4.3.1 Results and Discussion

The numerical results of the single-point optimisation process are presented in this

section. The data are extracted from the optimisation framework after 164 MOTS

iterations, corresponding to 1217 objective functions evaluations. The time required

for a single candidate CFD simulation is about 40 minutes, and an average of 8.5

objective functions evaluations (up to 11) per iteration are required. To reduce

wall-clock run-time the optimisation is run on a eight-node parallel PC cluster of 3.0

GHz Intel 5160 Xeon dual-core machines, exploiting the multi-level parallelisation

capability of the tool. In more detail, two slave processes are concurrently executed

and controlled by a master process. Moreover, within each of the slave process the

CFD simulation is performed in parallel on 4 CPU nodes. Finally, the residual
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4.3. Single-point Optimisation

improvement in the objective functions is selected as halting criteria, resulting in a

450 hours, or 20 days, turn around time.

Figure 4.6 shows the revealed Pareto front, together with the optimisation search

pattern. The trade-o� between the competing objective functions is clearly captured,

with many identi�ed designs which improve both objective functions. To gain a bet-

ter understanding of the physics that lead to the performance improvements, three

optimum solutions from the Pareto front are analysed in more detail and compared

with the datum aerofoil. In particular, the two extreme optima, representing max-

imum (normalized) lift coe�cient and minimum (normalized) drag coe�cient and

a compromise solution are selected. These designs are highlighted in Figure 4.6,

whereas a summary of the objective functions values is provided in Table 4.4.
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Figure 4.6: Pareto front and Search Pattern revealed using MOTS after 164 itera-
tions for the single-point optimisation.

The identi�ed optimum designs are illustrated in Figure 4.7 together with the da-
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Table 4.4: Design variables and objective functions improvement for the three opti-
mum designs max_cl, compromise and min_cd, single-point optimisation.

Max_cl Compromise Min_cd

∆obj1 −16.7% −9.6% 1.2%
∆obj2 +2.9% −11.6% −24.7%
∆xS −0.0178 −0.0178 −0.0178
∆zS −0.033 −0.023 −0.023
ΘS 4° 9° 10°
∆xF −0.009 0.011 0.011
∆zF 0.045 0.045 0.045
ΘF 4° −1° −9°

tum aerofoil. Although each con�guration presents peculiar features, some common

trends can be identi�ed from the plots. Firstly, all the optimum solutions increase

the gap and lap values of both slat and �ap elements, compared with the datum

design. This characteristic is especially true for the max_cl con�guration, which

presents the higher separation between the aerofoil elements. It must be highlighted

that the optimisation process does not consider structural constraints on the �ap de-

ployments, which might be a�ected by the increased load associated with the higher

deployment. However, it is usually the landing and not the take-o� con�guration

(here considered) which sizes the �ap tracks. Secondly, the de�ection angle of the

slat is consistently increased amongst all the optima. On the contrary, a contrasting

trend is observed for the �ap de�ection angle, which is reduced for both the min_cd

and compromise designs, while it is increased max_cl solutions.

The changes in deployment settings are re�ected in the elements pressure coef-

�cient distribution, shown in Figure 4.8. For all the optima, the increased spatial

separation between slat and main wing leads to a reduction of slat e�ectiveness and

a consequent reduction in its aerodynamic load. The opposite trend is, instead,

observed for the �ap element, whose e�ectiveness is increased. As a result, both

the �ap and main wing aerodynamic loads are higher than the datum con�guration

ones.
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DATUM

MAX_CL

COMPROMISE

MIN_CD

Figure 4.7: Geometry comparison for datum (black solid line), max_cl (green dot-
ted line), compromise (orange dash-dot line) and min_cd design (red dashed line),
single-point optimisation.

As shown in Table 4.4, the max_cl design achieves a 16.7% increase in the lift

coe�cient with a drag increase that leads to a penalty on the objective function

de�nition as low as 2.9%. This considerable performance gain is achieved increasing

the de�ection angle of both slat and �ap by 4 degrees. The resulting lift polar,

illustrated in Figure 4.9, presents a slightly higher value for the angle of attack of

maximum lift (slat e�ect) and an upward shift (�ap e�ect) compared to the datum.

The drag performance is similar to the datum design in the range of angle of attack

near α1. However, for lower angle of attack the drag coe�cient is higher than the

datum. As a result of these trends the lift to drag ratio of the max_cl design is

generally higher than the datum, becoming lower only at moderate angles of attack.

On the contrary, the min_cd design reduces the de�ection angle of the �ap

element by 9 degrees and increases the slat de�ection by 10 degrees. The result is a

24.7% decrease in the drag coe�cient and only a 1.2% penalty in the lift performance.

Again, the �ap and slat e�ects are visible in the lift polar (Figure 4.9). A downward

shift of the polar is shown together with an increase in the angle of maximum lift.

The low drag coe�cient values drive the lift over drag performance of the design,
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Figure 4.8: Pressure coe�cient distribution for datum (black solid line), max_cl
(green dotted line), compromise (orange dash-dot line) and min_cd design (red
dashed line), single-point optimisation.

showing values higher than the datum ones in the whole range of angle of attack

considered.

Finally, the compromise solution presents performance levels that lie between the

two extreme designs. The deployment settings are similar to the min_cd design,

with the only di�erences being the increased de�ection of the �ap element and the

slight reduction of the slat de�ection. This design outperforms the datum con�g-

uration in both lift and drag performance for the whole range of angle of attack

considered.

The �ow �eld that develops around the analysed designs is illustrated in Figure
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Figure 4.9: Polar comparison for datum (black solid line), max_cl (green dotted
line), compromise (orange dash-dot line) and min_cd design (red dashed line),
single-point optimisation.

4.10. The contour plots show a wide area of high turbulence intensity for the datum

con�guration generated by the merging of the main element and the �ap wakes,

followed further downstream by the merging of the slat wake. This �ow character-

istic leads to a high value for the drag coe�cient and an early breakdown in lift.

The increased elements gaps of the optima solutions mitigate the described e�ect,

reducing the drag and allowing the aerofoil to achieve a greater lift and a higher

maximum angle of attack. Nevertheless, the max_cl design shows an increase in

the turbulence intensity at the �ap trailing edge (as a result of the increased load),

indicating an incipient �ow separation. This feature limits the angle of attack of

maximum lift for this design to a value close to the datum con�guration one. Such

behaviour is not visible in the min_cd and compromise designs, which present a

considerably greater angle of attack of maximum lift.

4.3.2 Optimisation Algorithms Comparison

The results of the single-point optimisation presented earlier are compared with an

identical set-up performed using the NSGA-II optimisation algorithm and the Solar-
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(a) Datum

(b) Max_cl

(c) Compromise
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Figure 4.10: Wake visualization for datum and optimum designs, single-point opti-
misation.
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Table 4.5: NSGA-II optimization algorithm settings for the single-point optimisation
of the GARTEUR A310 aerofoil.

Parameter Value Description

init_pop 48 Initial Population size
sbx_prob 0.7 Crossover Probability
mut_prob 0.2 Mutation Probability
max_gen 40 Maximum number of generations
conv_gen 3 Convergence Generation
con_thrs 0.001 Convergence Threshold
ηc 15 Distribution index for crossover
ηm 20 Distribution index for mutation
seed 0.1 Initial population seed for random start

TAU chain. In order to guarantee a meaningful comparison, the data analysed are

extracted from the two optimisation runs at a similar stage of the optimisation

process (equal number of objective functions evaluations). The settings for the

NSGA-II algorithm are summarised in Table 4.5, whereas Figure 4.11 and Figure

4.12 illustrate a comparison of the two Search Patterns and Pareto fronts revealed.

It is evident that the optimum solutions identi�ed by MOTS fully dominate the

NSGA-II ones, apart from a few optima located at the extreme minimum obj2

region. Moreover, the MOTS revealed Pareto front presents a much better spread

of the solutions and is also more populated. Indeed, the richness of the Pareto

front is one of the limitations of evolution based algorithm, since a maximum size is

implicitly set once the number of individuals is �xed [75].

A cross validation of the three optima so far analysed and three respective ones

from the NSGA-II Pareto front, is performed to eliminate CFD solver dependen-

cies. The results, illustrated in Figure 4.13, show a higher dependency of the MOTS

Pareto from the CFD suite selected. Nonetheless, MOTS solutions continue to

dominate NSGA-II ones except in the case of the min_cd design. Finally, the com-

promise solution for both MOTS and NSGA-II presents identical objective function

values when evaluated with the TAU solver, although the con�gurations present

di�erent deployment settings. This characteristic is an indication of the complexity
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and richness of the design space in the tackled aerodynamic design problem.

The analysis of the results obtained from the execution of the single-point opti-

misation has shown a considerable increase in the performance of the datum GAR-

TEUR A310 aerofoil. However, the identi�ed optima usually show also an increased

sensitivity to changes in operating conditions. For example, the lift coe�cient of

the max_cl optima earlier analysed, varies considerably in the range of angles of

attack close to the prescribed α1, as illustrated in Figure 4.9. Therefore, a di�erent

optimisation set-up is proposed that directly takes into account such sensitivity and

aims at reducing it.

4.4 Uncertainties and Interval Analysis

The use of numerical optimisation techniques in aerodynamic design can provide

notable increase in performance for the speci�ed design conditions. However, the

identi�ed optima are often very sensitive to small variations in manufacturing tol-

erances and/or operating conditions [76]. As a result, the optimized design could

present inferior performance under actual operating conditions, limiting its applica-

tion in real-world problems [77]. Uncertainty quanti�cation is, therefore, becoming

an increasingly important aspect of the numerical optimisation assisted design [78].

Real-world system design has to face di�erent kinds of uncertainties which are

usually beyond the (direct) control of the designer. Chen et al. [79] identify four

types of uncertainties:

1. Changing environmental and operating conditions. Typical examples

are operating pressure, temperature, Mach number or angle of attack.

2. Production tolerances and actuator imprecision. This type of uncer-

tainty is related to the manufacturing of a product, which can be performed

only to a certain degree of accuracy.
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Figure 4.11: Comparison of Search Pattern for MOTS (a) and NSGA-II (b), single-
point optimisation.
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Figure 4.12: Comparison of Pareto front for MOTS and NSGA-II, single-point op-
timisation.
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Figure 4.13: Cross validation of MOTS and NSGA-II Pareto fronts, single-point
optimisation. Three points from the respective Pareto fronts are evaluated using a
di�erent CFD suite.
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3. Uncertainties in the system output. Uncertainties related to the impre-

cision in the evaluation of the system output. It includes measuring errors as

well as approximations errors (linked to the use of models instead of physical

objects).

4. Feasibility uncertainties. Related to the ful�lment of constraints the design

variables must satisfy. This class of uncertainties considers the uncertainty

e�ects on the design space rather than on the objective function.

In this work only the �rst type of uncertainties is considered, with an optimisation

setup (presented in the next Section) which considers aerofoil's performance over a

range of angles of attack.

The Interval Analysis (IA) method [80] is used to evaluate the sensitivity of the

analysed design to variation of α. The basic idea in IA is to identify an appropriate

interval for the input parameters of interest and to evaluate the output interval

consisting of all possible values of the result of the operations performed on the

input. This method is especially e�ective for problems such as the one here tackled,

where only the bounds of the uncertain parameters are needed rather than their

precise probabilistic distributions. Moreover, it can be implemented in a systematic

way on modern computing systems, therefore taking advantage of existing simulation

tool such as a CFD code.

4.5 Multi-point Optimisation

The second optimisation set-up here presented, namely �multi-point�, uses the inter-

val analysis method to account for changes in operating conditions. In particular,

the input angle of attack value of the CFD simulation is varied within a speci�c

range to evaluate the variation of the aerofoil aerodynamic performance. A similar

approach is used by Srinath in [81] for the optimisation of a single element aerofoil.

Three values of α are chosen within the range [α1 − 1°;α1 + 1°] to de�ne the two
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objective functions expressed in Equation (4.2). The �rst objective function relates

to the overall performance of the con�guration in the range of angle of attack con-

sidered, leading the optimizer to explore designs that increase the cl value of the

three operating points α1− 1°, α1, and α1 + 1°. The second objective function aims

at minimising the variation of the lift coe�cient with angle of attack. A constraint

on the drag coe�cient is applied through the penalty function P . Such a penalty

is active only when the sum of the drag coe�cient at the three operating points is

higher than the datum value.

obj1 = − cl|α1−1 + cl|α1 + cl|α1+1

(cl|α1−1 + cl|α1 + cl|α1+1)|0
+ P

obj2 =
‖cl|α1 − cl|α1−1‖+ ‖cl|α1+1 − cl|α1‖

(‖cl|α1 − cl|α1−1‖+ ‖cl|α1+1 − cl|α1‖)|0
+ P

P = max

[
0,

1

2

(
cd|α1−1 + cd|α1 + cd|α1+1

(cd|α1−1 + cd|α1 + cd|α1+1)|0
− 1

)] (4.2)

The aim of the optimisation setup here proposed is the identi�cation of high-

lift con�gurations with a reduced sensitivity of the maximum lift coe�cient to the

variation in α. This characteristic is important for the satisfaction of the landing

and take-o� requirements of the high-lift system, since the evaluated clmax value can

be guaranteed even if the angle of attack deviates from its prescribed value. It is

not here suggested that the clmax condition is a robust operating point and that the

aircraft should operate at this condition.

Indeed, this multi-point optimisation set-up represents a much more challenging

task compared with the single-point. First of all, in order to achieve the desired

response, the stall characteristic of the aerofoil has to be modi�ed. Element de-

ployment settings can only partially in�uence the behaviour of the aerofoil near the

maximum lift region. As a consequence, �ap shape modi�cation is included within

the optimisation process, using the Free Form Deformation parametrisation tech-

nique described in Chapter 3. Finally, the increase of both the number of design
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point evaluations and design variables leads to a considerable rise in computational

cost.

The generated FFD control grid around the datum �ap element is illustrated in

Figure 4.14. A total of 16 control points are used all around the �ap geometry in

order to be able to accurately de�ne a local region where deformation occurs. In

fact, it is an essential requirement in high-lift design not to modify the shape of the

stowed con�guration in order to retain cruise performance. In the current study,

�ap shape changes are con�ned to the area between the �ap leading edge and the

suction side kink. Therefore, only the control points close to the speci�ed region are

allowed to move, as shown in Figure 4.14, where an example new shape is obtained

prescribing deformations to the points 1-5. This parametrisation set-up introduces

six additional design variables, de�ned in Table 4.6 together with their initial step

size and range of variation.

Table 4.6: Range of variation for the additional shape parameters, multi-point op-
timisation set-up.

Parameter Description Step Range

CP1_x translation of control point 1 along x 0.05 [−0.2; 0.2]
CP2_x translation of control point 2 along x 0.05 [−0.2; 0.2]
CP3_x translation of control point 3 along x 0.05 [−0.2; 0.2]
CP3_z translation of control point 3 along z 0.05 [−0.2; 0.2]
CP4_z translation of control point 4 along z 0.05 [−0.2; 0.2]
CP5_z translation of control point 5 along z 0.05 [−0.2; 0.2]

Finally, the MOTS algorithm is used in conjunction with Ansys®CFX to obtain

the results presented next.

4.5.1 Results and Discussion

The results here presented are extracted from the optimisation process after 72

iterations, corresponding to 467 objective functions evaluations. Three times the

number of CFD simulations has to be executed to evaluate the objective functions
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Figure 4.14: Example application of the Free Form Deformation algorithm to the
�ap element of the GARTEUR A310 aerofoil.

value compared to the single-point case. The increased computational cost combined

with the increase in the number of design variables have pushed the turn around time

of the complete optimisation to around 800 hours, just over 1 month. Evaluation

time is selected as the halting criteria for this optimisation set-up. The tool is run

on a twelve-node parallel PC cluster of 3.0 GHz Intel 5160 Xeon dual-core machines.

The time required for a single candidate CFD simulation is around 120 minutes, and

an average of 14 objective functions evaluations (up to 28) for iteration are required.

The revealed search pattern and the correspondent Pareto front are illustrated

in Figure 4.15. It can be seen that this speci�c optimisation set-up produces a

non-smooth Pareto front, with a discontinuity located in the region of minimum

obj1 values. Furthermore, a much higher scatter is found in the Pareto front in

comparison with the single-point results. These characteristics re�ect the increased

complexity introduced in both the design space and objective functions de�nition.

Nonetheless, the MOTS optimisation algorithms is able to identify several optimum

designs that improve both objective functions values.

The two extreme optimum solutions from the revealed Pareto front, indicated

as min_obj1 and min_obj2, are analysed in detail. The values of the deployment

settings for the two optima are reported in Table 4.7, together with the percentage
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Figure 4.15: Pareto front and Search Pattern revealed by MOTS after 72 itera-
tions, multi-point optimisation. The min_obj1 (green) and min_obj2 (red) are
highlighted.

increase in the objective functions. An 18% increase in lift performance is achieved

by the min_obj1 design, with a negligible increase in aerodynamic drag (only a

2% value for the penalty function P ). However, for the same design, the value of

the second objective function is 71.2% higher than the datum con�guration. This

behaviour can be explained considering the evaluated cl − α polars illustrated in

Figure 4.16. As it can be seen from the plot, the min_obj1 design presents a higher

αclmax, which falls beyond the angle of attack range de�ned for the optimisation

process. Therefore, the monotonically increasing segment of the lift curve is used

for the evaluation of the objective functions, leading to very di�erent values for the

three lift coe�cients at α1 − 1°, α1, and α1 + 1°.

The min_obj2 design, instead, shows an improvement in both objective functions
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Table 4.7: Design variables (deployments and shape) and objective functions im-
provement for the optimum designs, multi-point optimisation.

Min_obj1 Min_obj2

∆obj1 −18.4% −6.5%
∆obj2 71.2% −62.6%
Penalty function P 2% 0%
∆xS −0.025 −0.005
∆zS −0.026 −0.036
ΘS 7° 2°
∆xF 0.007 −0.013
∆zF 0.021 0.021
ΘF 8° 2°
CP1_x 0.05 0.05
CP2_x 0.00 −0.1
CP3_x 0.00 0.1
CP3_z 0.2 0.15
CP4_z 0.05 0.10
CP5_z 0.15 0.05

(see Table 4.7). The cl−α polar illustrated in Figure 4.16 re�ects the 6.5% increase

in lift, showing an upward shift compared with the datum one. No increase in drag is,

however, associated with the augmented lift performance, as shown by the null value

of the penalty function P . Moreover, the clmax region of this design falls within the

angle of attack range de�ned for the optimisation process. The polar close-up (also

shown in Figure 4.16) illustrates the reduced sensitivity of the optimum solution to

variations in angle of attack values. In particular, a 63% reduction in the second

objective function is achieved by the speci�c design.

Finally, Table 4.8 presents an assessment of sensitivity of the three optimum

designs identi�ed in the single-point optimisation set-up (evaluated using Equation

(4.2)). The results show a much lower performance of all the optima compared with

the datum design, emphasizing the importance of including sensitivity to changes

in operating conditions within the design process.

The geometrical characteristics that lead to the performance increase are illus-

trated in Figure 4.17. Both the deployments settings and the �ap shapes of the two
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Table 4.8: Assessment of sensitivity to operational conditions for the single-point
optima.

Min_cd Compromise Max_cl

∆obj1 −0.3% −11.2% −18.0%
∆obj2 200% 139% 122%

optimum solutions are compared to the datum aerofoil. The improvement in lift

performance is achieved increasing ∆x for both the slat and �ap elements, in agree-

ment with the results obtained in the single-point optimisation. On the contrary,

a reduction of the variable ∆zF is observed for both the optima. This translates,

for the min_obj2 design, to the positioning of the �ap near the trailing edge of the

main element. Furthermore, the �ap geometries of the two optima show common

features: an increase in the element thickness at around 25% chord location and a

reduction in the leading edge radius. It is important to point out that these shape

changes do not a�ect the stowed con�guration of the aerofoil, which retains its cruise

shape.

Figure 4.18 illustrates the �ow-�eld that develops around the two optimum con-

�gurations revealed, at the angle of attack α1. For both the designs, the reduction

in the �ap lap re�ects in a higher interaction of the main element wake with the �ap

upper surface. The air�ow leaving the main element trailing edge presents a much

higher curvature compared to the datum con�guration (see Figure 4.18(b)). Such

characteristic is emphasized by the shape of the �ap element, which promotes the

air to �ow from the main element pressure side to the �ap suction side. However,

as a result of this, the main element recirculation bubble is also increased. It is

evident that the stall behaviour of the con�guration is dependent on the interaction

between the main element wake and the �ap walls. In particular, reduced �ap gap

settings, characteristic of the min_obj2 design, minimise the variation of lift with

angle of attack in the near-stall region. With regard to the changes in slat settings,

the same �gure shows a much greater in�uence on the �ow-�eld of the min_obj1
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Figure 4.16: Datum (black solid line), min_obj1 (green dot-dashed line) and
min_obj2 (red dashed line) cl − α polars comparison, multi-point optimisation.
The close-up shows the considered range of angle of attack centred in α1.
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Figure 4.17: Geometry comparison of Datum (black solid line), min_obj1 (green
dot-dashed line) and min_obj2 (red dashed line), multi-point optimisation.
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design. The stagnation point in the main wing is shifted aft, and the recirculation

bubble in the slat cove region increases. This characteristics are re�ected in the lift

polar of the speci�c design, that presents a higher αclmax value.
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(a) Datum

(b) Min_obj1

(c) Min_obj2

Figure 4.18: Wake visualization for datum and optimum designs at α1, multi-point
optimisation.
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Chapter 5

The APODO Project

5.1 Introduction

The Engineering Doctorate programme di�ers in many aspects from a conventional

PhD research. Firstly, the research project is always industrially focused, the prob-

lem being of direct relevance to the Industrial Sponsor. Secondly, the EngD re-

searcher has to address not only the technical issues of the research work, but also

�management issues� related to it, such as its business and commercial implications.

However, instead of focusing on the overall impact of the EngD research, the

author in collaboration with the academic and industrial supervisors has decided to

direct the above mentioned business analysis on a smaller project, namely APODO

(Aerofoil POD Optimisation). Having a more limited scope compared to the overall

EngD research, the APODO project is better suited to perform an analysis of the

techniques used during its implementation as well as the challenges faced. More-

over, it is also an activity which is conducted at a higher Technology Readiness

Level (TRL), meaning that it's impact on the Industrial Sponsor's business is more

quanti�able and focused on a short-term period.

The APODO project represents an industrial application of the �ndings of the

author's research. The project aims at implementing aerofoil optimisation capabil-
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ities within a designer tool currently under development at the Industrial Sponsor.

It is, therefore, a branch of a wider development programme. The analysis per-

formed and presented in this chapter focuses on the project management skills and

techniques required by the author to lead the project. The �Agile� development

concept, described in more details in Section 5.3.1, is used to carry out the APODO

project with the aim of minimising cost and maximising the quality of the delivered

tool. Furthermore, the feedback and comments received by the designers during the

testing and validation phase are also reported and discussed. But before entering

the more managerial analysis, a technical description of APODO is presented.

5.2 Technical Description

The main goal of APODO is to enable shape optimisation for single element aerofoil

at cruise, and deployment settings optimisation for multi-element aerofoils at take-

o� and landing. A Proper Orthogonal Decomposition (POD) Reduced Order Model

(ROM), generated using RANS �ow-�eld simulations, is selected as evaluation tool

for the aerofoils' aerodynamic performance (a detail description follows in section

5.2.1) . The newly developed design tool is used to set-up the tradestudy and

generate a set of di�erent aerofoil shapes or deployment settings. These input �les

are then transferred to the High Performance Computing (HPC) cluster, and RANS

simulations are performed for each design point. At completion of all the simulations,

the POD approximation is generated using the available �snapshots�. The reduced

order model is, then, downloaded to the local machine and the optimisation process

can be set-up within the design tool, and executed locally.

Learning from the experience of previous ad-hoc optimisation implementations

within the Industrial Sponsor environment, this architecture is preferred to a RANS-

in-the-loop one. In fact, this optimisation strategy presents several advantages. First

of all, the optimisation process is de-coupled from the RANS execution, reducing
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the risk of failure during the process. Secondly, the generated POD model can

be re-used to tackle di�erent optimisation problems, as long as the same set (or

a reduced set from the original one) of design variables is used. Furthermore, the

work�ow mimics the typical designer task, where a set of data is generated for the

�manual� investigation of the design space. Finally, the use of POD model eliminates

some of the disadvantages of reduced order model optimisations, where only integral

quantities (e.g. aerodynamic coe�cients) are used. In particular, since the POD

is here used to represents an approximation of the entire �ow-�eld, the user can

perform the same post-processing tasks as with a full RANS simulation, like for

instance, visualise pressure and mach contours or velocity streamlines.

However, the selected approach presents also some drawbacks. The model is not

guaranteed to be accurate over the whole design space, especially if the problem

tackled is highly non-linear. Besides, the number of snapshots required to construct

an accurate POD model increases rapidly with the number of design variables. Fi-

nally, the mesh used within the CFD process for the generation of a POD model

has to retain its topology which implies the use of either a structured mesh or mesh

deformation techniques. The latter approach is used in the industrial implementa-

tion here presented, introducing some limitations on the range of variation of the

deployment variables. In fact, while variations in de�ection angle of the element can

easily be accommodate by mesh deformation techniques, the variation in overlap

and especially in gap is a much harder task. This is mainly due to the �ne resolu-

tion of the baseline mesh in the slot region between two consecutive elements and

the consequent deformation induces on the small surface and volume elements. If

too big a di�erence between the baseline and the newly speci�ed gap is imposed it is

likely that the mesh deformation will generate negative volume cells. This behaviour

is highly reduced with a proper de�nition of the baseline mesh for the mesh defor-

mation process (baseline that presents variable value at the centre of the variation

range) and appropriately de�ne the range of variation of the gap variable.
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5.2.1 Background Literature

The Proper Orthogonal Decomposition has its roots in statistical analysis, and

is a powerful and elegant method to obtain approximate descriptions of a high-

dimensional process [82]. It is a speci�c type of reduced basis technique, which pro-

vides a basis for the modal decomposition of an ensemble of functions. In literature

the POD has usually been associated with the Karhunen-Loeve expansion and prin-

cipal component analysis. However, a study presented by Liang et al. [82] shows that

the POD actually consists of three closely connected and equivalent methods: the

Karhunen-Loeve Decomposition (KLD), the Principal Component Analysis (PCA),

and the Singular Value Decomposition (SVD). Independently from its mathemati-

cal implementation, the POD represents the most e�cient method of capturing the

dominant components of a given system using a �nite number of �empirical eigen-

functions� or �modes�. Its optimality derives from the fact that the obtained basis

functions minimise the average error of the approximation with respect to the full

system.

A detailed description of the theory and the mathematical determination of the

POD is presented by Holmes et al. in [83], and only a brief review is here given.

Firstly, it is important to recognize that, although the POD can, and it usually

is, applied to non linear problems, the basis functions provided by the methods

are linear: �Linearity is the source of the [POD] method's strengths as well as its

limitations . . . � [83]. Nevertheless, the source of data used to generate the POD

modes can be, indeed, non-linear.

Let's consider an ensemble {uk} of scalar �elds, each being a function u = u(x).

The aim of the decomposition is to �nd an optimal basis {ϕj(x)}∞j=1 for the ensemble,

so that the �nite dimensional representation of the form

uN (x) =
N∑
j=1

ajϕj(x), (5.1)
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describes a typical member of the dataset better than representation of the same

dimension in any other basis.

The optimality is expressed in mathematical terms as the minimisation of the

average error between u and its projection onto ϕ. The same condition can be

expressed as the maximisation of the average projection of u onto ϕ, suitably nor-

malised:

max
ϕ

〈
|(u, ϕ)|2

〉
‖ϕ‖2 (5.2)

where |·| denotes the modulus and ‖·‖ is the L2-norm, given by

‖f‖ = (f, f)
1
2 ,

and the notation (·, ·) expresses the inner product of two functions over a pre-de�ned

interval. The solution of Equation (5.2) has multiple roots which constitute the basis

functions in the linear decomposition in Equation (5.1). This problem is equivalent

to a calculus of variations in which the quantity 〈|(u, ϕ)|〉2 has to be maximised

subject to the constraint that ‖ϕ‖2 = 1. It can be shown (see Holmes et al. [83])

that the solution to this problem requires the basis functions to satisfy

∫
Ω

〈u (x)u (x′)〉ϕ (x′) dx′ = λϕ (x) (5.3)

Therefore, the eigenfunctions {ϕj} of the integral Equation (5.3) constitute the

POD basis. When considering discrete cases, such as when dealing with computa-

tional results, the ensemble of functions uk are a group of N-dimensional vectors. In

this case, the kernel in Equation (5.3) becomes the autocorrelation tensor

R = 〈u⊗ u〉 ,

and the integral eigenvalue problem becomes
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Rϕ = λϕ,

The evaluation of the basis functions allows the decomposition of any member

of the ensemble uk as

u(x) =
∞∑
j=1

ajϕj(x) (5.4)

The computational cost of the decomposition is proportional to the dimension

N of u, since the N ×N eigenvalue problem has to be solved to evaluate the basis

functions. Consequently, the representation of a large system with a relatively small

number of modes may be substantially expensive. However, the problem may be

reduced to an M ×M one, where M is the number of ensemble functions, through

the application of the method of snapshots, due to Sirovich [84]. In this procedure a

series of snapshots is generated, which typically correspond to state vector realiza-

tions of the system (solutions) at various times, frequencies, or con�gurations. The

resultant autocorrelation matrix is given by

Rij =
1

M

∫
Ω

uiujdΩ (5.5)

where ui is the i-th snapshot and i, j = 1, 2, ...,M , and M is the total number of

snapshots. The eigenvectors of R are computed as an intermediate step

Ra = λa,

from which the POD basis functions can be calculated as

ϕK =
M∑
i=1

aki ui (x, y) K = 1, 2, . . . ,M (5.6)

where aKi is the i-th element of eigenvector a corresponding to the eigenvalue

λK .
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The eigenvectors of R are used to construct the POD basis functions as per

Equation (5.6), while the eigenvalues can be interpreted as a measure of the �energy�

captured by each eigenvector. In other words, they represent the amount of the

variation associated with a particular mode. Typically, the modes are then sorted

in descending eigenvalue order, and only p modes are included in the POD model,

so that the energy captured is greater than some threshold (usually set to 99% or

higher). It must be emphasised that the energy measure indicates how accurately a

snapshot from the initial set can be reproduced, it is not related to the accuracy of

reconstructing a new snapshot.

Figure 5.1 illustrates an example of the �rst four modes of a POD reduction on

a single aerofoil RANS simulation, as presented by LeGresley and Alonso [5]. In

the example reported the obtained modes are used to project the full incompressible

RANS equations and the obtained reduced equation system is used to evaluated the

�ow �eld of di�erent airfoil shapes.

Thanks to its optimality property, the POD basis reduction technique has gained

a widespread attention in several �elds, such as image processing, data compression,

and oceanography [85]. Most recently, the POD has been used in aerodynamic appli-

cations for various purposes. Ruana et al. [86] use a variation of POD, Normalised

POD, to compress �uctuating building pressure data in wind-engineering area. In

CFD applications, POD is generally used for the construction of a reduced order

aerodynamic model, projecting the governing equations onto the reduced space of

the basis functions. Such method is used by LeGresley and Alonso [5] for the de-

velopment of a ROM evaluator for inviscid subsonic aerodynamic �ows around 2-D

aerofoils. In a follow on work Alonso et al. [87] exploit a mixed approach for the use

of the POD reduction technique, using RANS snapshots to extract the basis func-

tions and Euler equations for the projection phase. Also, a special treatment for

shockwaves is added to the POD model in order to increase its accuracy. Epureanu

[88] applies the POD decomposition in the frequency domain to the viscous �ow in
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(a) pressure mode 1 (b) pressure mode 2

(c) pressure mode 3 (d) pressure mode 4

Figure 5.1: POD pressure coe�cient modes example for a Naca1413 aerofoil. Source
[5]

a turbomachinery cascade. An unsteady perturbation is imposed to the �ow�eld

about its evaluated non-linear steady state, and the POD decomposition is then

applied to the model. A similar approach is used by Lieu et al. [89] to construct an

aerodynamic ROM which, coupled with a modal structural representation, is used

for the �utter analysis of a complete F-16 aircraft.

A di�erent application of the method is the �Gappy POD�, which allows the

reconstruction of incomplete data independent of the governing equations of the

described problems. The method is based on the procedure developed by Ever-

son and Sirovich [90], whose work focuses on reconstruction of images from partial
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data. Bui-Thanh et al. [91] apply the same technique to the reconstruction of full

aerodynamic �ow�elds combining incomplete experimental and computational data.

Moreover, the authors use the same methodology, with only slight modi�cations, for

the inverse design of single-element aerofoils. A POD based ROM is also used in

a two-step optimisation process for the RAE2822 aerofoil performed by Duan et

al. [92]. First, a genetic algorithm is used in conjunction with a POD-ROM to

extensively search the design space. Then, a steepest descent algorithm re�nes the

optimum employing a RANS solver.

In addition, recent works [93, 94] have applied POD as a geometric-�ltration

technique, using the reduction process to generate new geometries as a combination

of the initial snapshots. Finally, a more detailed review on the basic aspects and

use of reduced order modelling is provided by Lucia et al. [95].

The speci�c POD decomposition used in this work falls within the Gappy POD

category. As described in the previous paragraphs, the main idea of gappy POD is

the use of the POD basis (evaluated from a set of initial snapshots) to reconstruct

additional gappy �ow vector, i.e. �ow vectors that present missing data. The

same technique can be extended to the approximation of completely missing �ow

vectors, e�ectively utilising the POD model as an interpolation between known

data points. However, in order to achieve this goal �rstly the initial set of snapshots

must be rede�ned. Rather than containing only �ow variables, each snapshot is

augmented to also contain airfoil coordinates and a set of design variables (e.g.

angle of attack, Mach number, parameterisation variables, element's deployment

settings). For example, consider the augmented snapshot set {Vi}mi=1, where each

snapshot contains a surface-pressure distribution Pi and a corresponding set of airfoil

coordinates Ci and design parameters Di:
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Vi =


Ci

Di

Pi

 (5.7)

The target vector V∗ = [CT
∗ D

T
∗ P

T
∗ ]T can then be considered as an incomplete

data vector, where D∗ is known and C∗ and P∗ must be determined. Thus, the

gappy POD procedure can be used to determine the geometry and �ow�eld of a

newly generated airfoil shape (obtained changing the value of the design parame-

ters), e�ectively transforming the solution of the RANS equations into a problem of

reconstructing missing data.

The application of the gappy POD technique starts with the de�nition of a

�mask� vector nk, which indicates for a �ow vector snapshot where the data are

missing and where are available:

nki = 0 if Uk
i is missing or incorrect

nki = 1 if Uk
i is known

where Uk
i denotes the i-th element of the �ow solution vector Uk. Let's then consider

a set of completely known snapshots {U i}mi=1 with POD basis {φi}mi=1, and a solution

vector g that has some elements missing. In order to reconstruct the full vector it

is possible to de�ne an intermediate repaired vector g̃, expressed as an expansion of

the form Eq. 5.1:

g̃ ≈
p∑
i=1

biφ
i (5.8)

The POD coe�cients bi are computed imposing the minimisation of the error

between the original and repaired vectors, de�ned as:
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E = ‖g − g̃‖2
n (5.9)

using the gappy norm so that only the original existing data elements in g are

compared. Di�erentiating Eq. 5.9 with respect to each of the bi in turn, the linear

system of equations is obtained

Mb = f (5.10)

where Mij = (φi, φj)n and fi = (g, φi)n. Finally, the complete g is reconstructed by

replacing the missing elements in g by the corresponding repaired elements in g̃.

5.2.2 Work-�ow Description

The POD-ROM model is here exploited within an optimisation process using the

approach that Carlberg and Farhaty [96] de�ne as the �o�ine-online strategy�. It

consists of two di�erent stages: �rstly the design space is sampled for the evaluation

of the snapshots and the ROM is generated (o�ine phase); then the optimisation

process is performed (online phase) using the ROM as the objective functions eval-

uator. The advantages and drawbacks of the above described strategy have already

been highlighted in Section 5.2. Additionally, when applying this strategy it is

important to consider the existence of a �break-even� point, which expresses the

number of online evaluations needed before overall cost savings are obtained using

the o�ine-online procedure. Kipouros et al. [97] present an alternative way of ex-

ploiting ROM within an optimisation process, which assists, rather than replace, the

full �delity evaluator. In their work the ROM is used in real-time as a substitute

of the costly RANS evaluation when a prede�ned criterion is met. Moreover, the

full �delity evaluations made during the optimisation process are used to train the

ROM, increasing its accuracy and reliability.

Figure 5.2 introduces the work�ow of the optimisation strategy used within
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Import geometry 

Single-element airfoil Multi-element airfoil 

Pre-Deployed 

Set-up DOE: 

Deployment settings 
Flow Conditions 

Generate scripts and input files 
Transfer to HPC 

Execute scripts (jobs submission) 

Check jobs status 
Generate POD approximations 

Transfer POD file to local PC 

Set-up DOE: 

Parametrisation variables 
Flow Conditions 

Apply Parametrisation to 
Baseline 

Visualise DOE results 

Set-up POD tradestudy 
Generate new result using POD 

Visualise final results and flowfields 

Visualise DOE results 

Set-up Optimisation 
Execute optimisation locally using POD 

Visualise final results and flowfields 

Stowed 

Deploy Baseline 

Figure 5.2: Wor�ow of the o�ine-online optimisation strategy used in the APODO
project.

APODO. First of all, the baseline geometry is imported into the tool. To facili-

tate the data exchange with other design tools in use at the Industrial Sponsor,

several �le formats can be read in as well as exported. Moreover, when consider-

ing multi-element aerofoils, the geometry can be imported in either the stowed or

pre-deployed con�guration, as shown in Figure 5.3. In the �rst case, the absolute

deployments parameters will be used for the positioning of the high-lift devices,

while an incremental approach is used in the latter case. Pre-deployed geometries

are generally used when the di�erence between the 2D and 3D deployments are

relevant, and a non negligible deviation in element's geometries is observed when

using one or the other deployment laws (e.g. krüeger slat for swept wings, where the

deployment angle can be as high as 130°). In this eventuality, the high-lift devices

are deployed in a speci�c external CAD package using the full 3D geometry and a

deployed section at the desired span location is exported for the 2D study.

Following the single-element aerofoil analysis branch in Figure 5.2, the next step

is to choose a parametrisation algorithm to represent the shape of the aerofoil. Sev-
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(a) Multi-element stowed (b) Multi-element pre-deployed

(c) Single-element

Figure 5.3: Imported baseline geometry for multi-element aerofoils in stowed (a)
and pre-deployed (b) con�guration, and for single-element aerofoils (c).

eral techniques, including PARSEC [43] and CST [46], are available to the user, who

can then select the most appropriate one for the speci�c case. Next, the parameters

that de�ne the baseline aerofoil are evaluated performing a least square �t of the

geometry. The quality of the �tting can be assessed, prior to the execution of further

analysis, comparing the imported geometry with the parametrised one.

Next, the user sets up a tradestudy, specifying the �ow conditions, i.e. Mach,

Reynolds Number and angle of attack range, and the RANS solver settings. A

suitable set of design variables, i.e. shape parameters for single aerofoils and de-

ployment settings for multi-element ones, will be presented to the user (see Figure

5.4 and Figure 5.5), who will have to choose an appropriate subset and de�ne the

range of variation of each variable. Finally, the o�ine stage of the process is termi-

nated with the selection of a method for the generation of the Design Of Experiment
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(DOE) and the evaluation of the tradestudy. A background process is then started,

which launches the meshing process of the baseline con�guration on the HPC clus-

ter, performs the mesh deformation for each design point of the tradestudy (once the

baseline mesh is available) and submits the RANS solver simulations to the cluster

scheduling system. An additional job is submitted for the POD reduction process,

which will execute only after the completion of all the RANS simulations.

Figure 5.4: Design variables set available to the user for the setup of the tradestudy.
Single-element shape.

The user can monitor the status of the tradestudy evaluation and download in

real-time the data of the completed design points. When all the simulations have

completed, the user will be able to add a POD tradestudy on the analysis tree. The

POD model will, then, be copied to the local machine and used in substitution of

the RANS solver to perform further tradestudies, for example include intermediate

alphas or design variables values, or to run numerical optimisations. In the latter

case, the user has to choose the responses to include in the optimisation run, select
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Figure 5.5: Design variables set available to the user for the setup of the tradestudy.
Multi-element positioning case.

the objective (minimise, maximise, target, inclusive and exclusive) and a weight-

ing factor, as shown in Figure 5.6. The weighting factors are used to construct a

weighted averaged formulation of the multi-objective problem when single objective

algorithms are selected, whereas they are ignored when selecting multi-objective

techniques. Finally, an appropriate optimisation algorithm is selected and set up

for the speci�c case (number of maximum iterations, convergence criteria, initial

population, etc. . . ), and the optimisation process is executed on the local machine.

At completion of the optimisation process, the results can be post-processed

within the same environment. Several design space visualisation techniques are

available, including contour plots, hat plots, self-organising maps, and parallel co-

ordinates. Moreover, the pressure coe�cient distribution and the �ow�eld of each

design point can be visualised and compared with the baseline, to better understand

the physics that lead to the performance gains. Also, a RANS simulation can be
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Figure 5.6: Selection of responses and objectives for the setup of a POD optimisation.

easily executed on the most promising con�gurations, thus performing a validation

of the achieved improvements. Finally, additional design points (evaluated using the

full RANS simulation) can be added to the existing POD model at discretion of the

user, increasing the ROM model accuracy in particular regions of the design space.

5.2.3 Optimisations Results

Two optimisation cases are here presented in order to demonstrate the application

of the developed tool within an industrial environment. The �rst test is a single

element supercritical aerofoil, namely RAE2822, illustrated in Figure 5.7.

x

z

Figure 5.7: RAE2822 aerofoil geometry.

The baseline geometry is imported into the tool and parametrised using a mod-

i�ed PARSEC technique, which requires the speci�cation of 14 parameters. As

speci�ed in the previous section, a least square �t is performed, leading to the deter-
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Table 5.1: Description of the identi�ed design variables, their datum value and range
of variation for the RAE2822 shape optimisation.

Design Variable Min Value Datum Max Value DP341

ac - camber parameter 1 −1× 10−2 −1× 10−4 1× 10−2 −8.59× 10−3

bc - camber parameter 2 −1× 10−2 −1× 10−4 1× 10−2 −4.35× 10−3

ytc - camber parameter 3 −1× 10−2 0.000 1× 10−2 4.37× 10−3

rle - leading edge radius 4× 10−3 8.8× 10−3 1.2× 10−2 8.85× 10−3

teg - trailing edge angle −9.728 −6.728 −3.728 −8.44

mination of the parameters values that best represent the datum aerofoil. After this

�rst step, only 5 amongst the 14 parameters are selected as design variables. These

parameters are the ones that represent the most critical changes, from a designer

point of view, on the aerofoil geometry. Their link to the geometrical characteristic

of the aerofoil, their datum values and their range of variation are summarised in

Table 5.1.

Next, a DOE of 60 design points is generated, using the Latin Hypercube method

[98], and evaluated using a RANS solver. A single angle of attack of alpha= 2.3°is

considered at a Mach number of 0.75 and Reynolds number of 6.5 million. The POD

model constructed using the 60 snapshots is then used to minimise the aerofoil drag

at a constant lift coe�cient, chosen equal to the datum value of cl = 0.69. The latest

condition is implemented as a quadratic penalty function, so that for the speci�c

case the the objective function is de�ned by:

obj =
1

11
cd+

10

11
(cl − cltarget)2 (5.11)

where cltarget = 0.69.

Although several optimisations were performed using di�erent algorithms, both

deterministic and stochastic, the results here presented are obtained using a Genetic

Algorithm (GA). The initial population is formed by 40 candidates and the optimi-

sation is halted after 10 generations. The crossover probability is set to 0.7, while the

mutation probability is 0.1. The search pattern of the optimisation is illustrated in
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Figure 5.8, where the optimum design identi�ed in each generation (vertical separa-

tion lines) is highlighted. It can be seen from the �gure that the algorithm reaches a

minimum value for the objective function after 341 POD evaluations. The objective

function value for this speci�c design is 0.989211× 10−3, and the horizontal line in

the �gure indicates this lower limit. Also, it is clear that the optimisation process

has identi�ed a similar optimum design at iteration 163. A more detailed analysis of

the geometry of the designs shows that the only di�erence between the two aerofoils

is the slightly lower value of the variable ytc for the DP163.

The datum pressure distribution and geometry are compared with the optimum

one in Figure 5.9. A reduction in the shock intensity is achieved increasing the

ytc parameter, which, e�ectively, results in a reduction of the angle of attack of the

aerofoil. The consequent loss in lift is compensated by slightly increasing the leading

edge radius and camber at the rear of the aerofoil. The optimum design achieves a

reduction in the drag level of 9.13%, with a lift coe�cient only 0.24% higher than

the target value, as summarised in Table 5.2. However, a higher nose-down pitching

moment is also obtained, which should then be compensated by an higher tail load,

reducing the drag bene�t at the overall aircraft level.

The identi�ed optimum design, DP341, is validated using the full RANS simula-

tion. The resultant pressure distribution is compared with the one predicted by the

POD model in Figure 5.9. Clearly, the POD model closely matches the RANS re-

sults, with only minimal di�erences on the near-shock region of the aerofoil's suction

side. The accuracy of the ROM prediction is re�ected in the value of the aerody-

namic coe�cients, which are compared to the RANS simulation ones in Table 5.2.

Indeed, the accurate prediction of the shock pattern shown by the POD model in-

dicates a good exploration of the design space by the initial RANS DOE. In fact,

as stated by Lorente et al. [99], in order to derive a POD-ROM able to deal with

moving shock waves (as a result of the change in design variables) a large number

of snapshots and POD modes is necessary.
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Figure 5.8: Optimisation search patter revealed by GA, showing the datum
RAE2822 aerofoil (square) and the identi�ed optimum, DP341 (triangle).

Table 5.2: Comparison of the aerodynamic coe�cient for the datum and optimum
design, RAE2822 optimisation.

Datum POD RANS POD-Datum % POD-RANS %

cl 0.68980 0.69146 0.69741 0.24% 0.86%
cd 0.01203 0.01086 0.01084 −9.73% −0.18%
cm −0.25643 −0.26925 −0.27147 5.00% 0.82%

The second test case presented is the GARTEUR A310 multi-element aerofoil,

already introduced in Chapter 4. The stowed con�guration is imported into the

tool, so that the direct deployment parameters are used to control the placement of

the high-lift devices. The gap, lap and de�ection angle of each element are used as

design variables, adding up to a total of 6 parameters. As for the RAE2822 case, the

Latin Hypercube method is selected to generate the initial DOE, which consists of

a total of 250 design points. The same optimisation problem speci�ed in the single-

point section of Chapter 4, here brie�y reported, is executed using the POD-ROM

approach:
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Figure 5.9: Comparison of geometries and pressure coe�cient distribution for the
datum RAE2822 (dashed line) and the selected optimum, evaluated using POD
(solid line) and full RANS (dots).

obj1 = − cl

cl0
; obj2 =

cd

cd0

(5.12)

where the subscript 0 indicates datum design values, and the aerodynamic coe�-

cients are evaluated at a �xed angle of attack α1.

In order to tackle the de�ned multi-objective problem and, concurrently, fully

explore the design space, a Multi-Objective Genetic Algorithm is selected as optimi-

sation technique. An initial population of 48 candidates is evolved for 10 generations

to obtain the results in Figure 5.10, where the MOGA search pattern and the re-

vealed Pareto front are shown. From the �gure it is possible to observe that, not only

the trade-o� between the con�icting requirements is well captured, but also several

designs are identi�ed that increase both objective functions values. From this latter

set of designs, a �compromise� solution which presents notable improvements for
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Figure 5.10: MOGA Search Pattern revealed after 10 iterations, correspondent to
480 POD evaluations for the GARTEUR A310 optimisation.

both the considered metrics, namely DP372, is selected for further analysis.

The percentage variation of the design variables for the optimum DP372 over

the datum values are presented in the �rst column of Table 5.3. The table also

shows the 6 points from the initial DOE which present the minimum distance from

the DP372 optimum in terms of each design variable, evaluated as |DP372value −

DOE Pointvalue|/Datumvalue. The results show that a di�erent DOE point is identi-

�ed for each of the design variable, indicating that the identi�ed optimum is located

in a region of the design space not covered by the initial DOE. Furthermore, an

�average distance� is evaluated using the individual design variables value for the

entire initial DOE (values shown in the last row of Table 5.3 for the 6 identi�ed

points), which presents a minimum value for the DOE point 144. The latter is,

hence, considered the closest DOE point to the identi�ed optimum DP372.

The geometry and pressure distribution of the datum aerofoil and the DP372 de-
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Figure 5.11: Comparison of pressure coe�cient distribution for the the datum GAR-
TEUR A310 (dashed line) and the selected optimum, evaluated using POD (solid
line) and full RANS (dots).

sign are compared in Figure 5.11. The increased �ap de�ection (Figure 5.11(b)) leads

to an increase of both �ap and, principally, main element load. On the contrary, the

load on the slat is decreased compared with the datum, despite the increased de�ec-

tion of the element. The improvements on the objective functions are summarised

in Table 5.4.

Figure 5.11 also illustrates the comparison of cp distribution evaluated using the
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Table 5.3: Design variables values for the DP372 optimum and distance from the
initial DOE points.

DOE Points

DP372 7 228 23 144 117 194
Slat.gap -17.76% 0.05% 26.46% 9.86% 4.51% 12.54% 4.06%
Slat.lap +30.53% 36.02% 0.12% 25.31% 2.82% 21.29% 14.33%
Slat.de� +30.94% 20.70% 45.20% 0.19% 3.83% 13.04% 40.78%
Flap.gap +8.83% 5.49% 6.56% 1.47% 0.13% 13.78% 20.48%
Flap.lap -16.01% 15.78% 31.64% 29.20% 5.72% 0.07% 1.91%
Flap.de� +81.77% 98.84% 38.51% 69.12% 30.48% 32.17% 0.04%
Average - 29.48% 24.75% 22.52% 7.91% 15.48% 13.60%

Table 5.4: Objective functions improvements for the compromise design DP372,
evaluated using the POD model and full RANS.

POD RANS POD-Datum % POD-RANS %

obj1= − cl

cl0
−1.08104 −1.07345 8.104% 0.759%

obj2=
cd

cd0

0.8411 0.88143 15.890% −4.034%

POD model and RANS simulation. The agreement is more than satisfactory for

all the aerofoil's elements. Nonetheless, a slight over-estimation of the slat pressure

peak is present, due to an higher predicted velocity at the stagnation point. This

e�ect is clearly shown in Figure 5.12, where the POD �ow�eld of the DP372 is

compared to the RANS and to the datum ones. Apart from this small discrepancy,

the two illustrated Mach contours for the DP372 design are, practically, identical.

Moreover, the e�ects of the di�erent deployment settings on the wakes of each

element is highlighted in Figure 5.13, which illustrates the Turbulent Kinetic Energy

contours. In particular, the �gure clearly shows that the slat wake is considerably

reduced in the DP372 design with comparison to the datum. Also, no mixing of

the slat and main wakes is visible in the identi�ed optimum, while these wakes are

con�uent in the datum design. This e�ect leads to a smaller aerofoil wake and,

consequently, a decrease in the drag coe�cient. Conversely, both the main and �ap
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wakes of the DP372 design present a slightly increased Turbulence Kinetic Energy

levels.

The search pattern and Pareto front revealed with the above described POD

optimisation strategies are compared with the results obtained in Chapter 4. In

particular, the previous analysis presented the optimisation of the same GARTEUR

con�guration using the NSGA-II optimisation algorithm coupled with the identical

RANS solver here used to produce the POD snapshots. The comparison, presented

in Figure 5.14, shows the two di�erent search patterns, with the RANS one appear-

ing more constrained in the high cl region. In addition, a discontinuity is present

in the POD search pattern at cl/cl0 ≈ 1.16, which is not present in the RANS

search pattern. This behaviour might be linked to an over-prediction of the lift

coe�cient by the POD model in this speci�c region of the design space. Moreover,

the comparison of the Pareto front in Figure 5.15 shows that the Pareto front of the

POD approach closely resembles the RANS one, and even dominate the latter in the

lower cd region. This behaviour can be attributed, mainly, to the di�erence in the

performance evaluator, since both optimisations exploit a genetic algorithm for the

exploration of the design space. In fact, as shown by the comparison in Table 5.4,

the POD model tends to under-predict the drag coe�cient and, hence, the Pareto

front is further developed in the low cd region. This behaviour of the POD model

may be related to a lower estimation of the friction coe�cient, since the pressure

distribution is clearly well reproduced by POD (as shown in Figure 5.11).

Finally, to further analyse the validity of the POD predictions, the revealed POD

Pareto front is evaluated using RANS simulations. The results, presented in Figure

5.15, con�rm the tendency of the POD model to under-predict the drag values,

though this does not a�ect the shape of the �nal Pareto front. More important

instead is the over-prediction of the physical limit on cl. In fact, although the

POD model predicts increase in cl values of up to 15%, the RANS simulations show

that a physical limit is reached and the lift performance cannot be increased by
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(a) Datum (RANS)

(b) DP372 (POD)

(c) DP372 (RANS)

Figure 5.12: Comparison of �ow�eld Mach distribution for the Datum (a) and the
DP372 optimum, evaluated using POD (b) and full RANS (c).
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(a) Datum (RANS)

(b) DP372 (POD)

(c) DP372 (RANS)

Figure 5.13: Comparison of �ow�eld Turbulent Kinetic Knergy distribution (0-10%
maximum value) for the Datum (a) and the DP372 optimum, evaluated using POD
(b) and full RANS (c).
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Figure 5.14: Search pattern and Pareto front obtained with the NSGA-II coupled
RANS (a), and MOGA coupled POD optimisation strategies (b).
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more than 13% of the datum value. Therefore, more designs that present this cli�

in the lift coe�cient should be included into the POD model to better capture the

physical limitation in cl. Nevertheless, the presented POD-ROM approach is, clearly,

producing satisfactory results, especially in view of the reduction in computational

cost and the re-usability of the POD model for further studies.
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Figure 5.15: Validation of the Pareto front revealed by the MOGA coupled POD
optimisation strategy using RANS simulations. Comparison with NSGA-II coupled
RANS results.

5.3 Project Management Analysis

The previous section has described the technical aspects of the APODO project, to-

gether with the application of the developed tool to two relevant test cases. The next

sections will focus on the methodologies and challenges faced during the execution

of the project from a management point of view. Firstly, a background literature

review is presented in order to introduce some basic concepts and terminology that
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will be used throughout the rest of the chapter.

5.3.1 Concurrent Engineering and Agile Development

The concept of Concurrent Engineering (CE) was �rst introduced in manufacturing

[100], and, since then, it has been de�ned in several ways by di�erent authors. It is

primarily an approach to the design of products that considers the di�erent phases

concurrently, moving away from the traditional sequential philosophy. Undoubtedly,

CE is a powerful principle, which allows the inclusion of downstream issues into

the upstream phases of a development process [101]. The main goal of CE is the

reduction of lead-time with a concurrent improvement of quality and cost.

Three basic elements constitute the CE approach, namely �early involvement of

participants�, �the team approach�, and �concurrent work�ow� [102]. Early involve-

ment of many participants is paramount to obtain the desired lead-time reduction.

The main bene�ts come from fewer mismatches between the product characteristics

and the existing process capabilities. Such mismatches are, usually, exacerbated by

the lack of communication between end-users and designers. In fact, while the users

have broad knowledge about the product to be developed and limited knowledge

about the process, the opposite is true for the designers. Therefore, cross-functional

teams are vital if a complex process, such as the new product development, wants

to be completed successfully. Finally, thanks to early availability of information, de-

signers can work at the same time on di�erent phases of the development, receiving

prompt feedback from the users.

Although initially developed for manufactured products (physical products), the

method can easily be applied to computer software development. Clearly, both

hardware and software manufacturing are facing nowadays similar issues [103] and

can hence bene�t from the same methodologies. It was inevitable that software

development practitioners would then turn to manufacturing and adapt its lean

approach to the development of software [104]. In early 2001 seventeen of the Agile

115



5.3. Project Management Analysis

proponents came together and drafted the Agile Software Development Manifesto,

which reads as follows:

� We are uncovering better ways of developing software by doing it and helping

others do it. Through this work we have come to value

� Individuals and interaction over process and tools

� Working software over comprehensive documentation

� Customer collaboration over contract negotiation

� Responding to change over following a plan

That is, while there is a value in the items on the right, we value the items on

the left more� [105].

The Agile Methods were established.

Before going into the details of the Agile development mantra and the imple-

mentation of a particular Agile method, namely Extreme Programming (XP), the

four stages of the software life cycle [106] are here presented:

� Requirement analysis: the purpose and intended use of the software are

speci�ed by the customer through the draft of a set of �requirements�. Those

generally include a description of what is to be done, together with the speci-

�cation of any constraint imposed by an environment or resources.

� Design: represents the translation of what into how, and is the main technical

step of the development. It is usually split in two aspects: the identi�cation of

algorithms to accomplish the speci�ed tasks, and the division of the software

into parts which interact with each other. Design helps in specifying hardware

and system requirements and also helps in de�ning overall system architecture.

� Implementation: is a synonymous with programming, where the abstract

�how� identi�ed during the design is transformed into actual steps executed
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on computer hardware. It is the main focus of the developers, which will

be assigned as many programming tasks as the number of identi�ed software

parts.

� Testing: the intent of this phase is to �nd and correct the defects of the

developed code and to verify that it is solving the needs addressed. The

testing can be performed at various levels, starting from software parts (unit)

testing, all the way up to full system and acceptance testing.

The traditional approach to software development, known as the �Waterfall Ap-

proach�, excludes any interaction between the development stages just presented.

Each phase must be completed before the next one can start, in a strictly sequential

approach. Its strength resides in the detailed information derived in each phase and,

especially, in the requirements analysis. Heavy documents are produced that cap-

ture all the users' requirements, which are then passed on to the following phases. A

carefully designed programming phase can then be performed, with all the develop-

ers contributing toward the delivery of the �nal product. However, as a consequence

of this approach the users are excluded from the development process at the end of

stage one! Obviously, traditional approaches to software development assume that

the complete set of requirements for a project can be anticipated at early stages and,

thus, cost reduction can be achieved by eliminating change and uncertainty [107].

This approach, however, results in a sti� and unresponsive process management,

which cannot adapt to the external environment changes.

The Agile approach, instead, embraces changes and strives to minimise the cost

of responding to them. As stated by Becks et al. [105] it represents �an alternative

to documentation driven, heavyweight software development processes� [105]. In

particular, an Agile process has to be both light and su�cient [108]: light, meaning

that it must be manoeuvrable; su�cient because it has to stay in the game, i.e.

has to deliver a �nal product. Clearly, the focus is on the communication between

developers and users. The developers have to bring out part of a customer's needs,
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develop and deliver a software that might ful�l those needs and accept customer

feedback about its de�ciencies. The identi�ed corrections are then carried out, and

the process continues with another part, and so on until the entire �nal product

is developed. The advantage of having working code all along the development

process, even if only limited to speci�c capabilities, is immense. Users can try

the functionality as soon as it becomes available and, concurrently, the developers

can highlight any �aw in its implementation. Even if the working code is then

scrapped, it is a far better way of steering the development toward useful coding

than a discussion over future �intangible� delivery of an entire system.

Once the Waterfall model is abandoned in favour of an Agile approach, a new

set of requirements is needed to drive the development cycle. Nevertheless, it is the

customer that must start the process, and in this it is helped by the de�nition of

�User Stories�. A user story is a sample of what the customer expects to do with

the software. It is composed of three aspects, as described by Cohn [109]:

1. a written description of the story used for planning, and as a reminder;

2. conversations about the story that serve to �esh out the details of the story;

3. tests that convey and document details, and that can be used to determine

when a story is completed.

The power of the user stories resides in their simplicity. They provide inputs

for the developers to design and implement software that behaves as the customer

expects, but are not dragged down by the detailed description of a tasking document.

In fact, since the customer involvement continues throughout the development, new

information and correction of assumptions can be supplied if needed. In addition,

the user stories represent the preliminary test cases for a piece of Agile development,

the ones that the developers will, for example, use in a capabilities demonstration.

Obviously, additional testing will be performed by the end-users on similar cases,

providing essential feedback to the developers.
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5.3.2 Extreme Programming

Several Agile approaches are available in literature, including Extreme Programming

(XP), Crystal methodologies, SCRUM, Adaptive Software Development, Feature-

Driven Development (FDD), Dynamic Systems Development and Agile Modelling

(AM) [110]. Among them, Extreme Programming is one of the most extensively used

and it is the method selected to run the APODO project. XP prizes four values:

communication, simplicity, testing, and courage [108]. The �courage� value is here

intended as the determination of the developers to continuously make improvements

to the system. The 12 rules of Extreme Programming are concise and to the point

[104].

1. The Planning Game: At the start of each iteration customers, managers,

and developers meet to �esh out, estimate, and prioritise requirements for the

next release. The requirements are called �User Stories�.

2. Small Releases: An initial version of the system is put into production after

the �rst few iterations. Subsequently, working versions are put into production

anywhere from every few days to every few weeks.

3. Metaphor: Customers, managers, and developers construct a metaphor, or

set of metaphors after which to model the system.

4. Simple Design: Developers are urged to keep design as simple as possible.

5. Tests: Developers work test-�rst; that is, they write acceptance tests for their

code before they write the code itself. Customers write functional tests for each

iteration and, at the end of each iteration, all tests should run.

6. Refactoring: As developers work, the design should be evolved to keep it as

simple as possible.

7. Pair Programming: Two developers sitting at the same machine write all

code.

119



5.3. Project Management Analysis

8. Continuous Integration: Developers integrate new code into the system as

often as possible. All functional tests must still pass after integration or the

new code is discarded.

9. Collective ownership: The code is owned by all developers, and they may

make changes anywhere in the code at anytime they feel necessary.

10. On-site customer: A customer works with the development team at all times

to answer questions, perform acceptance tests, and ensure that development

is progressing as expected.

11. 40-hour Weeks: Requirements should be selected for each iteration such

that developers do not need to put in overtime.

12. OpenWorkspace: Developers work in a common workspace set up with indi-

vidual workstations around the periphery and common development machines

in the centre.

In order for XP to work, the development team has to frequently receive feedback

and inputs from the customers. Short iterations, in the two- to six-week range are,

therefore, strongly recommended. Features, not tasks, are used as �rst priority in

planning the development, since they represent a more understandable language for

the customer. Additionally, at the end of an iteration, the customer can re-prioritise

the features desired in the next cycle, adding new ones or discarding originally

planned ones. That is what XP practitioners de�ne �dynamic prioritisation�. This

includes also the de�nition of �MoSCoW� rules for features: Must have, Should have,

Could have, Want to have sometime.

However, an Agile approach to software development is not always the correct

answer. Agile can be especially bene�cial in situations where a lean process wants

to be used to solve the speci�c problem tackled, and when the requirements are

not exact and likely to gradually clarify as the project progresses. Whereas, when
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precise and unchanging requirements are available and each part of the system must

be documented and veri�ed (e.g. when the software is only part of a wider solution),

the Waterfall approach will work better.

5.3.3 Development Team and Users Stories

The development team for the APODO project was made up of 3 members: the au-

thor and 2 professional developers from an external specialist software-development

company. The author had multiple roles within the project, being concurrently the

project leader, the customers-developers link, as well as a developer. A Preliminary

meeting with all the involved parties was held on the 5th of May 2012 with the aim

to collect and analyse the customer needs. In addition, the scope of the project was

clearly de�ned, together with an identi�cation of the major risks and the de�nition of

correspondent mitigation plans. Particularly, the external development of the POD

reduction method (performed in a concurrent R&T programme) was recognised as

a high risk blocker for the successful completion of the APODO project, so that

several alternative solutions were identi�ed. Nevertheless, none of these alternatives

had to be considered since the project did not incur in any particular issues related

to the POD implementation.

The APODO project o�cially started on the 29th of May 2012, with a planned

�nal release for the end of January 2013. In accordance to the XP software de-

velopment approach, the �rst task performed by the author, as project leader, was

the identi�cation of the number and lengths of the project's iterations. Firstly, a

total of 4 weeks were subtracted from the 36-week duration of the project to ac-

count for holidays (Summer and Christmas breaks). The remaining 32 weeks were

organised in 4-week long iterations, totalling 8 iterations. The reduced size of the

development team was a factor in the de�nition of the iteration's length, since no

substantial changes to the code could have been delivered by the team in less than

the identi�ed 4 week period.
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The next step in the progression of the project was the de�nition of user stories

that would convey the customer needs to the developers. After consultation with

the customers, 6 main user stories were de�ned, which included comments and

preliminary unit tests:

� User Story 1: Evaluate a single RANS run

� User Story 2: Create a RANS Tradestudy

� User Story 3: Create a POD model

� User Story 4: Create a POD Tradestudy

� User Story 5: Optimise using POD model

� User Story 6: Visualise the Design Space

To illustrate the structure and content of the above listed user stories, an example

is reported in Figure 5.16.

Next, user points were associated to each story, corresponding to the predicted

time required to complete it. The stories that were found to be too demanding

were divided into shorter ones, increasing in this way the �exibility of the overall

planning. At the beginning of each iteration the author speci�ed the functionalities

to be included, prioritising and/or modifying the initial user stories. Moreover, the

12 rules of XP development introduced in the previous section were observed as

closely as possible.

The �rst release of the tool, in a preliminary or �beta� version, was performed after

5 iterations, on the 2nd of November 2012. The release included RANS tradestudy

capabilities for both single and multi-element aerofoils, but did not cover the gener-

ation or use of POD models. Nonetheless, an introductory WeBeX® session with

the customers was held on the 12th of November 2012. The goal of the session was

the demonstration of the implemented features, as well as the collection of feedback
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User Story 2: Create a RANS Trade Study 

THE USER CAN: 

 Create a new tree object defined TradeStudy 

 Select the parametrisation preferred if single-element airfoil case 

 Select a subset of the relevant parameters presented to him / her 

 Specify range of variations for the creation of a Design Of Experiment 

 Add and remove points before evaluation 

 Visualise the generated design points 

 Launch the tradestudy evaluation (remotely) 

 Close the tool with guarantee persistent data 

 Visualise the results in a similar way as done on User Story 1 

 Compare plots, i.e. geometries, polars and cp 

 

TESTS: 

 Create new tradestudy for single-element airfoil and check that relevant shape parameters are 
shown to user (depending on parametrisation technique selected) 

 Create new tradestudy for multi-element airfoil and check that relevant deployments parameters 
are shown to user (depend on type and number of high-lift devices) 

 Check that at least one parameter is selected and a non-empty range of variation specified 

 Verify that number of generated configurations is correct (depending on DOE strategy used) 

 Verify status change of tradestudy when evaluation is performed 

 Same tests performed in User Story 1 for visualisations 

Figure 5.16: Example of a User Story used during the software development project
APODO. The card presents the description of the story and part of the identi�ed
tests.

to steer the next iterations. The beta version was really well received, although

changes were proposed to some of the design space visualisation techniques. An

additional outcome of the session was the possibility of satisfying further customers,

not initially considered at the start of the project. In particular, interest in the

tool arose for the analysis of the e�ect of leading edge ice roughness on single el-

ement aerofoil at low speed. This study could have been performed implementing

slight modi�cations to the already integrated RANS simulation setup environment.

A cost/bene�t analysis was carried out and, in accordance with the original cus-

tomers, the decision was taken to include the extra developments into the project,

postponing by 4 weeks the �nal release date.

Following the beta version in November 2012, an updated version was released for

each subsequent iteration, allowing an extensive testing of the tool. The POD model

generation was introduced at the sixth iteration, in early December 2012, whereas

the main optimisation capabilities were enabled in early January 2013, corresponding

to the seventh iteration. In order to identify the most relevant objective functions

to include within the optimisation setup environment, several online meetings were
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held with the customers just before the start of the seventh iteration. Finally, at

the end of February 2013 the latest release was handed to the identi�ed users for

testing, together with a complete user guide and tutorials documentation.

The open source project management web application Redmine was used to

support the planning and tracking of the APODO project. A virtual project was

set-up into Redmine and, for each iteration, the chosen user stories were uploaded

and broken up into �issues�. Then, every developer logged the time spent on each

issue, in the e�ort to progress it and bring it to completion. Therefore, the updated

status of the project, as shown in Figure 5.17, was always available to the author

who could then dynamically react to any stopper. An example of the information

provided by Redmine is illustrated in Figure 5.18, where the logged hours of each

user are shown on a timeline. The plot shows that further time is logged to the

project after its completion. This time corresponds to the further modi�cations to

the tool made during a �Pilot Study� conducted with the low-speed aerodynamics

design team, and discussed in more detail in the next section.

Figure 5.17: APODO project Roadmap. The progress of the project is tracked by
plotting the total number of issues versus the closed ones.

5.3.4 Pilot Study and Users Feedback

The �Pilot Study�, conducted in collaboration with the low-speed aerodynamics

design team, aimed at bridging any eventual gap identi�ed in the tool in order to
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Figure 5.18: Timeline of the logged hours to the APODO project coloured by user.

push its use in full production. Initially, the tool was provided to two designers and

several demo sessions were performed during the month of April 2013 to introduce

all the capabilities. The proper testing tasks of the study spanned from June to

November 2013, with regular reviews to check on progress and collect any feedback.

During the study, the role of the author was to provide a guidance in the e�cient use

of the tool as well as provide responsive support to the designers. The latter task

involved the inclusion of both light-weight and substantial additional capabilities,

not envisaged during the running of the APODO project. The major modi�cation

to the tool was the inclusion of the incremental positioning of pre-deployed high-lift

con�gurations, and the consequent optimisation of such con�gurations. This activity

was mainly responsible for the peak in logged hours occurred in September 2013

(Figure 5.18). Nonetheless, such modi�cation has greatly enhanced the usability and

accuracy of the obtained results, increasing the potential of making it an everyday

design tool. The �Pilot Study� was concluded in November 2013 with encouraging

positive feedback, and further enhancements to the tool will probably be performed

in the next years under further R&T programmes.
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Chapter 6

Quasi-three-dimensional Approach

6.1 Description of the Method

The 2D optimisation framework introduced in Chapter 3 is further developed and

extended to enable the optimisation of 3D high lift geometries. For this purpose a

�quasi-three-dimensional� evaluation tool is included into the framework, and used

to simulate the aerodynamic performance of high-lift con�gurations. The quasi-

three-dimensional method obtains the three-dimensional aerodynamic performance

of the wing combining a series of two-dimensional viscous evaluations at speci�ed

wing spanwise locations with an inviscid calculation of the wing planform. Since

it accounts for the non-linear variation in lift with angle of attack (within the two-

dimensional evaluations), the resulting method is non-linear. Therefore, it allows the

evaluation of the aerodynamic characteristics over the entire angle-of-attack range,

including maximum lift condition and partly separated �ow. The attractiveness of

this approach over full 3D RANS methods is the steep reduction in the geometrical

complexity and computational cost, while maintaining satisfactory levels of accuracy.

The method was �rst introduced by Brune and McMasters [111]. More recently,

a complete dissertation on the method is presented by Jacob [112], together with the

application of the method to both a single and a multi-element test case. In his work
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the comparison of the obtained results with wind tunnel data shows more than sat-

isfactory agreement. The method described by Jacob forms the basis of the speci�c

quasi-three-dimensional approach used in this work, which will be described later

in the Chapter. Further developments on the approach are presented by Van Dam

et al. [36], where two-dimensional data, obtained using an incompressible RANS

solver, are coupled with a non-planar wake model lifting surface. The method is

compared against experimental data on a part-�apped wing, showing good agree-

ment in the spanwise lift distribution, including the steep drop present at the �ap

break.

Generally, the accuracy of the quasi-three-dimensional method is highly de-

pendent on the accuracy of the input sectional data. Therefore, the use of two-

dimensional RANS solvers for the evaluation of the sectional characteristic (as pre-

sented by Van Dam et al. [36]) will, on the one hand, provide accurate representation

of the two-dimensional �ow. On the other hand, however, the computational cost

of performing a RANS simulation for each de�ned wing section can be prohibitive.

This is especially true when a high number of sections is considered in order to

accurately capture the spanwise geometry variation of the wing (e.g. wing where

the high-lift system di�ers along the span), or when a study on di�erent deployment

settings is to be performed. Indeed, this is the goal of the work presented here, where

the quasi-three-dimensional method is used within an optimisation environment to

identify optimal deployment settings. In such applications, the minimisation of

the computational overhead is a priority. Consequently, an inviscid-viscous coupled

approach is preferred to the RANS method.

Inviscid-viscous coupled methods have been around for some time, since 1940s

when �rst studied by Preston [113]. His work focuses on the displacement e�ects of

laminar boundary layers near the trailing edge of aerofoils, and was later expanded

to include turbulent boundary layers by Spence [114]. Already at this early stage, a

high in�uence of the viscous �ow over the aerodynamic performance of the aerofoils
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is identi�ed (reduction of lift from 5% to 15% depending on the value of the Reynolds

number). However, neither Preston nor Spence were able to calculate the e�ect of

viscosity over the whole aerofoil surface. In fact, no closed form solutions exists

for the boundary layer equations on curved surfaces (such as aerofoils). Numerical

methods are, thus, needed to solve the problem in an iterative process, as proposed

by Powell in 1965 [115].

Advancing computing capabilities meant that more complicated methods could

be explored. In 1981, Le Balleur and Nieron [116] introduced a formulation that

combines a panel method for the simulation of the outer �ow and an integral method

for the solution of the boundary layer equations. In this way, it is possible to solve

both laminar and turbulent boundary layers, as well as calculate partially separated

�ows. In fact, a semi-inverse algorithm with relaxation method is used to couple the

viscous and inviscid regions, allowing the computation of small separation regions

near the trailing edge. Moreover, the authors use a direct solution methodology for

the boundary layer equations when the �ow is attached, while an inverse methodol-

ogy is applied when �ow separation is detected.

The above described method, called VIS18, is extensively used for the analysis

and design of high-lift devices for general aviation and transport aircraft [9]. The

results obtained have shown that the method can provide accurate predictions for a

wide range of angle-of-attack, also being able to handle complex con�gurations and

partially separated �ow. Furthermore, the accuracy of several viscous-inviscid meth-

ods is assessed by Klausmeyer [117], comparing the obtained results with both RANS

solutions and experimental data, during a workshop held in 1997 at NASA Langley

Research Center. The investigation of a McDonnell Douglas Aerospace (MDA) two-

dimensional, single �ap, three-element aerofoil revealed that �the RANS methods

showed less variability than did potential/Euler solvers coupled with boundary-layer

solution techniques. However, some of the coupled methods still provided excellent

predictions.� [117]
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When dealing with viscous-inviscid methods it is impossible not to mention the

contributions of Drela [118], developer of the XFOIL [119] and MSES [120, 121]

codes. The �rst one, XFOIL, is used for the analysis of isolated aerofoils, and

exploits a linear vorticity panel method coupled with a two equations model for

the solution of the boundary layer. MSES, instead, solves the inviscid �ow using a

streamline-based discretisation of the Euler equations. Nevertheless, in both codes

a strong viscous-inviscid interaction is obtained, and the entire system of equations

is solved using a Newton method.

Figure 6.1: The iterative process of the quasi-three-dimensional method

In the work here presented the two-dimensional aerodynamic performance are

evaluated using a panel method coupled with an integral formulation for the solution

of the boundary layer. Furthermore, a lifting surface technique is used to evaluate

spanwise lift and induced angle-of-attack distributions. The iterative process used to

obtain the three-dimensional aerodynamic performance is described in Figure 6.1.
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First of all, an entire polar is evaluated for each spanwise section (capturing the

maximum angle-of-attack), and the evaluated aerodynamic coe�cients are stored in

a common database. Secondly, a wing angle of attack is selected and a reasonable

initial spanwise distribution of lift and moments is assumed. This distribution forms

the input of the reverse application of the lifting surface method, which evaluates

the e�ective basic �ow at each spanwise section. Then, the two-dimensional charac-

teristics of the sections are extracted from the generated common database using the

e�ective angle-of-attack distribution as input. This information is used to produce

new lift and moment distributions, which are then compared to the one obtained

in the previous iteration. If the two distributions do not match, the procedure is

repeated until convergence is reached. Finally, the drag characteristic of the wing

is evaluated adding the viscous contribution, obtained from the two-dimensional

data, and the induced drag, evaluated at the Tre�tz plane. The described process

is performed for each speci�ed wing angle-of-attack.

The quasi-three-dimensional approach can be an e�cient methodology for the

conceptual and preliminary design of high-lift systems. In the literature, its appli-

cation in an industrial context is presented by Reckzeh [122]. In his paper, Reckzeh

describes both the challenges faced and the methodologies used in the design of

the Airbus A380. In particular, the author emphasises how the use of quasi-three-

dimensional approaches has led to a reduction in number of wind tunnel tests. In

fact, several high-lift wing concepts and variations were evaluated before starting

the testing campaign, providing an already pre-optimised design. As a result, a

reduction in wind tunnel costs was achieved, as well as a deeper and more targeted

optimisation.
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6.2 Background Literature

The next sections present the background literature on the foundation of the quasi-

three-dimensional approach. Firstly, the potential �ow theory is discussed together

with a description of the panel method for the evaluation of inviscid �ows around

an object of arbitrary shape. Secondly, the concept of boundary layer is introduced,

and the integral form of the describing equations derived. Next, the lifting line

theory is outlined, together with the Tre�tz plane method for the evaluation of the

induced drag.

6.2.1 Panel Method

Panel methods have been extensively used in the aerospace industry since the late

1960s [123]. They have been introduced in order to numerically analyse the po-

tential �ow around both non-lifting and lifting bodies. The main concept at the

core of such methods is the �principle of superimposition�, which allows the con-

struction of solutions to complex problems by summing simpler elementary �ows.

The validity of this principle is guaranteed by the linearity of the equations that

describe the potential �ow, as will be shown later. A �ow is de�ned as potential if

it is incompressible, inviscid and irrotational. When those conditions are satis�ed

it is possible to express the velocity as the gradient of a scalar function called the

velocity �potential�, denoted by φ.

~V = ∇φ (6.1)

Moreover, from the continuity equation for irrotational incompressible (constant

density, i.e. ρ = constant) �ows

∇ · ~V = 0 (6.2)
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Combining 6.1 and 6.2, the governing equation of potential �ow is obtained

∇2φ = 0 (6.3)

Equation 6.3 is a second-order linear partial di�erential equation, commonly

know as Laplace's equation. It is one of the most famous and extensively studied

equations in mathematical physics. As anticipated earlier in the section, the main

characteristic of Laplace's equation is its linearity, which allows the sum of any

number of particular solutions to obtain a complex one.

In order to solve the governing equation in 6.3 for di�erent geometric shapes

appropriate boundary conditions must be speci�ed. In particular, when considering

the external aerodynamic �ow over a stationary body, two di�erent type of condi-

tions are considered:

1. the �ow must approach the uniform freestream conditions as the distance from

it tends to in�nity;

2. the velocity vector must be tangent to the surface.

The �rst boundary conditions states that the disturbance introduced by the body

on the �ow must decay far away from the body itself. The second one, instead, states

that the �ow cannot penetrate the body if it has a solid surface. Those conditions

are mathematically expressed as:

∇φ→ V∞ for r →∞

∇φ · n̂ = 0 on body surface
(6.4)

where V∞ is the freestream velocity.

Applying the above speci�ed boundary conditions to 6.3 it is possible to �nd

a solution to the elementary �ows that constitute the building blocks of the panel

method. Those basic �ows are:

� Uniform �ow

133



6.2. Background Literature

� Source and Sink

� Doublet

� Vortex

Source and Sink, Double and Vortex are usually refer to as singularities, since the

solution to this �ow produces a singular point for the velocity, i.e. V → ∞, at the

origin. That is why, usually, panel method are also know as singularities methods.

The detailed determination of the solutions to the elementary �ows, discussed in

[124], is here neglected.

The process to solve an arbitrary potential �ow problem is now described. Firstly,

the expression of the potential function for each of the basic �ows, obtained as a

solution to the Laplace's equation, is used to create a complex �ow where the body

surface represents a streamline. Then, the velocity �eld is evaluated using 6.1 and,

consequently, the pressure distribution around the body using Bernoulli's equation:

p∞ +
1

2
ρV 2
∞ = p+

1

2
ρV 2 (6.5)

which, in the case of incompressible inviscid �ows, is valid throughout the entire

�eld. A more convenient way of expressing the pressure is using the a-dimensional

coe�cient cp, de�ned as

cp =
p− p∞

1
2
ρV 2

= 1−
(
V

V∞

)2

(6.6)

Once the pressure �eld is evaluated, the coe�cients for the normal and tangent

force acting on the body can be obtained from the integral of the cp over the body's

surface (indicating with l the lower surface of the aerofoil, and with u the upper):
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cn =
1

c

c∫
0

(cpl − cpu) dx

ca =
1

c

c∫
0

(
cpu

dyu
dx
− cpl

dyl
dx

)
dx

(6.7)

Finally, the aerodynamic performance of the body in terms of lift and drag is

obtained considering the angle of attack α

cl = cn cosα− ca sinα

cd = cn sinα + ca cosα
(6.8)

Using the described procedure the �ow over a circular cylinder can be simulated

through the sum of a uniform and a doublet. Therefore, the surface of the cylinder

becomes a streamline of the �ow, so that the boundary condition at the body surface

is satis�ed (see 6.4). However, the symmetric characteristic of the resultant �ow

(along the axis aligned to the uniform �ow's velocity) results in a zero value for

the lift force. The lifting case is achieved superimposing to the obtained �ow�eld a

vortex of strength Γ, which produces a non symmetric �ow. Due to the addition of

the vortex, the circulation of the cylinder is now not zero, but equal to the vortex's

strength Γ.

The lifting �ow over a cylinder is found to be dependant on the value of the

vortex strength [124], or circulation. In fact, there is not a single value that solves

the �ow, but a di�erent solution is found for any value of the circulation. This result

is not limited to �ow over cylinder but it extends to any smooth body, including

aerofoils. However, the indetermination of the solution is solved imposing the �Kutta

condition�: the circulation on the body is equal to that particular value which results

in the �ow leaving smoothly at the trailing edge. So, the lifting �ow over a cylinder

is completely determined.

The procedure so far described allows the solution of the potential �ow problem

in a direct way, that is specifying a composition of elementary �ows such that the
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body surface becomes a streamline of the �ow (satisfying, at the same time, the

Kutta condition). It does not allow, however, the solution of the inverse problem:

to specify a body shape and obtain the resulting �ow. Indeed, this is a much more

interesting problem, and it is at this stage that the numerical solution comes to play.

a b 

z 
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s 

y 

p (x,z) 

dV r 

ds 

u1 

u2 

v1 v2 

a 

b -∞ 

+∞ 
z 
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Figure 6.2: Representation of a vortex sheet.

First of all, the concept of a �vortex-sheet� must be introduced. As illustrated in

Figure 6.2, a vortex sheet is an ensemble of in�nitesimally small (in term of strength)

vortex �laments, which are placed side by side along a smooth line. The strength

per unit length along s is de�ned as γ = γ (s), with s being the distance measured

along the vortex sheet. It is, therefore, possible to consider an in�nitesimal portion

ds of the sheet as a distinct vortex of strength γds. This small section of the sheet

induces an increment in the velocity vector dV , or equivalently in the potential dφ,

anywhere in the �ow �eld given by

dV = −γds
2πr

; dφ = −γds
2π

ψ (6.9)

where r and ψ are cylindrical coordinates of a point P in the �ow. Consequently,

the e�ect of the entire vortex sheet is the sum of these in�nitesimal contributions

over the sheet length
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φ (x, y) = − 1

2π

b∫
a

ψ γ ds (6.10)

Moreover, it is possible to demonstrate [124] that the tangential velocity expe-

riences a local jump across the vortex which is equal to the local sheet strength.

Referring to Figure 6.2, the just stated property can be mathematically expressed

as γ = u1 − u2.

Figure 6.3: Distribution of vortex sheet over the surface of an arbitrary aerofoil.

The inverse problem to the solution of the potential �ow can now be formulated.

Let consider an aerofoil in a freestream with velocity V∞, and let replace the surface

of the body with a vortex sheet, as illustrated in Figure 6.3. Now, let calculate

the variation of γ(s) such that the aerofoil becomes a streamline of the �ow and

such that the Kutta condition is satis�ed. Such problem does not admit a closed-

form analytical solution, so that numerical techniques must be used instead. For this

purpose, let discretise the vortex sheet approximating it by a series of straight panels.

Moreover, let assume the vortex strength γ(s) per unit length to be constant over a

given panel. Thus for the n panels shown in Figure 6.3 this will results in a series of

unknown vortex strength γ1, γ2, γi, . . . , γn. Finally, let consider the midpoint of each

panel as a control point where to apply the boundary condition of non permeability.

It is now possible to calculate the potential at the generic control point of coordinates
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(xi, yi)

φ (xi, yi) = −
n∑
j=1

γi
2π

∫
j

ψij dsj (6.11)

where ψij = tan−1 (yi − yj)/(xi − xj)

Let now apply the boundary condition at the control point of the i-th panel. In

particular, in order to have no �ow penetrating the aerofoil's surface, the velocity

vector must be tangent to the i-th panel. As a result, the superimposition of the

freestream �ow velocity and the velocity induced by the vortex panels must have no

normal component at the panel's control points. This condition is mathematically

expressed as

Vn = V∞ cosβi −
n∑
j=1

γi
2π

∫
j

∂ψij
∂ni

dsj = 0 (6.12)

where V∞ cosβi is the normal component of the freestream velocity, as shown in

Figure 6.3.

Equation 6.12 is a linear algebraic equation, where the values of the integrals

depend only on the geometry of the panels. Therefore, it is possible to numerically

solve the equation and obtain the n unknowns γ1, γ2 . . . , γn. This is the essence of the

vortex panel method. The set of velocities expressed by the equation is commonly

de�ned �matrix of in�uence� [123], and it is the coe�cient matrix of the set of linear

algebraic equations in the unknown values of source strength that expresses the zero

velocity boundary condition. Although the system in 6.12 presents n equations in

n variables, a further condition must be satis�ed by the solution, namely the Kutta

condition. For a vortex sheet distribution it is possible to demonstrate [124] that the

Kutta condition reduces to the cancellation of the circulation at the trailing edge,

i.e. γ(te) = 0. Within the numerical implementation of the vortex panel, the Kutta

condition can be applied considering two control points nearby the trailing edge, i

and i− 1, and imposing
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γi = −γi−1 (6.13)

resulting in a cancellation of the strength of the two vortex at the intersection

point (the trailing edge). The addition of the Kutta condition makes the system

overdetermined, with n+1 equations and n unknowns. So, one of the control points

is ignored in order to reduce the system to a determined one. Once the vortex

strength distribution γ(s) is calculated, the velocity on the aerofoil's surface can be

obtained considering the velocity u2 internal to the aerofoil equal to zero

γ = u1 − u2 = u1 − 0 = u1 (6.14)

From the velocity �eld the pressure coe�cient is evaluated from 6.6 and, �nally,

the aerodynamic coe�cients from 6.8. At this stage the inverse problem of potential

�ows is solved.

The described vortex panel method considers a constant value of γ over a panel,

resulting in a ��rst-order� accuracy. Indeed, higher-order panel methods have been

developed and applied to relevant test cases [125, 126], with notable increase in the

accuracy of the solution. Moreover, the method can be extended to higher subsonic

regimes introducing compressibility e�ects correction, such as the Prandtl-Glauert

formula. Finally, the panel method can be coupled with a boundary layer method

to solve the viscous �ow�eld around single and multi-element aerofoils, as presented

in the next section.

6.2.2 Boundary Layer Theory

In 1904 the mathematician and aerodynamicist Ludwig Prandtl reasoned from ex-

periment that, for su�ciently high Reynolds numbers, a thin region exists near the

wall where the viscosity to the �ow is dominant. It is so that the concept of �Bound-

ary Layer� was �rst introduced. Despite the reduced geometrical extension of this
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region, Prandtl had realised the massive in�uence that it has on the aerodynamic

performance of the body. Within the boundary layer the �ow is retarded by the

in�uence of friction, reducing its magnitude from the freestream value to zero at

the body surface. The height of the boundary layer, indicated as δ, is de�ned as

the distance above the wall, along the y direction, where u = 0.99Ue (see Figure

6.4), with Ue equal to the velocity at the outer edge. Obviously, δ varies along the

body surface, and so does the velocity pro�le u = u(y). This latter is de�ned as the

variation of u between y = 0 and y = δ.

Figure 6.4: Boundary layer [6].

In addition to the velocity boundary layer thickness δ de�ned earlier, other two

important properties of the boundary layer are frequently used. The �rst one is the

�displacement thickness�, indicated as δ∗, and de�ned mathematically as

δ∗ =

y1∫
0

(
1− ρu

ρeue

)
dy dy ≤ y1 →∞ (6.15)

The displacement thickness can be interpreted as the physical displacement of

the external inviscid �ow due to the presence of the boundary layer. It is strictly

linked to the concept of e�ective body, i.e. the concept by which the viscous �ow

that develops around an aerofoil can be replaced by an inviscid �ow around a body

whose surface consists of the outer edge of the boundary layer. As a consequence,

δ∗ is the relevant parameter to consider when coupling boundary layer method with

inviscid external �ows.
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The second property is the momentum thickness, ψ. It is related to the re-

duction in the momentum caused by the presence of the boundary layer, and its

mathematical de�nition is

θ =

y1∫
0

ρu

ρeue

(
1− u

ue

)
dy dy ≤ y1 →∞ (6.16)

Both the displacement and the momentum thickness will be used for the deriva-

tion of the integral solution of the boundary layer equations later on in this section.

Firstly, lets consider the Navier-Stokes equations and the continuity equation for a

two-dimensional, steady �ow [124]:

Continuity:
∂ (ρ u)

∂x
+
∂ (ρ v)

∂y
= 0

x momentum: ρ u
∂ (u)

∂x
+ ρ v

∂ (u)

∂y
= −∂p

∂x
+ µ

(
∂2u

∂x2
+
∂2u

∂y2

)
y momentum: ρ u

∂ (v)

∂x
+ ρ v

∂ (v)

∂y
= −∂p

∂y
+ µ

(
∂2v

∂x2
+
∂2v

∂y2

) (6.17)

This set of second order di�erential equations can be simpli�ed when considering

the �ow within a boundary layer. In particular, a normalised form of the equations

is obtained introducing the values of the freestream velocity U∞ and using the def-

inition of Reynolds Number, i.e. Re = (ρ V L)/µ. Then, the order of magnitude

analysis is performed on such normalised equations, to neglect terms which are not

signi�cant for the speci�ed �ow. The basic assumption of boundary layer theory

is that δ � c and Re ≥ 1/δ2, that is small thickness of the boundary layer and

relatively high Reynolds numbers. Moreover, it is clear that within the thin layer

the gradient ∂u/∂x is of an order of magnitude smaller than the normal variation of

the velocity, ∂u/∂y. Those assumptions allow the complete Navier-Stokes equations

in 6.17 to be reduced to the simpler parabolic boundary layer equations, which in

their dimensional form are expressed as:
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Continuity:
∂ (ρu)

∂x
+
∂ (ρv)

∂y
= 0

x momentum: ρu
∂u

∂x
+ ρv

∂u

∂y
= −dpe

dx
+

∂

∂y

(
µ
∂u

∂y

)
y momentum:

∂p

∂y
= 0

(6.18)

The y momentum equation in 6.18 is particularly important, since it states that

the pressure in the boundary layer region is dependent only on the downstream

location x. Thus, the outer pressure of the inviscid �ow is impressed directly to

the surface without changes. In addition, the boundary conditions for the above

equations are y = 0, u = 0, v = 0 at the wall, and y →∞, u→ Ue at the boundary

edge.

Despite the reduction in complexity in comparison with the complete Navier-

Stokes equations, only a limited number of closed form solutions to the boundary

layer problem exist. The �rst to obtain a mathematical solution of the equations in

6.18 was Blasius in 1908. He considered the �ow over a thin �at plate, and assumed

that the same dimensionless shape could be used to represent the local velocity

pro�le along the surface. In doing so, he transformed the continuity and momentum

equations in a single ordinary di�erential equation. This �similarity method� was

later extended by Falkner and Skan [127] to include cases where both favourable and

adverse pressure gradients are present. The obtained family of similarity solutions,

which represents the �ow over a wedge of angle βπ, provides di�erent velocity pro�les

depending on the value of the parameter β. The Falkner and Skan equations include

velocity pro�les for the stagnation point, β = 1, as well as for the separation point

(point where the boundary layer separates from the body surface), β = −0.199.

However, for most engineering design analyses the detailed variations of the �ow

variables within the boundary layer is not of paramount importance. In fact, in

such applications, the main relevant quantities are the wall shear stress and the

displacement thickness. The �rst is needed to calculate the viscous drag of the

body, while the second is required for the coupling with inviscid external �ows. The
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von Karman �integral momentum method� for the boundary layer equation provides

exactly these variables. The derivation of the equation is based on the integration

of the x-momentum equation in 6.18, with respect to y, across the boundary layer.

δ∫
0

ρu
∂ (u)

∂x
dy +

δ∫
0

ρv
∂ (u)

∂y
dy = −

δ∫
0

dpe
dx

dy +

δ∫
0

∂

∂y

(
µ
∂u

∂y

)
dy (6.19)

A further simpli�cation of the above equation can be achieved eliminating the

pressure term using the momentum equation on the outer edge of the boundary

layer, as by

Ue (x)
∂Ue (x)

∂x
= −1

ρ

dpe
dx

(6.20)

Therefore, the substitution of these results into 6.20 and the use of the continuity

equation to replace the derivatives of v with those of u lead to the following equation

d

dx

δ∫
0

(Ue − u) udy +
dUe
dx

δ∫
0

(Ue − u) dy =
τw
ρ

(6.21)

where τw is the wall shear stress.

Finally, the expression can be rearranged in function of the displacement and

momentum thickness, recalling their de�nition in 6.15 and 6.16

d

dx

(
U2
e θ
)

+ Ue δ
∗ dUe
dx

=
τw
ρ

(6.22)

or in a-dimensional form

dθ

dx
+ (H + 2)

θ

Ue

dUe
dx

=
cf

2
(6.23)

where
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Cf =
τw

1
2
ρU2

e

friction coe�cient

H =
δ∗

θ
shape factor

(6.24)

The von Karman integral equation is valid for both laminar and turbulent bound-

ary layers. However, it cannot be solved without additional information, since it con-

tains three unknowns δ∗, θ and τw. Consequently, a family of velocity pro�les (such

as the Falkner and Skan presented earlier) has to be speci�ed, which completely de-

�nes the velocity �elds within the boundary layer. Even so, singularities arise when

attempting to integrate the equation in regions near the trailing edge or beyond a

point of �ow separation. In these regions, the �ow exhibits stronger inviscid-viscous

interaction and the boundary layer must be solved in �inverse mode�, rather than the

traditional mode. Therefore, the external velocity is not speci�ed, but the boundary

layer adjusts through the displacement e�ect. However, one-equation integral meth-

ods, such as the one produced by equation 6.23, are not suited for �ows with strong

interaction [6]. Two-equation boundary layer methods must, then, be considered.

Two-equation methods eliminate the direct link between the pro�le shape and the

pressure gradient by specifying an additional equation, the integral kinetic energy

equation. The latter is obtained by a suitable manipulation of the integral continuity

and momentum equations (see White [128]) and is expressed in dimensionless forms

as

dθ∗

dx
+ 3

θ∗

Ue

dUe
dx

= 2c∆ (6.25)

where

c∆ =

y1∫
0

µ
(
∂u
∂z

)2
dz

1
2
ρU3

e

dissipation coe�cient

θ∗ =

y1∫
0

(
1− u2

U2
e

)
u

Ue
dz kinetic energy thickness

(6.26)
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By combining the just obtained kinetic energy equation and the integral momen-

tum one (Eqs. 6.25 and 6.24), and rearrenging the terms, the kinetic energy shape

parameter equation is obtained:

θ

H∗
dH∗

dx
=

2c∆

H∗
− cf

2
+ (H − 1)

θ

Ue

dUe
dx

(6.27)

where the kinetic energy shape parameter is de�ned as H∗ = θ∗/θ. As a result, there

is no explicit link betweenH and the local external velocity in either of the equations.

However, three closure relations for H∗, cf , and c∆ are now required to integrate

the momentum and kinetic energy shape parameter equations simultaneously. Those

closures may be written as

H∗ = f1(H)

Reθ
cf
2

= f2(H)

Reθ
2c∆

H∗
= f3(H)

(6.28)

where Reθ = Ueθ/ν is the momentum thickness Reynolds number. These three

functions can be determined if some pro�le family is assumed, as presented by Drela

and Giles [118] for both laminar and turbulent �ows.

Now that the methods for the evaluation of the inviscid outer �ow and for the

solution of the boundary layer equations have been derived, the focus is shifted to

the coupling process. In the literature three basic approaches to solve the viscous-

inviscid interaction problem (with limited separation) can be found. The �rst one

is the quasi-simultaneous method of Veldman [129], which solves simultaneously

the boundary layer equations and an approximation of the outer �ows (modelled

through an interaction law). The second is the semi-inverse method developed by

Carter [130] and Le Balleur [116]. In this approach the inner and outer �ows are

coupled through a relaxation formula which successively updates the displacement

thickness distribution. Both the direct and inverse techniques for the solution of the

boundary layer equations are used accordingly to the status of the �ow (attached
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or separated). Clearly, this method involves sequential solution of the viscous and

inviscid �ow equations. Finally, the third method is the fully simultaneous approach

of Drela and Giles [118]. In their work the authors eliminate the sequential solution

of the inviscid and viscid equations using a Newton method for the solution of the

entire non-linear equation. In this work, the semi-inverse technique of Carter is

preferred to the other two for the inviscid-viscous coupling process.

6.2.3 Lifting Line Theory

The determination of the aerodynamic characteristics of �nite wings is the focus of

this section. The lift generated by a wing is the result of a generally lower pressure

acting on its upper surface compared with the pressure acting on the lower surface.

This pressure di�erence is the cause of a spanwise �ow (from the lower surface to

the upper one) which, combined with the freestream velocity, generates the wing's

trailing vortex system. This swirling motion of the air travels downstream of the

wing causing two main e�ects: a change in the e�ective angle of attack along the

wing, and an induced curvature of the �ow. The �rst e�ect is due to the downward

induced �ow, or �downwash�, which added to the freestream generates an �induced

angle of attack�. The second e�ect is due to the chordwise variation in value of the

downwash, small far ahead of the wing and higher far behind it.

The presence of the downwash modi�es the �ow at the local aerofoil sections

along the span. First of all, the changes in the local relative wind alter the angle of

attack actually seen by the local aerofoil section. As a result, the e�ective angle of

attack for the section is smaller than the geometrical one (see Figure 6.5), and it is

de�ned as αeff = α−αi. Secondly, the inclination of the local lift vector is modi�ed

as well, so that an �induced drag� force is created.

The �rst theory that attempted to predict the above described phenomena was

developed in the early 1900s by Ludwig Prandtl. The main idea on which the theory

is based is the replacement of the �nite wing with a �bound vortex�, i.e. a vortex that
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α        Geometric angle of attack 

αi            induced angle of attack 
αeff        effective angle of attack 
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αi  

αi  
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L 

Figure 6.5: E�ective angle of attack and induced drag generated by the downwash
on the local aerofoil section of a �nite wing

is �xed at some location in the �ow. In particular, the vortex is usually placed at

the wing quarter chord line. However, a vortex line cannot start or �nish abruptly

(Helmhotz's theorem), so that the vortex is shed into the �ow and creates a wake.

This con�guration results in a horseshoe shaped vortex system, with the bounded

vortex continuing into two vortices trailing downstream. These trailing vortices

produce a downwash distribution w over the bound vortex itself which approaches

in�nity at the wing tips.

It was clear to Prandtl that such a downwash distribution did not represent

realistically the �ow of a �nite wing. Therefore, a more re�ned model was proposed,

which uses a large number of horseshoe vortices, each of di�erent length, distributed

spanwise along a single line, as illustrated in Figure 6.6. As a consequence, the wing

representation now presents a series of trailing vortices, which strength is equal

to the jump in circulation along the lifting line. Extrapolating this concept to an

in�nite number of vortices with strength dγ, it is possible to express the induced

angle of attack at the arbitrary location y0 along the lifting line as
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Figure 6.6: Lifting-line model consisting of a �nite number of horseshoe vortices
along the y-axis [6].

αi (y0) =
1

4πV∞

b/2∫
−b/2

(
dγ/dy

y0 − y

)
dy (6.29)

where αi(y0) is approximated by the ratio w(y0)/V∞.

Let now introduce the Kutta-Jukowsky relation which links the strength of the

bound vortex to the lift distribution

dL(y)

dy
= ρ V∞

1

2
c(y) cl(y)V∞ = ρV∞Γ(y) (6.30)

Moreover, considering the sectional lift coe�cient cl = clα (α− αi − αL=0), it is

possible to express the geometric angle of attack as

α =
cl (y)

clα
+ αi + αL=0 (6.31)

Finally, substituting in 6.31 the expression of the induced angle of attack found

in 6.29 and using the Kutta-Jakowsky relation 6.30 to express the sectional cl as

a function of the circulation Γ, the fundamental equation of Prandtl' s lifting-line

theory is obtained
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α (y0) =
2Γ (y0)

clαV∞c (y0)
+ αL=0 (y0) +

1

4πV∞

b/2∫
−b/2

(
dγ/dy

y0 − y

)
dy (6.32)

Equation 6.32 is an integro-di�erential equation in a single variable Γ. All the

other quantities are de�ned by the geometry of the wing and the design point con-

ditions.

The predictions obtained using the lifting line theory are reasonably accurate

when high-aspect ratio, unswept wings are considered. However, the classical method

lacks any chordwise information, since the vortex are concentrated in a line. An ex-

tension to the lifting line theory, suitable for wing with sweep or low aspect ratio, is

the �lifting surface� or Weissinger method. In this case, the bound vortex segments

are still positioned along the quarter-point line, while the �ow tangency condition is,

instead, applied to di�erent collocation points. These points are, usually, positioned

at the three-quarter chord location. This extended method computes good results

for the spanwise lift distribution and the induced drag [124].

6.2.4 Tre�tz Plane Method

The Tre�tz Plane method is a far-�eld integration method used to evaluate the

induced drag of three-dimensional incompressible, inviscid �ow�eld over a lifting

surface. As introduced in the previous section, the induced drag arise as a conse-

quence of the inclination of the force vector relative to the freestream caused by

the trailing vortex system. The method uses the integral form of the momentum

equation to write the forces in terms of the quantities on the outer boundaries. In

particular, under the conditions of inviscid and incompressible �ow, the vorticity of

the �ow is con�ned to a thin sheet, and the momentum equation reduces to

F =

∫∫
S

ρ ~V
(
~V · n̂

)
dS +

∫∫
S

ρ

2
~V 2n̂ dS (6.33)
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The control volume is taken large enough so as to assume that the �ow escapes

the control volume almost entirely from the downstream out�ow face. The integral in

6.33 is performed on a plane positioned aft of the wing, and oriented perpendicular

to the freestream (as shown in Figure 6.7). Such plane, de�ned �Tre�tz plane�,

has to be far downstream so that, apart from the freestream through�ow, all the

motion is in the cross�ow plane (y−z) and no velocity is induced in the x-direction.

Expressing the velocity vector in terms of freestream and perturbation values, ~V =

(U∞ + ú, v́, ẃ), the induced drag can be evaluated from the integral

Di =
ρ

2

∫∫
ST

(
v́2 + ẃ2 − ú2

)
dS (6.34)

Therefore, the induced drag is dependent only on the perturbation velocities. In

addition, if the �ow is inviscid, the wake at the Tre�tz plane is parallel to the local

freestream and, hence, the x velocity perturbation must die away, i.e. ú � v́, ẃ.

Consequently, the drag can be obtained by integrating the v́ and ẃ component on

this plane only:

ρ

2

∫∫
ST

(
v́2 + ẃ2

)
dS = −ρ

2

∫∫
wake

Γ(y)Vn dl (6.35)

where Γ(y) is the circulation on the wing at a speci�c location and Vn is the wake-

induced velocity normal to the wake trace.

In conclusion, equation 6.35 expresses the relation between the wing circulation

and the resultant induced drag. It is a powerful equation, since it allows to accu-

rately estimate the induced drag avoiding the expensive integration of the pressure

coe�cients over the wing surface [131].
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Figure 6.7: Control Volume and Tre�tz Plane [6]

6.3 Validation and Veri�cation

The validation and veri�cation study of the quasi-three-dimensional code used in

this work is presented in this section. The code itself is a propietary sofware of

the Industrial Sponsor, developed internally by the department of methods and

simulation in the late 90s. The NASA �Trapezoidal Wing� [132], illustrated in Figure

6.8, is selected as test case con�guration. An extensive set of experimental, as well

as numerical (RANS) data is available for the selected test case, as a result of the

study performed by several partners during the AIAA CFD High Lift Prediction

Workshop [32] (held during the 28th AIAA Applied Aerodynamics Conference June

26-27, 2010, Chicago, IL).

The Trapezoidal Wing is a back-swept untwisted wing, with no dihedral and

a comparatively low aspect ratio. The main geometrical characteristics of the test

case are summarised in Table 6.1. In particular, the wing presents a span of 2.16[m],

an aerodynamic mean chord of 1.0067[m] and a reference area (full span wing) of

4.0929[m2]. The trapezoidal wing is equipped with full-span slat and �ap elements.

The latter, can be positioned at two di�erent rigging settings: �con�guration 1�,
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Figure 6.8: The NASA Trapezoidal Wing

with a �ap deployment angle of 25° and �con�guration 8�, with a lower �ap deploy-

ment settings at 20° angle. The �rst con�guration is chosen for the validation study

here presented. Nonetheless, the lower �ap settings con�guration is used to assess

the accuracy of the quasi-three-dimensional method in predicting the e�ects of �ap

increments. Finally, the supports that connect the slat and �ap to the main ele-

ment, or �brackets�, are here neglected, since they are not modelled in the approach

adopted.

Table 6.1: Trapezoidal Wing geometrical characteristics.

Aerodynamic Mean Chord cref 1.0067 [m]
Geometric Mean Chord cgeom 0.9473 [m]
Moment Reference: x = 0.87229 [m]

y = 0 [m]
z = 0 [m]

Semi Span b/2 2.16 [m]
Reference Area A 4.0929 [m2]
Aspect Ratio Λ 4.561 [ - ]
Quarter Chord Sweep ϕ25 29.97° [ - ]

The quasi-three-dimensional representation of the test case consists of seven two-

dimensional pro�les, extracted from the deployed 3D geometry (see Figure 6.8) at

the spanwise positions speci�ed by Table 6.2. The �rst section, indicated as s0153,
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is the wing root section, just after the wing-fuselage junction. The fuselage is here

modelled as an �auxiliary wing�, which spans from the symmetry plane to the wing

root section. This modelling strategy allows the method to capture the reduction in

spanwise lift distribution in the near-fuselage region, so increasing the accuracy of

the simulation.

After the extraction of the two-dimensional geometries, each 2D section is nor-

malised by the local chord, and the entire polar (up to two angles of attack beyond

the maximum lift condition) is evaluated using a viscous-inviscid coupled method.

The obtained data are, then, collated into a sectional database and used as input

for the lifting surface iterative procedure.

Table 6.2: Spanwise location of the 2D sections for the quasi-three-dimensional
representation of the Trapezoidal Wing.

Section Span location [m] Adimensional location η

s0153 0.153 0.07
s0300 0.300 0.14
s0500 0.500 0.23
s1100 1.100 0.51
s1500 1.500 0.69
s2100 2.100 0.97
s2160 2.160 1.00

The results obtained using the quasi-three-dimensional approach are compared

with experimental data in Figure 6.9. The lift-alpha polar shows a satisfactory

matching of the two datasets, although the quasi-three-dimensional method slightly

under-predicts the linear region of the lift curve. This is probably due to the approx-

imate modelling of the fuselage e�ects, which are here simulated using the de�nition

of an auxiliary wing. Nonetheless, the maximum lift coe�cient of clmax = 2.9955

achieved in the wind tunnel is closely matched by the used approach, which predicts

a clmax = 3.0057. However, the correspondent angle of attack at which it occurs

is over-predicted, being 3 degrees higher than the experimental value of α = 33°.

The deviation is deemed to be acceptable for trend analyses or for the use within
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an optimisation process.

In addition, the comparison of the drag polar shows the correct trend, once

again with some discrepancies at higher angle of attack. This behaviour is, mainly,

a consequence of the under-prediction of lift at these conditions, which results in a

lower total drag value. In fact, an examination of the cd−cl polar clearly illustrates a

more than satisfactory accuracy of the quasi-three-dimensional method in predicting

the drag for a given lift condition. Also, the constant delta between wind tunnel data

and simulation in the drag polar can be attributed to the presence of the brackets,

which e�ect is not considered by the used numerical approach.

Moreover, pressure coe�cient distributions are compared at three di�erent sta-

tions along the span. Figure 6.10 illustrates the comparison for the moderate angle

of attack α = 10°. The results obtained agree well with the experimental data for

the inboard stations (η = 0.17 and η = 0.65), whereas the tip section (η = 0.95) re-

veals considerable deviations. This behaviour is, to some extent, expected. In fact,

the �ow around the tip region is dominated by highly three-dimensional features,

which are not captured by the quasi-three-dimensional approach.

Finally, a �ap de�ection study is performed to assess the accuracy of the used

tool in capturing variations in aerodynamic performance due to changes in the de-

ployment settings. For this purpose, the relative reduction of lift (∆cl/cl) associated

with the decreased �ap de�ection of con�guration 8 (compared with con�guration

1) is evaluated. The results, plotted against wind tunnel data in Figure 6.11, show

a fair agreement on the trend, thought the quasi-three-dimensional approach does

not quite match the absolute experimental values. This is particularly true in the

lower angle of attack range, while the match is satisfactory at high alphas.
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Figure 6.9: Polars comparison for the Trapezoidal Wing con�guration. The quasi-
three-dimensional method (solid line) is compared against wind tunnel data (line
with dots).
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Figure 6.10: Trapezoidal Wing pressure coe�cient comparison at α = 10° for three
di�erent stations along the span. The quasi-three-dimensional results (solid line) is
compared against wind tunnel data (line with dots).

6.4 The Extended Optimisation Framework

The validation study presented in the previous section has shown that the quasi-

three-dimensional method can satisfactorily predict the aerodynamic performance

of complex high-lift con�gurations. Therefore, the approach is used to extend the

optimisation framework previously used for the design of multi-element 2D sections.

As illustrated in Figure 6.12, the analysis starts with the speci�cation of the new

deployment settings and the generation of the input �les for the two-dimensional

sectional simulations. After the parallel execution of the 2D polars and of the inverse

lifting line method, the aerodynamic performance of the con�guration is obtained.
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Figure 6.11: E�ect of reduced �ap de�ection on lift polar. Comparison of quasi-
three-dimensional prediction (solid line) against wind tunnel data (line with dots).

Then, this data are used to evaluate the objective functions speci�ed within the

design problem. As a �nal step, the optimisation algorithm collates the information

regarding design variables and corresponding objective function values, and produces

a new candidate for the next evaluation. The described loop is performed until a

halting criteria is met, and the �nal results are output for the subsequent analysis.

6.4.1 Test Case Description

The 3D test case used throughout this work is the KH3Y (DLR-F11) geometry,

illustrated in Figure 6.13. The geometry is representative for a wide-body twin-jet

high lift con�guration, and it includes a detailed model of the wing and fuselage

components. Unlike the Trapezoidal Wing used in the validation study, the KH3Y

con�guration presents a 4°dihedral angle, a twist distribution along the span and a

cranked planform. In addition, it is a higher aspect ratio wing than the Trapezoidal

test case, with its main geometrical characteristics summarised in Table 6.3.

The wing is equipped with a full-span slat and single-slotted Fowler �ap elements.

The high-lift system can be deployed in two take-o� and one landing settings [133].
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Figure 6.12: The high-lift con�guration optimisation framework, extended with the
implementation of the quasi-three-dimensional analysis.

In this study only the landing con�guration is analysed, with the deployment settings

speci�ed in Table 6.4.

Wind tunnel data are available from the EUROLIFT2 framework program [134],

for both low and high Reynolds numbers. In particular, the latter have been gener-

ated in the European Transonic Wind tunnel (ETW), where the total temperature

and pressure can be adjusted to cover a wide range of Reynolds and Mach numbers.

From these sets of data, the one indicated as �run238� is here used for comparison

against RANS and quasi-three-dimensional simulations. Table 6.5 lists the onset

conditions for the speci�c experimental setup. In order to achieve the Reynolds

number value of 15.1 × 106 the total temperature in the tunnel is reduced to 114

[K], while the total pressure is increased to three times the atmospheric conditions.

In contrast, the Mach number (Ma = 0.176) is at the lower limit of the tunnel

operational boundaries.
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(a) Front view

(b) Top view

(c) Perspective view

Figure 6.13: CAD model of the KH3Y test case in landing con�guration, with
highlighted spanwise locations selected for the quasi-three-dimensional analysis.
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Table 6.3: KH3Y (DLR-F11) high-lift con�guration geometrical characteristics.

Aerodynamic Mean Chord cref 0.34709 [m]
Geometric Mean Chord cgeom 0.29938 [m]
Moment Reference: x = 1.4289 [m]

y = 0.0 [m]
z = -0.04161 [m]

Semi span b/2 1.4 [m]
Reference Area A 0.83826 [m2]
Aspect ratio Λ 9.353 [ - ]
Quarter chord sweep ϕ25 30° [ - ]
Wing Dihedral Γ 4° [ - ]

Table 6.4: KH3Y (DLR-F11) deployment settings for landing con�guration.

slat de�ection angle Θs 26.5°
slat gap gaps/cref 0.014
slat overlap ovls/cref -0.008
�ap de�ection angle Θf 32.0°
�ap gap gapf/cref 0.010
�ap overlap ovlf/cref 0.006

Table 6.5: ETW wind tunnel onset conditions, low Reynolds number.

Mach number Ma 0.176 [ - ]
Reynolds number Re 15.1× 106 [ - ]
Total pressure Ptot 301.56× 103 [Pa]
Total temperature Ttot 114.7 [K]

The increased complexity of the test case, in comparison to the Trapezoidal

Wing, has led to the identi�cation of 16 sections (including 1 section for the aux-

iliary wing de�nition) for the quasi-three-dimensional representation, as illustrated

in Figure 6.13. Also, the sections are not uniformly distributed along the span, but

tend to concentrate in areas where variations in either the wing planform or the

high-lift system are substantial. The so de�ned model is, then, used to compute the

polars of the baseline KH3Y con�guration.

The obtained results are compared against wind tunnel data in Figure 6.14.

The plots show that, for the KH3Y test case, the overall accuracy of the used
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approach is even higher than for the validation test case presented in the previous

section. This behaviour might be related to the higher aspect ratio of the KH3Y

wing in comparison with the Trapezoidal case, which reduces, to some extend, the

highly three-dimensional �ow features along the wing span. Still, the quasi-three-

dimensional approach under-estimates the lift slope in the linear region of the lift-

alpha polar (Figure 6.14(a)). The predicted maximum lift coe�cient is also under-

estimated, with a value of clmax = 2.812, whereas the experimental value is close to

clmax = 2.87. Nevertheless, the predicted angle at which it occurs is only 1° lower

than the experimental value of α = 20°. On the contrary, the method over-predicts

the lift for low angle of attack, where the occurrence of substantial separation in the

slat lower surface is not captured.

With regard to the prediction of drag, the quasi-three-dimensional simulation

accurately captures the variation of cd with angle of attack. In fact, the cd−α curve

(Figure 6.14(b)) closely resemble the experimental data, with an almost constant

delta of 0.02% between the two sets throughout the alpha range (excluding the

lower alpha values). Furthermore, the same behaviour is shown in the cd− cl curve

(Figure 6.14(c)), with the used approach satisfactorily predicting the drag variation

with lift, especially at moderate and high cl values.

In addition, a RANS simulation of the same con�guration is performed using

the commercial CFD Suite Ansys®CFX V15 on the medium grid available from

the AIAA High Lift Prediction Workshop [32]. The k−w SST turbulence model is

used, in conjunction with an upwind �rst order scheme for the turbulence numerics

and the �High Resolution� scheme for the remaining state variables. The results,

presented in Figure 6.14, show an over-prediction of the lift curve slope as well as

of the maximum lift coe�cient, with the RANS simulation predicting a cl = 2.91

at α = 18.5° . Similarly, higher drag values per given lift condition are predicted

by the RANS solutions, as shown in Figure 6.14(c). Consequently, the cd−α curve

is steeper than the experimental one, and the drag at high angle of attack is over-
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Figure 6.14: Polars comparison for the KH3Y con�guration. The quasi-three-
dimensional method (solid line) is compared against wind tunnel data (line with
dots) and RANS simulations (dots).
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estimated.

6.4.2 Optimisation Set-Up and Results

The challenges of designing an e�cient high-lift system have been already introduced

in Chapter 2, where the con�icting requirements of the take-o� and landing cases

have been discussed in details. In particular, it is highlighted the importance of

minimising the aircraft approach speed during the landing phase for both safety

and performance reasons.

The optimisation set-up here proposed aims at improving the landing perfor-

mance of the KH3Y, varying the deployment settings of both the slat and �ap

elements. For this purpose, a continuous spanwise slat is considered (constituting

a single segment), while the �ap element is split into an inboard and an outboard

segment. As a result, a total of 9 design variables are identi�ed, 3 per each high-

lift segment, which control the high-lift system settings. In particular, the design

variables represent incremental changes with respect to the datum deployment pa-

rameters, in terms of gap, overlap and de�ection angle. Therefore, the range of

variation for each design variable is de�ned between 80% and 120% of the datum

con�guration value.

The aim of minimising the approach speed directly translates into the maximi-

sation of the lift coe�cient at the stall angle of attack (recalling that Vappr ∝ Vstall

and that clappr = clmax/1.54, see ). Thus, the �rst objective function used in this

study is de�ned as obj1 = −clmax. The minus sign present in the formulation is

needed to transform a minimisation problem, which is the default assumed by the

optimisation algorithms used in the study, into a maximisation one. Concurrently

to the increase in clmax, it is also important to minimise the lift over drag ratio at

the approach angle of attack, indicated as L/Dappr. This requirement guarantees the

desired glide slope at the approach phase, and, thus, it is used to de�ne the second

objective function of the optimisation, i.e. obj2 = L/Dappr. Indeed, this is in con�ict
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with the go-around requirements of a high L/Dappr, as introduced in Section 2.3.2.

Table 6.6 summarises the settings for the KH3Y optimisation problem presented,

where the subscript 0 indicates datum con�guration values.

Table 6.6: KH3Y optimisation problem set-up.

Design Variable De�nition Min Value Max Value

Slat (gaps)/(|gaps|0) 0.8 1.2
(laps)/(|laps|0) 0.8 1.2
(Θs)/(|Θs|0) 0.8 1.2

Flap Inb (gapf )/(|gapf |0) 0.8 1.2
(lapf )/(|lapf |0) 0.8 1.2
(Θf )/(|Θf |0) 0.8 1.2

Flap Out (gapf )/(|gapf |0) 0.8 1.2
(lapf )/(|lapf |0) 0.8 1.2
(Θf )/(|Θf |0) 0.8 1.2

Objective Function De�nition

obj1 (-clmax)/(|clmax|0)
obj2 (L/Dappr)/(|L/Dappr|0)

Also, it must be highlighted that the de�nition of the two objective functions

here reported implies the evaluation of the entire aircraft polar. In fact, not only the

maximum lift coe�cient must be determined for each design, but also the approach

angle at which the lift to drag ratio has to be evaluated will vary (recalling from

6.4.2 that clappr = clmax/1.54). Hence, this design problem would represent a real

computational challenge if full 3D RANS were to be used.

The �rst set of results here presented are obtained using the MOTS (Multi-

Objective Tabu Search) algorithm introduced in Chapter 3, with the settings listed

in Table 4.3. The initial step size is set equal to 0.05 for all the design variables indis-

tinctly, since they express increments over the datum values. Moreover, a maximum

number of 1000 objective functions evaluations is imposed as halting criteria.

At completion the optimisation algorithm has performed around 150 iterations,

and an average of 7 objective functions evaluations per iteration is evaluated. Fur-

thermore, 63 out of the 1014 designs evaluated are found geometrically infeasible,
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Figure 6.15: Search pattern and Pareto front revealed by MOTS after 150 iterations.

i.e. the speci�ed deployment settings lead to intersecting elements, whereas 54 lead

to failure in the quasi-three-dimensional simulation. The latter type of infeasibility

carries a time penalty for the whole optimisation process, since it cannot be detected

until the execution of the evaluation step. On the contrary, geometrically infeasible

designs are rejected before the performance evaluation starts, and, hence, present

only a reduced time penalty. In total, the infeasible solutions represent 12% of the

explored designs.

In order to reduce the wall-clock time needed for each objective function eval-

uation, the sectional polars are evaluated in parallel. In particular, a 8 node high

performance cluster is used, so that the 16 sections constituting the quasi-three-

dimensional representation can be evaluated in 2 batches of 8 sections each. Con-

sequently, the wall-clock time associated with each aircraft polar is reduced to 30

minutes, and the full optimisation run is completed in around 20 days.
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The search pattern and the revealed Pareto Front are illustrated in Figure 6.15.

In the plots presented, the objective functions are normalised by the datum value,

so that the initial con�guration is indicated by the values obj1 = −1 and obj2 = 1.

It is evident from the �gure that the design space is highly constrained in the high

cl region. In fact, the identi�ed pareto front is almost vertical, with all the pareto

points featuring a substantial increase, of about 8%, in maximum lift capabilities

compared to the datum design. Nonetheless, two extreme designs are identi�ed,

which di�er mainly in the lift to drag ratio at approach conditions. The changes

in design variables and the improvements in the objective functions for both the

optima considered are summarised in Table 6.7. In particular, the L/Dappr is reduced

to 93.2% of the datum value for the bottom right extreme of the pareto front, or

Min_obj2 design. Instead, the top left extreme, orMin_obj1, presents an L/Dappr =

94.4%, once again compared to the datum value.

Table 6.7: KH3Y optimisation, design variables and objective functions improve-
ment for the two optimum designs Min_obj1, and Min_obj2.

Min_obj1 Min_obj2

∆obj1 −8.172% −8.108%
∆obj2 −5.664% −6.825%

Slat (gaps)/(|gaps|0) 1.00 1.00
(laps)/(|laps|0) 1.00 1.00
(Θs)/(|Θs|0) 0.85 0.90

Flap Inb (gapf )/(|gapf |0) 0.90 1.10
(lapf )/(|lapf |0) 0.85 0.85
(Θf )/(|Θf |0) 1.00 1.05

Flap Out (gapf )/(|gapf |0) 1.20 1.20
(lapf )/(|lapf |0) 0.85 0.85
(Θf )/(|Θf |0) 0.85 0.85

The identi�ed optimised geometries at the extremes of the pareto front are pre-

sented in Figure 6.16. Both the optima di�er considerably from the datum con-

�guration, especially in the settings of the outer �ap element. In particular, both

designs present an increase in the gap setting of the outboard �ap that reaches the
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higher boundary set for this variable, i.e. 1.2, whereas the overlap and de�ection

settings are reduced to 0.85 times the datum value. Conversely, the slat settings are

only slightly modi�ed, with the optima featuring a decreased slat de�ection angle.

However, despite presenting similar characteristics, the two pareto front extremes

di�er in the inboard �ap settings. In fact, the lower L/Dappr design increases both

the gap and de�ection angle of the inboard �ap, whereas the opposite is true for the

higher L/Dappr design.

Figure 6.17 illustrates the cl − α and L/D − α polars for the datum and the

optimum designs identi�ed. The increased maximum lift is clearly visible from the

plots, with the two optima achieving a close value of clmax ≈ 3. Finally, the L/D

polars of the two optima closely resemble the datum one for moderate to high angle

of attacks. This indicates that the optimisation is able to identify designs which

present a better maximum lift performance without changing the wing e�ciency.

Therefore, the reduction in L/Dappr obtained during the optimisation is, mainly,

linked to the increased maximum angle of attack, since the approach angle is a

function of the maximum lift coe�cient.

The history of the optimisation progress for the considered study is now anal-

ysed. As shown in Figure 6.18, the MOTS algorithm manages to �nd solutions that

improve both objective functions at the early stages of the optimisation. Moreover,

the local search is continued along the discovered optimal path, as illustrated by the

evolution of the pareto front up to iteration 12. At this point the optimiser has iden-

ti�ed the maximum lift constraint in the design space and tries to widen the pareto

front exploring regions of lower L/Dappr. At iteration 64 several pareto points are

revealed, though it becomes harder for the optimiser to further advance the pareto

front. Finally, after iteration 127 MOTS identi�es a new region in the design space

that allows a further reduction of the approach lift to drag ratio without penalising

the maximum lift capabilities. The �nal pareto front revealed contains four designs.

A more detailed analysis of the performance of the MOTS algorithm and the
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(a) Slat element

(b) Inboard Flap

(c) Outboard Flap

Figure 6.16: Geometry comparison of the datum KH3Y (grey), the Min_obj1 design
(red) and the Min_obj2 one (blue).
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Figure 6.17: Polars comparison for the datum KH3Y con�guration (solid line) and
the identi�ed optima Min_obj1 (red line with dots) and Min_obj2 (blue line with
circles), rigid optimisation.
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Figure 6.18: Evolution of the search pattern and pareto front during the MOTS
optimisation.
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strategies used to e�ciently and exhaustively explore the design space is presented

in Figure 6.19. The number of unsuccessful moves is plotted against the optimisa-

tion iteration, together with the de�ned threshold for the execution of the di�erent

strategies implemented in MOTS. Furthermore, the right y-axis shows the increase

in the counter of each strategy, after it is executed. Firstly, the graph shows that

up to iteration 40 the algorithm is able to identify optimum con�gurations using

the standard local Hooke and Jeeves move. However, the increasing number of un-

successful moves after that point has led the optimiser to exploit the diversi�cation

strategy at iteration 50. This is, however, unsuccessful and the algorithm resorts

to an intensi�cation strategy at iteration 55. Still, no pareto solution is found un-

til a second series of intensi�cation and diversi�cation strategy takes place, and

non-dominated solutions are found again at iteration 78 and 79. After that the

optimisation shows another trend of unsuccessful moves which is interrupted after

three series of intensi�cation and diversi�cation strategy and a step size reduction.
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Figure 6.19: Analysis of MOTS strategies for exhaustive exploration of the design
space.
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The e�ect of the above described MOTS strategy on the evolution of the pareto

front is shown in Figure 6.20. The plot illustrates the revealed pareto front at

di�erent stages of the optimisation process. In particular, the chosen iterations

present the pareto just after one of the MOTS strategies has taken place. Let

consider the pareto front at iteration 40 (red dots) as the starting point for this

analysis. From the �gure it is clear that the diversi�cation strategy triggered at

iteration 77 leads to the addition of a new optimum in the mid region of the pareto

front (orange dots). After this step, no more pareto points are identi�ed until the

intensi�cation action of iteration 127 and the correspondent extension of the pareto

front in the low L/Dappr region (green dots). Lastly, the �nal pareto front (grey

dots) is revealed through a standard Hooke and Jeeves move, which involves the

increment of the slat de�ection angle. This behaviour suggests that too big an

initial step size for this design variable has, probably, been speci�ed.
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Figure 6.20: Evolution of the MOTS pareto front and impact of the di�erent MOTS
strategies.

As it was the case in the two-dimensional single-point optimisation presented
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in Chapter 4, the KH3Y optimisation problem is also tackled using the NSGA-II

algorithm. Consequently, it is possible to compare the outcomes of the two opti-

misations, and perform an assessment of the performance of the algorithms on a

real-world design case.

For this speci�c test case, the NSGA-II settings are summarised in Table 4.5, with

the only di�erence that a initial population of 36 individuals is speci�ed instead of

the 48 reported in the table. Moreover, the population is evolved for 10 generations

or until the convergence criteria (increment in the objective functions values of the

newly revealed optima) is met for 3 consecutive generations.

The search pattern and pareto front revealed by the NSGA-II algorithm at com-

pletion (after 10 generations) is compared to the MOTS results previously described

in Figure 6.21. In order to have a meaningful comparison, the data are extracted

from the two optimisation processes after a similar number of evaluations are per-

formed, meaning iteration 30 for the MOTS optimisation. Of the 360 analysed

designs during the NSGA-II driven optimisation, 20 present infeasible deployment

settings, whereas 13 lead to a failure in the quasi-three-dimensional evaluation. If

compared to the MOTS statistics, i.e. 12 geometric infeasibility and 10 simulation

failures over 350 designs, the NSGA-II infeasible con�gurations represent an higher

percentage of the explored designs.

The Pareto Front identi�ed by the NSGA-II algorithm is visibly less progressed

than the one revealed by MOTS. Moreover, the intrinsic stochastic characteristic of

evolutionary approaches leads the NSGA-II algorithm to explore areas of the design

space which are not particularly promising. This is clearly shown in Figure 6.21(b),

where a high number of analysed designs actually reduce the datum performance

levels. The local search of MOTS, instead, allows a faster identi�cation of the region

of the design space that results in objective functions improvements. This result is

somehow expected for this speci�c application, since a clear optimum path is present

in the design space. Therefore, the local search characteristic of MOTS takes full
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advantage od this feature, while the stocastic approach of NSGA-II does not. That

is why this result cannot be generalised for cases that show a more complex or

multimodal design spaces.
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Figure 6.21: Comparison of the search pattern and pareto front revealed by MOTS
and NSGA-II on the same optimisation problem of the KH3Y test case.
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Chapter 7

High Lift Rapid Aero-Structural

Coupling

7.1 Introduction

It is widely recognised that multidisciplinary simulations have nowadays become

key enablers for the development of future, more e�cient aircraft concepts [135].

In this context, aero-structural design and optimisations are an attractive area of

research, due to the possible performance gains that can be achieved by considering

�exible e�ects early in the design. However, despite the increase in the usage of

coupled methods within the industrial design environments, the application of such

tools remains focused to speci�c aeroelastic studies and, usually, it is considered at

a later stage of the development. For example, the e�ects of wing deformations on

the performance of the high-lift system are rarely considered during the preliminary

design phase.

Indeed, the analysis of �exible high-lift con�gurations represents an even more

challenging problem than the clean wing case (slat and �ap retracted), due to the in-

creased complexity of both geometry and �ow�eld. Still, it is important to estimate

the aero-elastic e�ects due to the impact that they have on the aerodynamic perfor-
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mance of the wing at low speed. In particular, the aero-elastic wing twist (due to the

aerodynamic loads) can induce signi�cant variations in the spanwise distribution of

the local angle of attack. This e�ect can be particular relevant for swept-back wing,

where a bending-induced twist is generated in addition to the torsional deformation

of the wing. Tinoco et al. [136] present an example of such e�ects on a Boeing 737

aircraft. In their work, the authors use a panel method to quantify the e�ects of

aero-elastic twist distribution, comparing the obtained results with �ight test data.

The outcome of the study illustrates the importance of accurately representing the

geometry de�nition in order to match the �ight-measured data.

In addition to the primary e�ects discussed earlier, the deformation undergone

by the wing in high-lift con�guration causes also a modi�cation of the gaps between

the di�erent elements. This leads to further changes in the aerodynamic perfor-

mance, although those e�ects might be of secondary importance. Van der Burg

et al. [137] present an assessment of the e�ects of wing deformation on a high-lift

wind tunnel model in take-o� settings. Several coupling strategies have been used in

combination with di�erent level of �delity structural models. The outcome showed a

reduction of the lift generated by the �exible wing compared with the rigid one, due

to the resultant nose down delta twist distribution. These e�ects, although small at

wind tunnel Reynolds number, can be substantial at �ight conditions. Consequently,

a rapid coupling procedure has been included in the high-lift optimisation frame-

work presented in Chapter 6. The method considers the static interaction between

aerodynamic and elastic forces, providing an estimate of the ��exible� aerodynamic

performance of the wing.

The description of the method is presented in the next sections, following a brief

background literature review. The fundamental challenges of performing static aero-

elastic simulation using high-�delity simulations are highlighted. Then, a validation

study is conducted prior to the use of the rapid approach for the optimisation of the

KH3Y test case.
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7.2 Background Literature

7.2.1 Aero-Structural Coupling

The aeroelastic analysis of an aircraft requires the usually separated aerodynamic

and structural analysis to be coupled in an e�cient and accurate way. In the litera-

ture, two approaches may be found which tackle the aeroelastic problem in di�erent

ways. These are the �monolithic� and the �partitioned� approaches. The �rst one,

also referred to as closely coupled, consists in a simultaneous solution of both the

aerodynamic and structural equations, allowing communication between the two

models at each solution time-step. In the partitioned approach, instead, each dis-

cipline is solved using a speci�c method and a staggered procedure is adopted for

the exchange of the boundary conditions. In particular, surface loads and surface

deformations are transferred between the structural and the aerodynamic models.

On the one hand, the monolithic approach presents the advantage of obtaining

the results with a single solution, as well as allowing exact time synchronisation.

On the other, it requires extensive code modi�cation [138], which limits its use to

non-commercial packages (source code not available). Therefore, it is not possible

to exploit commercially available tools, which are well established for the speci�c

discipline simulation. An example of the development of a monolithic solution is pre-

sented by Cizmas et al. [139], where a nonlinear structural model and a nonlinear

unsteady aerodynamic model are used in conjunction. Moreover, the successful ap-

plication of the developed method to two wing test cases is also presented. However,

due to the previously mentioned limitations, the use of such approach is gradually

declining in favour of the loosely coupled one.

The partitioned approach allows the use of existing aerodynamic and structural

codes within the analysis. Also, little or no modi�cation of the code is needed, at the

cost of developing an interaction procedure and performing a few iterations between

the models to get a converged solution. Thus, the focus of the aero-structural
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coupling is shifted to the de�nition of an accurate and e�cient method for the

transfer of the interface information. In fact, generally di�erent grids are used for the

structural and the aerodynamic analysis, since di�erent resolution requirements and

numerics are needed by the two disciplines. Speci�cally, while the structural analysis

is based on �nite elements using Lagrangian description, �nite volume formulation

in Eulerian coordinates is usually used for the aerodynamic analysis. As a result,

the grids do not generally coincide at the �uid-structure interface. To overcome

the described grid incompatibility issue, several strategies have been developed, see

[140, 141, 135, 142]. However, the focus in this work is based on the Radial Basis

Functions (RBF) interpolation method presented by Rendall and Allen [143, 144],

which represents an elegant and e�cient strategy for the solution of the Fluid-

Structure Interface (FSI) problem.

7.2.2 Radial Basis Functions

Radial Basis Functions have been extensively used as approximation methods thanks

to their ability to construct a global interpolation model from an initial set of scat-

tered data. In addition, the behaviour of the interpolation function in between

points can be controlled by selecting di�erent type of bases (the most commonly

used are reported in Table 7.1). Indeed, those peculiar characteristics make RBF

an e�cient approach to the FSI problem introduced in the previous section.

Node information only is required for the interpolation process, so that any ar-

bitrary set of point clouds can be used [135]. These include single and multi-block

structured grids , as well as unstructured ones. In fact, no connectivity requirements

are needed by the method, simplifying considerably the interpolation operation.

Moreover, the same technique can be applied to the aerodynamic volume mesh mo-

tion, which can be directly linked to the structural displacement or, alternatively, to

the aerodynamic surface mesh motion [143, 145]. Finally, the approach is also com-

putational e�cient, since only simple matrix multiplications have to be performed,
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and once the interpolation matrix is evaluated at the start of the simulation, it is

unchanged throughout the duration of the computation.

Table 7.1: List of commonly used basis functions.

Name De�nition

Gaussian Φ(‖x‖) = e−‖x‖
2

Thin plate spline Φ(‖x‖) = ‖x‖2ln‖x‖
Hardy's multiquadric Φ(‖x‖) = (c2 + ‖x‖2)1/2

Hardy's inverse multiquadric Φ(‖x‖) = 1/(c2 + ‖x‖2)1/2

Wendland's C0 Φ(‖x‖) = (1− ‖x‖)2

Wendland's C2 Φ(‖x‖) = (1− ‖x‖)4(4‖x‖+ 1)
Wendland's C4 Φ(‖x‖) = (1− ‖x‖6)(35‖x‖2 + 18‖x‖+ 3)
Wendland's C6 Φ(‖x‖) = (1− ‖x‖8)(32‖x‖3 + 25‖x‖2 + 8‖x‖+ 1)
Euclid's Hat Φ(‖x‖) = π

((
1
12
‖x‖3

)
− r2‖x‖+

(
4
3
r3
))

The �rst step in the solution of the RBF interpolation problem is the de�nition

of the form of the required interpolation function. Indicating with Φ the adopted

basis, with Ωi a set of RBF coe�cients, and with xi the location of the R RBFs

centres, it is possible to express the interpolation function s(x) as:

s(x) =
R∑
i=1

Ωi Φ (‖x− xi‖) + p(x) (7.1)

The polynomial term p(x) is added to the standard RBF formulation in order

to impose the recovery of the �uid-structure interface in case of a rigid translation

or rotation motion. In particular, the requirement for the recovery implies the

speci�cation of up to linear polynomials, as presented by Beckert and Wendland

[146]. Thus, p(x) is de�ned as:

p(x)x = γx0 + γxxx+ γxy y + γxz z

p(x)y = γy0 + γyxx+ γyyy + γyz z

p(x)z = γz0 + γzxx+ γzyy + γzzz

(7.2)

The interpolation problem is now reduced to the determination of the coe�cients

Ωi in Equation (7.1). This is done imposing the exact recovery of the original
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function, i.e. the positions of the structural nodes in the case of FSI problem.

Moreover, when the polynomial term is also included, an additional requirement

must be satis�ed:

N∑
i=1

Ωi q(x) = 0 (7.3)

applied to all polynomials q(x) with degree less than or equal to that of p(x).

Let's now de�ne the coupling matrix, H, that links the aerodynamic nodes dis-

placements to the structural ones. Moreover, let's indicate with the subscript s the

properties related to the structure nodes, whereas a indicates the aerodynamic ones.

The positions of the aerodynamic surface nodes, here indicated by the vectors xa,

ya ans za, can be expressed as a function of the extended structural position vectors

Xs, Ys, and Zs, by Equation (7.4).

xa = Aas ax = AasC
−1
ss Xs = HXs

ya = Aas ay = AasC
−1
ss Ys = HYs

za = Aas az = AasC
−1
ss Zs = HZs

(7.4)

where the matrices Aas and Css are de�ned as

Aas =


1 xa1 ya1 za1 Φa1s1 Φa1s2 · · · Φa1sN

...
...

...
...

...
...

. . .
...

1 xaN yaN zaN ΦaNs1 ΦaNs2 · · · ΦaNsN

 (7.5)
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Css =



0 0 0 0 1 1 · · · 1

0 0 0 0 xs1 xs2 · · · xsN

0 0 0 0 ys1 ys2 · · · ysN

0 0 0 0 zs1 zs2 · · · zsN

1 xs1 ys1 zs1 Φs1s1 Φs1s2 · · · Φs1sN

...
...

...
...

...
...

. . .
...

1 xsN ysN zsN ΦsNs1 ΦsNs2 · · · ΦsNsN



(7.6)

The term Φs1s2 = Φ(‖(x)s1−(x)s2‖) indicates the basis function evaluated on the

distance between points s1 and s2. Furthermore, the vectors Xs and ax (analogous

de�nitions hold for Ys, ay, Zs and az) are de�ned as

Xs =



0

0

0

0

xs


, xs =


xs1
...

xsN

 , ax =



γx0

γxx

γxy

γxz

Ωx
s1

...

Ωx
sN



(7.7)

Therefore, the aerodynamic nodes deformations are obtained simply solving the

linear system expressed in Equation (7.4).

Computationally, the time required to build the interpolation matrix is propor-

tional to N3
s , with Ns number of structural nodes (source nodes). The time required

to perform the matrix multiplication, instead, varies with Ns × Na, where Na rep-

resent the number of nodes on the aerodynamic surface mesh.

Finally, the inverse problem of force transfer from the aerodynamic mesh to

the structural one is solved evaluating the relative interpolation matrix. For this

purpose the energy conservation requirement is used. In particular, considering that
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the aerodynamic nodes displacements and the structural ones are related through

the coupling matrix H, i.e. ua = Hus, the use of the principle of virtual work leads

to

δW = δuTs · fs = δuTa · fa → fs = HT fa (7.8)

which states that the transpose of the displacement coupling matrix (earlier derived)

must be used to transfer forces, if the system energy is to be conserved.

The RBF method, therefore, provides an e�cient and compact way of transfer-

ring forces and displacements between the aerodynamic and structural simulations.

For this reason, it has been chosen for the high-�delity aero-structural simulation

later presented in Sections 7.4.2 and 7.4.3.

In this work Wedland's functions are preferred to other commonly used RBF

functions (see Table 7.1) due to their characteristic decay which leads to a more local

and physically meaningful displacement and force transfer. In particular, Wedland's

C2 functions are adopted (including the linear terms for structure to aerodynamic

surface mesh transfer) since they present a better trade-o� accuracy/computational

cost compared to higher order Wedland's functions, and have been found, in existing

literature, to produce good quality results [143, 144].

7.3 Methodology

The static aero-elastic analysis of high-lift con�gurations is here performed using a

simpli�ed, rapid approach. The motivation behind the selection of a lower-�delity

methodology over more detailed ones is twofold: �rstly, the usage of the developed

method is mainly intended for the preliminary design phase (when fewer details

and faster run-times are required); secondly, the method must be rapid and robust

to be implemented into a numerical optimisation process. The latter, in particu-

lar, is considered to be of crucial importance, since structure �exibility e�ects are
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becoming increasingly important when evaluating the aerodynamic performance of

wings in high-lift con�gurations. Consequently, a modi�ed version of the rapid

aero-structural coupling method presented by Agostinelli et al. [147] is used, in

conjunction with the quasi-three-dimensional simulation (introduced in Chapter 6)

and a condensed structural model (later described).

The presented methodology allows a rapid evaluation of the statically deformed

shape of the wing, and its relative aerodynamic performance. The main assumption

of the approach is that the distribution of �twist�, i.e. the rotation along the axis

perpendicular to the aircraft symmetry plane, is mainly responsible for the change

in the aerodynamic loads due to structural deformations. Therefore, all the other

contributions are neglected.

“Rigid” quasi-three-

dimensional simulation 

Aerodynamic Loads 

Reduced Structural Model 

 >  (end) ? 

 :=  +  

Converged?  

End 

yes 

no 

no 

yes 

Twist distribution 

2D section angle correction 

Aero-database 

Quasi-three-dimensional 

(with input twist) 

Generate Aero-database 

“Flexible” 

performance 

 := 1 

Figure 7.1: Work�ow describing the aero-structural coupling loop.

The work�ow in Figure 7.1 illustrates the steps needed to perform the rapid

coupling procedure. Firstly, a database is generated which contains the aerodynamic

loads, evaluated on the rigid con�guration, at di�erent angles of attack. The next
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step is to consider a speci�c angle of attack and, using the loads from the database,

evaluate the spanwise twist distribution at de�ned reference locations. Subsequently,

this information is used to correct the local angle of attack along the wing span.

The applied correction changes the generated aerodynamic loads, and so an updated

twist distribution must be calculated. Clearly, an iterative scheme must be used

to converge the deformations and the loads that produce them. Finally, once the

coupling procedure has converged, the next angle of attack of the 3D polar is selected,

and the coupling process is repeated until the entire �exible polar has been evaluated.

However, an underlying assumption is made when performing the local angle of

attack correction previously described. In fact, it is assumed that the wing sections

are rigid and parallel to the symmetry plane. Hence, changes in the section's ge-

ometry are not captured by the method. Moreover, when multi-element airfoils are

analysed, like in the case of high-lift con�gurations, the deployment settings of the

elements are also assumed to be �xed. This latter approximation is necessary to

guarantee that the 2D polars at the speci�c spanwise location remain unchanged

during the aero-structural coupling process.

A more detailed description of the individual modules that constitute the rapid

coupling process is provided in the following sections.

7.3.1 Aerodynamic Model

The quasi-three-dimensional approach described in Chapter 6 is here used to eval-

uate the aerodynamic loads for the rapid aero-structure coupling. In particular,

for every angle of attack included in the 3D polar of the �rigid� con�guration, the

spanwise distributions of the aerodynamic coe�cients (cl, cd and cm) is evaluated.

These distributions are, later, transformed into forces and moments, and collated

into what is here de�ned the �forces database�. It is this database that will be used

in the actual coupling process, avoiding the iterative execution of the quasi-three-

dimensional simulation at each coupling step. Once the coupling loop has converged
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for the considered alpha, the global cl, cd, and cm values of the deformed shape are

evaluated more accurately thorough the execution of a quasi-three-dimensional sim-

ulation which includes the converged twist distribution.

7.3.2 Reduced Structural Model

The structural model used in the rapid coupling procedure consists of a reduced

model [148] obtained from the complete 3D Computational Structure Mechanics

(CSM) of the wing. The choice of using a reduced model instead of a full 3D Finite

Element Method (FEM) is compatible to the design stage at which the method

will be used, i.e. the conceptual or preliminary design phase. In fact, at this stage

a detailed structural representation is unlikely to exist. Moreover, the condensed

sti�ness matrix approach here used presents satisfactory level of accuracy for the

proposed analysis (as shown in the validation study later presented), concurrently

keeping the computational cost and work�ow complexity at a minimum. Therefore,

a structural reduction analysis is performed to obtain a compact model for the

evaluation of the wing deformations.

The �rst step in the reduction process is to recognise that, for fairly slender high

aspect ratio wings, the structure behaves mainly as an ensemble of beam elements.

Consequently, each aircraft component can be represented as a beam lying on along

the locus of the shear centres. Furthermore, each beam is divided in several sections

or elements, so that a closer representation of the variation of the sti�ness properties

is possible. Finally, the model is condensed to reduce the number of degrees of

freedom, from the original order N to a much smaller set M. The so obtained reduced

model is, usually, termed a �Beam Stick Model� (BSM).

For the wing component, a set of reference nodes is chosen conveniently along

the span and, then, the equivalent sti�ness properties are extracted performing a

series of static �exibility tests. This is achieved connecting each of the speci�ed ref-

erence nodes to the neighbouring CSM mesh points through a multipoint connection
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Figure 7.2: Cut-out in a structural mesh to illustrate an example of a multi-
connection node in MSC®Patran.

node. Figure 7.2 illustrates an example of an high-lift structural model, where the

elements have been hidden to show the multipoint connections. These particular

nodes distribute the applied nodal forces to the CSM mesh and, concurrently, link

the mesh displacements to those of the reference node. The �exibility matrix of the

reduced structural model can now be obtained applying unit loads and moments on

each of the reference nodes alternatively, and measuring the displacements of all of

them.

The relationship which relates forces and displacements on the reference nodes

is illustrated below:

u = K−1 Z = S Z (7.9)

where S = K−1 represent the �exibility matrix of the reduced structural model and

the vectors u and Z are expressed as

u = (u1,x , u1,y , u1,z , r1,x , r1,y , r1,z , . . . , rM,z)
T (7.10)

Z = (F1,x , F1,y , F1,z , M1,x , M1,y , M1,z , . . . , MM,z)
T (7.11)

Therefore, by applying an unit load on, for instance, the �rst node in the x

188



7.3. Methodology

direction, so that F1,x = 1, the displacement vector u measured on all the reference

nodes represent the �rst column of the condensed �exibility matrix. Repeating this

procedure for each unit load at each reference node the reduced �exibility matrix

can be evaluated. It is, now, possible to evaluate the deformations on the reference

nodes due to a generic load case using Equation (7.9).

In the speci�c case of the KH3Y con�guration, 15 reference nodes have been

identi�ed along the span of the KH3Y wing. Those nodes have been connected

to the corresponding neighbour mesh nodes of the main element only. Hence, the

applied loads are transferred to the slat and �ap elements through the brackets

that connect the di�erent elements. Moreover, clamped boundary conditions have

been speci�ed at the root section nodes of both main and �ap element for all the

structural analyses results here presented.

7.3.3 Aero-Structure Interface

As introduced earlier, the preliminary step of the rapid aero-structural coupling

consists in the generation of a database containing the aerodynamic forces act-

ing on the wing. For this purpose, the results of the aerodynamic (quasi-three-

dimensional) simulation are interpolated onto the reduced structural model reference

nodes. Then, the aerodynamic coe�cients are converted into forces and moments us-

ing the dynamic pressure q∞, and the geometrical planform information (see Figure

7.3):

Fx = 1
2
ρV2S cx ; Fy = 1

2
ρV2S cy ; Fz = 1

2
ρV2S cz

Mx = 1
2
ρV2S cmx ; My = 1

2
ρV2S cmy ; Mz = 1

2
ρV2S cmz

(7.12)

The generated database contains spanwise forces and moments distribution com-

puted for various incidence of the 3D polar, and arranged in the 6M dimension array

of Equation (7.13). Recalling that M is the number of the reference nodes along
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Figure 7.3: Evaluation of forces and moments on the reduced structural model
reference nodes.

the span, and indicating with N the number of incidence used during the 3D polar

evaluation, the aero-database can be described as in Table 7.2.

Zm = (Fm, Mm)T (7.13)

Table 7.2: Example structure of the Aerodynamic Forces database.

Section 1 Section 2 · · · Section m · · · Section M

α1 Z1,1 Z1,2 · · · Z1,m · · · Z1,M

α2 Z2,1 Z2,2 · · · Z2,m · · · Z2,M
...

...
...

. . . · · · · · · · · ·
αl Zn,1 Zn,2

... Zn,m · · · Zn,M
...

...
...

...
...

. . . · · ·
αN ZN,1 ZN,2

... ZN,m
... ZN,M

The coupling loop can now be started. First of all, a �ight incidence is consid-

ered from the 3D polar simulation, and the correspondent aerodynamic loads are

extracted from the aero-database. Secondly, the reduced structural model obtained

in the previous section is used to evaluate the displacements of the reference nodes.

In particular, the displacement along the z-axis and the rotation along the y-axis
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are considered. Last, a correction on the local incidence is made per each spanwise

section as follow:

αm = βm + αflight (7.14)

where αm is the absolute incidence for a given section, βm is the geometric twist (or

rotation along the y-axis) and αflight is the �ight incidence.

The incidence correction just introduced has a direct e�ect on the generated

wing aerodynamic loads. Therefore, an iterative scheme is used to obtain the con-

verged deformed shape and performance. Indicating with i the iteration number,

the iterative process is expressed as:

ui+1 = S Zi (7.15)

where

Zi = f(ui−1 + ζ(ui − ui−1)) (7.16)

with ζ damping coe�cient chosen conveniently to guarantee convergence.

The �nal step of the rapid coupling procedure is the execution of a quasi-three-

dimensional analysis on the evaluated �exible wing. For this purpose, the defor-

mation �eld on the reference nodes is interpolated on the location of the quasi-

three-dimensional sections, and the aerodynamic simulation executed. It must be

emphasised that no changes in the deployment settings due to the structural defor-

mation are here considered. Hence, the sectional aerodynamic characteristics are

unchanged during the rapid coupling process. Consequently, only the inverse lifting

surface evaluation of the whole quasi-three-dimensional process must be performed,

which represent the least expensive part of the aerodynamic simulation. Finally,

this process is executed for every angle of attack of the 3D polar.

The described coupling methodology has recently been successfully applied by

Agostinelli et al. for the optimisation of wing twist distribution on a �exible wing in
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cruise con�guration [147], and for the performance prediction of a propeller powered

aircraft including wing �exibility e�ects [149]. In both those studies, the force

database is generated extracting the loads from RANS simulations.

7.4 Validation and Veri�cation

The validation study for the aerodynamic simulations has already been presented in

Chapter 6, where the quasi-three-dimensional results are compared to wind tunnel

data for two di�erent test cases. Thus, the following sections focus on the validation

and veri�cation of the rapid aero-structural coupling procedure. In particular, the

deformations obtained with the proposed method are compared against the results of

several higher-�delity simulations, which include coupled RANS-BSM and coupled

RANS-CSM analyses, and against wind tunnel measurements. However, �rstly a

validation of the CSM structural model used as reference for the reduction process

is presented.

7.4.1 Computational Structure Mechanics

Two di�erent CSM structural models are used in this work. The �rst one, created

using the commercial software Ansys®APDL, was provided by DLR (see Figure

7.4(a)). Solid elements are used to model the slat, main and �ap components,

whereas the connection brackets are modelled using shell elements. The slat is

attached to the main wing using 7 slat brackets, whereas the �ap is mounted with

5 �ap brackets. In addition, the inner �ap edge is clamped at the fuselage junction.

The validation of this speci�c CSM model has been previously performed during the

EUROLIFT II project [137], and it is here re-presented. The second CSMmodel uses

exclusively shell elements, and it has been generated in MSC®Patran (see Figure

7.4(b)).

For the validation of the structural model the available experimental data from
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the EUROLIFT-II programme of a concentrated load at the wing tip are used as

comparison. The plot in Figure 7.5 shows a good match of the Patran model com-

pared to the experimental data, whereas the APDL model shows a sti�er response.

The experimental data show a maximum tip de�ection of 25mm, over a 1400mm

span wing. This limited de�ection (≈ 2%) illustrates the sti� behaviour of the

wing model, which has to withstand the high dynamic pressure and low cryogenic

temperature of the ETW wind tunnel.

Although some di�erences are visible between the Ansys®APDL model and the

experiment results, this is the CSM model selected for the reduction procedure

presented in Section 7.3.2. The generated BSM is used throughout the rest of this

work as structural solver for the rapid coupling procedure.

7.4.2 �One-shot� Coupling Approach

The validation study for the rapid coupling approach is here divided in two steps.

Firstly, a simpler �one-shot� approach is used to compare the structural deformations

obtained using several level of simulation �delities. The one-shot approach does not

include the iterative process of converging structural deformations and aerodynamic

loads. In fact, a single linear static analysis is performed using the interpolated

aerodynamic loads from the aero model to the relevant structural nodes.

The increasing level of �delity simulations include: quasi-three-dimensional cou-

pled BSM; RANS coupled BSM; and RANS coupled CSM. The �rst approach ex-

ploits the already described rapid coupling process, with the imposed condition of a

single step in the iterative scheme. For the other approaches more details are given

below.

The RANS solution which provides the input loads is obtained using the com-

mercial CFD suite Ansys®CFX V15 on the medium grid available from the AIAA

High Lift Prediction Workshop [32]. The k-ω SST turbulence model is used, in

conjunction with an upwind �rst order scheme for the turbulence numerics and the
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(a) Ansys®APDL solid elements model

(b) MSC®Patran shell elements model

Figure 7.4: Computational Structural Models of the KH3Y test case in landing
con�guration generated with Ansys®APDL using solid elements (a), and with
MSC®Patran using shell elements (b)
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Figure 7.5: Displacement distribution along the z−axis for a concentrated load
applied at the wing tip. Experimental data (line with dots) are compared with
Ansys®APDL simulation (dot-dash line) and MSC®Nastran one (solid line).

�High Resolution� scheme for the remaining state variables. Figure 7.6 illustrates

the solution obtained for the hereinafter reference angle of attack, α = 7°, at the

onset �ow condition representative of the ETW experiment (summarised in Table

7.3). The �gure shows pressure contours on the aircraft surfaces, together with the

visualisation of the mesh on the symmetry plane. Moreover, streamlines are shown

to highlight the partial �ow separation occurring at the outboard �ap, as well as

the magnitude of the tip vortex shed.

Table 7.3: ETW wind tunnel �ow conditions.

Mach number Ma 0.2 [ - ]
Reynolds number Re 20.0× 106 [ - ]
Total pressure ptot 355.56× 103 [Pa]
Total temperature ttot 114.7 [K]
Dynamic pressure q∞ 9.7 [kPa]

In order to transfer the aerodynamic loads from the RANS solution to the BSM

for the execution of the second coupling approach, a lumping process for the forces is

performed. Firstly, the wing is divided into strips centred at the location of the BSM

reference nodes. Then, for each strip, a numerical integral of the forces is evaluated,

and the resultant and equivalent moment are evaluated on the BSM reference node

within the considered strip. Subsequently, the displacements of the BSM reference
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Figure 7.6: Ansys®CFX solution of the KH3Y test case in landing con�guration
for α = 7°. Surface pressure contours are visualised, together with streamlines and
turbulent kinetic energy contours on the slices perpendicular to the symmetry plane.
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nodes is evaluated from Equation (7.9), with the lumped forces and moments as

input loads.

Finally, in the last approach, the aerodynamic loads from the RANS solution

are transferred to the Ansys®APDL full 3D structural model. For this purpose,

the RBF interpolation strategy [143] described in Section 7.2.2 is used. The two

sets of point clouds considered for the generation of the interpolation matrix are

the aerodynamic surface mesh for slat, main and �ap, and the external nodes of the

structural mesh (excluding the supporting brackets). The aerodynamic loads and the

transferred structural ones are illustrated in Figure 7.7(a) and 7.7(b) respectively,

whereas the corresponding deformations, obtained after a static analysis of the CSM

model, are presented in Figure 7.7(c). The �gures show that a smooth distribution

of forces is achieved throughout the wing span, with the aerodynamic loads well

apportioned to the various wing elements (slat, main and �ap). The forces present

few concentrated spikes, which are a result of the �ne structural mesh and the small

distance between some of the structural nodes.

A summary of the three di�erent approaches is presented in Table 7.4, while the

obtained results are summarised in Figure 7.8. The plot illustrates a comparison of

the vertical displacement and the rotation along the y-axis, evaluated at the BSM

reference nodes. In addition, experimental measurements from the ETW wind tun-

nel are also plotted. Note that the wind tunnel data for the twist distribution have

been evaluated at a di�erent Reynolds number (and dynamic pressure), namely

Re = 15.1 × 106 [133]. Therefore, the RANS and quasi-three-dimensional simu-

lations have been performed also at this condition, in order to obtain meaningful

comparisons.

Clearly, the one-shot approach predicts lower deformations than the experimental

ones. However, this trend can be associated to the sti�er response of the Ansys

APDL structural model compared to the wind tunnel one, as shown by the validation

exercise in Figure 7.5. Nonetheless, the three approaches used show a remarkably
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(a) aerodynamic forces

(b) interpolated structural forces

(c) displacement along the z-axis [mm]

Figure 7.7: Aerodynamic loads obtained using a �one-shot� RANS-FEM coupling for
α = 7°. Ansys®CFX suite used for the aerodynamic simulation and Ansys®APDL
for the structural deformations.
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Table 7.4: Summary of aero-structural coupling approaches.

Aerodynamics Structure Coupling Procedure

Rapid approach
quasi-3D BSM* Rapid coupling using aero-database

and BSM twist distribution
�One-shot�
RANS BSM* RANS loads are extracted on strips

centred at the BSM locations and
applied to the BSM

RANS FEM (ANSYS®APDL) RBF interpolation strategy is used
to map RANS loads into FEM nodes

�Full-coupling�
RANS FEM (MSC®Patran) RBF interpolation strategy is used

to map RANS loads into FEM nodes,
the FEM displacements are obtained
and mapped back to the RANS mesh
using the same RBF strategy

*the ANSYS®APDL model is reduced to obtain the BSM

similar trend, with the quasi-three-dimensional coupled BSM estimating the higher

deformations. The lowest ones are, instead, predicted by the RANS-BSM approach,

while the RANS-CSM lays somewhere in between the two curves. Also, it must be

noticed that replacing the BSM with the full CSM in�uences mainly the torsional

response of the structure, as illustrated by the change in shape of the twist curve in

Figure 7.8(b).

Generally, a high correlation between the y-axis rotation distribution and the

vertical displacement is present, indicating that the bending moment is the major

cause of the wing twist. In fact, the bending-twist coupling is a typical behaviour of

swept-back wings, which is also highlighted in Figure 7.7(c) by the inclination of the

iso-z-displacement curves with respect to the symmetry plane (see Figure 7.7(c)).

In conclusion, a trial closed coupling loop is performed, interpolating the evalu-

ated deformation �eld of the Ansys®APDL model back to the aerodynamic surface

mesh. In order to perform this task, the transpose of the interpolation matrix gen-

erated for the force transfer is used. The possibility of exploiting the same matrix
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Figure 7.8: Structural deformation distributions along the span obtained using the
�one-shot� method. The rapid coupling approach (solid line) is compared against
experimental data (line with dots), as well as the results of the CFX-BSM (line with
squares) and CFX-APDL approaches (line with triangles).

for both forces and displacements transfer is one of the strength of the RBF formu-

lation, which not only allows computational cost savings, but also guarantees energy

conservation during the interpolation process. Figure 7.9 illustrates the deformed

aerodynamic surface mesh, obtained scaling the input structural deformations by a

factor of 5. The magni�ed deformations highlight particular areas where special at-

tention must be pai during the interpolation process. In particular, the junctions of

the di�erent �ap components represent complex regions where singularities can arise

in the numerical determination of the interpolation matrix. Those areas must be

smoothly resolved if a suitable aerodynamic mesh is to be obtained for further sim-

ulations. The obtained results are, however, already showing a good interpolation

of the structural deformations, though a small step develops at the outboard �ap
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junction. Nonetheless, the trial study has demonstrated the feasibility of such com-

plex CFD-CSM interpolation, and has provided promising results for the execution

of a static full-loop aero-elastic analysis, described in the next section.

(a) Complete Wing

(b) Inboard Flap junction (c) Outboard Flap junction

Figure 7.9: Initial (blue) and deformed (red) aerodynamic surface mesh, obtained
using the RBF method to interpolate the structural displacements (multiplied by
a factor of 5). Critical areas such as the inboard and outboard �ap junctions are
emphasised.

7.4.3 �Full� Coupling Approach

The one-shot validation study previously presented is here extended to the �full� cou-

pling case. The rapid coupling approach, which combines the quasi-three-dimensional

simulation with a BSM formulation, is, now, executed in the full iterative mode.

Moreover, in order to validate the obtained results, a higher-�delity static aero-

elastic analysis is performed, using the MSC®Patran structural model and the DLR

TAU RANS solver. A modi�ed version of the RBF interpolation method earlier de-

scribed is used to transfer forces and displacements between the aerodynamic and
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structural grids. In this speci�c implementation of the RBF method [150], di�erent

interpolation groups are de�ned for each wing element (slat, main and �ap), and

special treatments are implemented for the �ap junction regions. In addition, a sim-

ilar RBF formulation as the one used for the CFD-CSM coupling is used to transfer

the deformations of the aerodynamic surface mesh to the volume, as presented by

Rendall [143]. Finally, the aero-elastic loop is repeated until the deformed shape is

su�ciently converged.

The above described analysis is performed to obtain the �nal deformed con�gu-

ration illustrated in Figure 7.10. The same onset �ow conditions as the one speci�ed

in Table 7.3 are used. From the comparison with the initial rigid geometry it is clear

that, despite the high rigidity of the model, a considerable deformation is achieved

at the wing tip. As a result, the lift and drag coe�cients are reduced in comparison

to the rigid case. This is illustrated in Figure 7.11, where the convergence history

of the simulation is presented for both the �exible and rigid case simulations. In

particular, at the prescribed incidence angle of 7°, the results show a reduction in

lift of about 1.4% and a 2.5% decrease in drag.

For this speci�c case, a total of 5 loops, clearly indicated in Figure 7.11 with

vertical dotted lines, are needed to converge the simulation. The absolute di�erence

in maximum deformation between two consecutive iterations is used as convergence

criteria, and a value of 1 × 10−4 is here prescribed. Also, the convergence history

shows that some oscillation is introduced in the CFD simulation by the coupling

loops, with the solution stabilising after the third coupling loop, and converging

after 27000 CFD iterations.

The interpolated aerodynamic loads on the structure and the relative deforma-

tions, in term of displacement along the z-axis, are illustrated in Figure 7.13. The

force vectors show a similar distribution as the one-shot case, though the reduced

number of nodes in the structural grid (linked to the use of shell elements instead

of solid ones) leads to a somewhat more uniform interpolation. In fact, the force
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Figure 7.10: Initial rigid (blue) and deformed (red) wing after a �full� aero-structural
coupling analysis (5 loops) at α = 7°. The DLR TAU code is coupled with the
MSC®Patran model
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Figure 7.11: Convergence history of the static aero-elastic simulation TAU coupled
MSC®Nastran. The 5 coupling steps are marked by dotted vertical lines in the plot.
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spikes present in the previous case are here completely eliminated. The deformed

shape of the model also closely resembles the one-shot results. However, higher de-

formations are obtained compared to the previous analysis, with the plots showing

a maximum de�ection at the tip of about 32 mm, compared to the 22 mm of the

one-shot approach.
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Figure 7.12: Structural deformation distributions along the wing span. The high-
�delity �full� method convergence is shown, and compared against the rapid coupling
approach (solid line) and experimental data (line with dots).

The vertical displacements obtained with the rapid method and the high-�delity

analysis just presented, are compared against experimental results in Figure 7.12.

The converged high-�delity solution (at iteration 5) closely matches the wind tunnel

data, though the results fall slightly short in reaching the maximum deformation

value. This improvement compared to the one-shot case is, however, a result of

the more compliant CSM model (see Figure 7.5), rather than a consequence of the

aero-structure full-loop coupling. In fact, an analysis of the z-displacement plots at

various aero-structure coupling loops, also shown in Figure 7.12, indicates that the

high-�delity simulation �rstly increases the deformations at loop 2, but then reduces

them again and converges to a �nal equilibrium status almost identical to the �rst

loop. As a result, the simpler one-shot approach should be able to evaluate similar

deformation values.

The trend just described indicates that a weak interaction exists between aerody-
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namics and structure, since the characteristics of the �ow-�eld are not substantially

altered by the structural deformations. This is not the case, for example, for cruise

con�gurations, where the movements in the shock-wave location can lead to complex

aero-structure interactions. Therefore, the principal e�ect of the structural defor-

mations is the modi�cation of the local angle of attack along the span. Indeed, this

is the main assumption on which the proposed rapid coupling approach is based.

Finally, the convergence of the rapid approach is also presented in Figure 7.12,

where only minor di�erences are visible between the �rst and last loop. The under-

prediction of the deformation is a consequence of the BSM used within the rapid

approach, which has been based on the sti�er Ansys®APDL model.

In conclusion, the results show that the rapid approach can be as accurate as

higher-�delity coupling techniques for the prediction of the structural deformations

on an high-lift con�guration (see Figure 7.8). Therefore, it represent a powerful tool

for the inclusion of �exibility e�ects within preliminary design analyses.

7.5 Optimisation set-up and Results

The results provided by the extensive validation study performed demonstrate the

rapid coupling procedure to be, for the case analysed, as accurate as higher-�delity

methods. Therefore, the method is implemented within the high-lift optimisation

framework presented in Chapter 6. Consequently, a further step is added to the

work�ow, after the completion of the quasi-three-dimensional analysis. In particular,

the evaluated rigid 3D polar is used as input to start the rapid coupling analysis, and

so obtain the �exible performance of the con�guration. This extended framework

has been used for the numerical design of the KH3Y con�guration. Both the test

case and the optimisation set-up are identical to the one presented in Section 6.4.2.

The aim of the design problem posed is to optimise the landing performance of the

KH3Y con�guration, varying the deployment settings of the high-lift elements. A
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(a) interpolated aerodynamic forces [N]

(b) displacement along the z-axis [mm]

Figure 7.13: Structural deformations and aerodynamic loads obtained using a full
RANS-FEM coupling for α = 7°.
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summary of the objective functions and design variables de�nitions is presented in

Table 6.6.

Furthermore, the NSGA-II algorithm is selected to drive the optimisation pro-

cess, with the settings summarised in Table 4.5. However, an initial population of 28

individuals is speci�ed instead of the 48 reported in the table. Moreover, the pop-

ulation is evolved for 50 generations or until the convergence criteria (increment in

the objective functions values of the newly revealed optima) is met for 3 consecutive

generations.

The optimisation process was successfully executed and the maximum number

of generations halting criteria was reached. Of the 1400 candidates produced by

the algorithm, 283 were infeasible, with either intersecting elements or failure of the

quasi-three-dimensional analysis. When related to the total number of evaluations,

the failed designs represent a high percentage, about 20%, of the entire search pat-

tern. This is a drawback of GAs which, in the e�ort to extensively explore the design

space, incur many design failures (especially in the early stage of the optimisation).

Wall-clock time was minimised exploiting the parallel execution of the sectional

polars on a 8 node high performance cluster. As a result, the time associated with

each quasi-three-dimensional polar is reduced to around 30 minutes. Additionally,

the rapid coupling process is executed after the aerodynamic analysis, adding only a

small overhead (around 1 minute) to the computation. The overall wall-clock time

for completion of the optimisation process was around 30 days.

Figure 7.14 presents the search pattern and the revealed Pareto front at com-

pletion. The data is normalised with the values of the initial con�guration, so that

the datum is identi�ed by the location obj1 = −1 and obj2 = 1. The optimisation

algorithm has been able to identify designs which improve both the objective func-

tions, so dominating the datum con�guration. Nevertheless, the heuristic features

of NSGA-II are visible, with some designs exploring much less promising areas of

the design space. Besides, the design space appears more constrained by the clmax
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Figure 7.14: Search pattern and Pareto front revealed by NSGA-II after 50 genera-
tions for the �exible KH3Y.

criterion, since the Pareto front has an almost vertical trend. A more thorough

analysis of the dataset using �parallel coordinates� visualisation techniques [151] has

been conducted to investigate the peculiar search pattern revealed.

The parallel coordinate visualisation of the design space is presented in Figure

7.15. In the plot each analysed design point is represented by an horizontal line,

with the range of variation of the design variables and objective functions shown on

the vertical lines. Moreover, the colour scale indicates the design optimality with

respect to the posed problem, with blue shadings indicating improved performance.

Clearly the plot shows a general trend which characterises the optima con�gurations,

as demonstrated by the clustering of blue lines. In particular, for these designs, all

the design variables related to the slat element are reduced with comparison to the

datum value. The inboard �ap, instead, presents optimal gap settings at values

quite close to the datum, whereas a more substantial reduction in the overlap is

visible. The de�ection angle presents a characteristic split in its optimal value, with

a secondary pattern appearing at high values (light blue colour cluster). Finally,
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the outboard �ap presents an increased value for the gap, and decreased values for

both the lap and de�ection variables.

Figure 7.15: Parallel coordinate analysis for the �exible KH3Y optimisation,
coloured by optimality of the design. Datum is represented by the central black
line.

As in the case of the rigid KH3Y optimisation, a discontinuity is visible in the

pareto front (Figure 7.14), nearby the region of compromise designs. This charac-

teristic appears as a feature for the entire search pattern, which tends to split in

two distinct point clusters when close to the maximum performance region. Once

again parallel coordinates are useful tool to underpin the geometrical variations that

lead to this peculiar behaviour. Speci�cally, the regions of the search pattern that

present similar trend are clustered together into two di�erent subsets (see top-left

corner of Figure 7.16). Then, the respective parallel coordinate representation of

the two subsets are overlaid, as shown in Figure 7.16, illustrating the correlation

between the inboard �ap de�ection and the design point clustering behaviour of the
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search pattern previously highlighted. In fact, maximum de�ection of the inboard

�ap is associated with the upper left cluster, whereas somewhat lower de�ection

values characterise the second cluster.

Figure 7.16: Parallel coordinate analysis for the �exible KH3Y optimisation, clus-
tering of search pattern into two sub-sets and identi�ed correlation with inboard
�ap de�ection.

Two optima points, indicated as Optima_1 and Optima_2, are selected from

the Pareto front for further analysis. Table 7.5 summarises the improvements in

the objective functions as well as the changes in the deployment settings for the

two con�gurations. As previously concluded from the parallel coordinates analysis

the main geometrical di�erence between the optima is the deployment angle of the

inboard �ap, as illustrated in Figure 7.17. This di�erent setting appears to be

a�ecting more the L/Dappr performance of the con�guration than the maximum lift

value. Con�rmation of this trend is given by the L/D − α polar in Figure 7.18(b),

which presents lower L/D values for the Optima_1 compared to the other analysed

optimum design. The cl− alpha polar, instead, presents a close match between the

two optima, with the two curves almost overlapping.
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Compared to the rigid optimisation case a higher de�ection angle of the inboard

�ap is achieved, with resultant inboard shift of the load. Also the slat loads are

considerably reduced, with a de�ection angle that reaches the minimum value of

the de�ned range of variation. The combined e�ect of these results in a lower twist

distribution along the wing, and a slightly higher maximum lift coe�cient can be

achieved.

Table 7.5: KH3Y �exible case optimisation, design variables and objective functions
improvement for the two optimum designs Optima_1, and Optima_2.

Optima_1 Optima_2

∆obj1 −8.806% −8.730%
∆obj2 −5.190% −6.4135%

Slat (gaps)/(|gaps|0) 0.88 0.88
(laps)/(|laps|0) 0.88 0.90
(Θs)/(|Θs|0) 0.80 0.80

Flap Inb (gapf )/(|gapf |0) 1.00 1.00
(lapf )/(|lapf |0) 0.88 0.90
(Θf )/(|Θf |0) 1.20 1.14

Flap Out (gapf )/(|gapf |0) 1.12 1.12
(lapf )/(|lapf |0) 0.80 0.80
(Θf )/(|Θf |0) 0.96 0.93
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(a) Slat element

(b) Inboard Flap

(c) Outboard Flap

Figure 7.17: Geometry comparison of the datum KH3Y (grey), the Optima_1 design
(red) and the Optima_2 one (blue), �exible optimisation.
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�exible optimisation.
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Chapter 8

Conclusions

This thesis has presented the development and application of an optimisation frame-

work for the preliminary design of High-Lift aircraft con�gurations. Speci�cally,

Multi-Objective optimisation techniques are exploited to tackle real-world design

problems without imposing any a priori bias into the analysis. In this way, it is

possible to present the designer of High-Lift systems with a range of optima, i.e. a

Pareto front, which clearly captures the trade-o� between con�icting requirements.

The modularity of the presented framework has allowed the application of such

techniques to several test cases, starting from 2D multi-element airfoil up to 3D

wing-body con�gurations. The inclusion of di�erent optimisation algorithms as well

as several aerodynamic evaluation methods is one of the key innovative aspect of

the proposed approach. This feature allows the selection of the appropriate analysis

tool for the desired level of �delity or the speci�c stage of the design. Moreover,

the optimisation framework has been developed keeping in mind that it had to be

�exible and easily executed in two greatly di�erent computing environment: the

Academic and the Industrial Sponsor's one.

Using such framework the 2D GARTEUR A310 test case has been optimised for

take-o� conditions. The multi-level parallelisation of the framework has allowed the

use of accurate RANS simulations for the �ow-�eld evaluation, with the associated
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high-level of �delity. The presented optimisation case represents one of the few

applications found in literature where heuristic multi-objective algorithms have been

used in conjunction with RANS simulations. Two identical optimisation set-ups

have been executed using the innovative Multi-Objective Tabu Search algorithm and

the well-known NSGA-II. The obtained results have successively been compared in

order to assess the performance of MOTS in tackling the proposed design study.

The analysis identi�es the richness of the Pareto front as one of the limitation of

the evolution based algorithm (NSGA-II), since a maximum size is implicitly set

once the number of individuals is �xed. Furthermore, the enhanced local search

characteristic of MOTS results in a much more e�cient exploration of the design

space, with almost the entire search pattern being located in optimum regions of

the design space.

The optimisation study of the GARTEUR A310 airfoil is concluded with a multi-

point set-up, in which the maximum lift performance of the test case is maximised

concurrently to the minimisation of the its variation within a range of angles of

attack. This uncertainties minimisation problem is performed using the interval

analysis technique and de�ning appropriate objective functions. The resulting op-

timisation set-up is similar to the one proposed by Srinath [81], but the study here

presented is the �rst application of such methods to an high-lift con�guration. The

obtained results and Pareto Front illustrate the feasibility of such optimisation stud-

ies, although both the computational cost and the complexity of the design space

increase considerably. A characteristic �ap shape with a remarkably small gap to

the main wing is identi�ed as a peculiar feature for maintaining the lift performance

over a range of angles of attack close to clmax.

The application of the optimisation framework is extended to 3D geometries us-

ing a �quasi-three-dimensional� method to simulate the aerodynamic performance of

high-lift con�gurations. The method, �rst introduced by Jacob [112], has been used

in literature for the evaluation of the aerodynamic characteristics of high lift wing,
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though this is the �rst work where it is included within an automatic optimisation

framework. A realistic high-lift test case, the DLR F11 (KH3Y) wind tunnel model,

has been selected as application example. The deployment settings of the full-span

slat and of the two single-slotted �ap elements (inboard and outboard) are varied to

optimise the landing performance of the con�guration. The results show that, de-

spite the fact that the datum con�guration is already highly optimised, the MOTS

optimiser is able to identify regions of improvement in the design space. Once again,

the high level of parallelisation of the framework allows the use of heuristic opti-

misation algorithms in conjunction with more computational expensive simulations,

such as the evaluation of the entire aircraft polar needed for the estimation of the

case speci�c objective functions (−clmax and L/D at the approach angle of attack).

Finally, the framework is completed with the addition of a methodology for

the estimation of static aero-elastic e�ects. For this purpose, the rapid coupling

approach presented by Agostinelli et al. [149] is here adapted and used in conjunction

with the quasi-three-dimensional simulations. This unique aero-structural coupling

approach is proved to be, in an in-depth validation study, as accurate as higher

�delity methods for the speci�c application considered. Therefore, the culmination

of this work is the execution of a multi-objective optimisation of the KH3Y wing-

body con�guration including �exibility e�ects.

The obtained results present a Pareto front similar to the �rigid� optimisation

case, although the optima deployment settings are somewhat di�erent. In fact, the

inboard shift of the load is more pronounced in the �exible case, with the inboard �ap

reaching the maximum de�ection value within the de�ned range of variation. This

leads to a reduction of the bending-induced twist, and a consequent increase in the

local angle of attack of the outboard sections. Also, the slat deployment settings are

substantially changed in comparison to the datum design, with the optima featuring

a closer slat element, but deployed at a shallower angle. The identi�ed di�erences

between the rigid and �exible cases illustrate the importance of considering aero-
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structure in�uences early on in the design process. This is particularly true when

full-size aircraft are analysed, since they present not only a much more �exible

structural response than a wind tunnel model, but also experience higher forces due

to the higher Reynolds number value.

Although the focus of this work has been the application of multi-objective op-

timisation techniques to the design of High-Lift systems, much time and e�ort has

been devoted to the development of the optimisation framework itself. Indeed the

task is a challenging one, especially considering the number of di�erent methods and

algorithms included, as well as the diversity of computing environments the frame-

work had to be executed on. The complexity of the system is re�ected not only on

the di�erent input/output requirements of each module, but also on the handling of

data exchange and location. The author has identi�ed few key points that should

be considered when developing such frameworks:

� Automatic and robust execution of the constitutive blocks. Each

module of the framework should be executed without any intervention of the

user (excluding also any intermediate operation on input and output data) and

any possible step should be taken in minimising the probability of a module

failure;

� E�cient data handling. Ability to cope with data stored in di�erent lo-

cations (including shared drives in a network), checking availability of data

before execution of the module. Di�erentiated strategy for �le usage to reduce

wall clock time, copying small �les into the execution folder and using links to

the original location of bigger �les;

� Remove any temporary �le. Clear up the execution folder from old and

temporary data in order to avoid any accidental usage of outdated �les. Store

and backup only important information/�les;

� Restart capabilities. It is of paramount importance to be able to monitor,
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stop and restart the optimisation process. This is especially true when several

servers and clusters are used for the execution of the simulation tools, since a

failure in any of these will lead to a loss of data;

� Robustness to failure. The framework and the optimisation algorithm

(when it is possible to do so) should cope with failures of the evaluated de-

sign point, recording the reason for the failure and producing a new design to

evaluate;

� Debugging and post-processing. It is important to capture and store log

�les and errors in order to be able to debug and post-process the optimisation

results;

� Single run. It should be possible to run the analysis chain of the framework

outside of the optimisation loop for post-optimisation analysis. Any of the

analysed design point can, in this way, be easily re-evaluated to obtain more

detailed information on the design features that produced the performance

improvements.

These guidelines have been closely followed during the development of the opti-

misation framework used in the foregoing studies.

Finally, beside the described optimisation framework additional developments

have been carried out at the Industrial Sponsor: i.e. the APODO project. This

development is aimed at building a bridge within the aerospace industry between

the currently used manual design process and an optimisation assisted one. APODO

represents an unique example of application of POD surrogate model to the opti-

misation of high-lift airfoils. The presented results have shown the potential of the

proposed approach, but also its intrinsic limitations. In particular, the comparison

of the Pareto front revealed using the POD implementation and the one obtained

using the RANS-in-the-loop process (see Figure 5.15) highlights the computational

cost/accuracy trade-o� of the POD method. The produced results are of satisfactory
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quality, especially in view of the reduction in computational cost and the re-usability

of the POD model for further studies.

8.1 Future Work

The presented framework has enabled the aerodynamic optimisation of High-Lift

systems taking into account also static aero-elastic deformations within the analysis

process. Indeed this represents an important step toward the development of an

integrated system for the Multi-Disciplinary Optimisation (MDO) of such systems.

However, further developments are envisaged in order to fully exploit the advantages

of MDO and obtain a solution which is optimum at an overall aircraft level.

Firstly the deployment laws for the system's kinematics could be directly in-

cluded within the performed analysis. This would enable not only a direct speci�c

de�nition of the constraints which the system must satisfy (rather than a limitation

on the range of variability of the design variables as currently implemented), but also

the execution of multi-point optimisations, considering concurrently the take-o� and

landing performance of an high-lift con�guration. Furthermore, di�erent linkages

concepts and associated weight penalties could be considered within the same opti-

misation set-up, introducing binary design variables that would switch between one

concept and another depending on the element's position with respect to the main

wing. It is clear how these developments would be a natural extension of the multi-

point optimisation problem presented for the 2D GARTEUR A310 multi-element

airfoil.

Secondly, the availability of a structural model (even if a reduced one) could

be further exploited in order to include structural limitations on the �ap tracks as

a constraint within the optimisation process. In fact, better aerodynamic designs

generally lead to increased loads on the high-lift devices, with consequently thicker

tracks structures. As a result, those designs are associated with weight penalties,
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which could also lead to system infeasible solutions. Therefore, it is important to

consider such constraints within the optimisation process.

Moreover, in order to further reduce the wall-clock time to completion, the al-

ready implemented multi-level parallelisation could be �anked by a multi-�delity

approach. Speci�cally, CFD methods of di�erent level of accuracy can be combined

in order to accelerate the convergence of the optimisation process. Clearly, the pro-

posed optimisation framework o�ers a strong basis for further development, since

several methods have already been implemented and used in isolation. For exam-

ple, the 2D panel coupled boundary layer used within the quasi-three-dimensional

approach could be coupled with RANS simulations for the optimisation of high-lift

sections.

With regard to the APODO development, the POD-based optimisation presents

some clear strengths when compared to the �traditional� approach. In fact, it is the

natural bridge from a manual optimisation task, typical of a current design process,

to a completely automatic process. However, further development is required on

the ROM construction technique in order to increase its accuracy and range of ap-

plicability. In particular, the challenges of producing a high quality mesh around a

multi-element airfoil which retains its topology (requirement for the POD decompo-

sition) for di�erent deployment settings must be addressed. Clearly, this represents,

currently, the limiting factor in the application of POD-based optimisation to design

problems that present a wide range of variability of the design variables.

Finally, an interesting application case for the developed framework would be the

design of innovative high-lift solutions to enable laminar wing technology. In fact, no

well-established solutions are available for such application, and innovative concepts

can be explored using automatic optimisation techniques such as the one presented

in this thesis. It must be speci�ed that although laminar wings are designed to

achieve laminar �ow at cruise conditions, fully turbulent �ow can be assumed at

take-o� and landing, so that the presented methods can be applied for the design
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of such cases. Several technical challenges have to be overcome before laminar wing

technology can deliver the promised step-change. Particularly, natural laminar �ow

wings (wings designed to achieve laminar �ow without any control, either active or

passive) require the upper surface of the wing (suction side) to be extremely smooth

to avoid boundary layer transition. As a result, no step can be present on the

surface, excluding the use of the well established slat elements at the leading edge

of the wing. Therefore, non-conventional designs must be assessed and compared

to �nd a feasible solution. In this context, krüger �aps are becoming popular once

again, since they retract in the lower side of the wing, and also shield the wing leading

edge from bugs at low altitude �ights. Several concepts could be optimised using

the presented framework and assessed in term of the above mentioned requirements.
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Appendix A

Optimisation Framework

The description of the optimisation framework's implementation is presented in the

following sections, which describe the Architectural, Interface and Design character-

istics of the framework.

A.1 Architecture

The visual representation of the framework's architecture is presented in Figure

A.1. Three main modules can be identi�ed: the �optimiser�, the �interface� and

the �execution�. The optimiser is the core of the framework, and is the module

responsible for the control of the whole optimisation process. It is here that the

problem de�nition is speci�ed (in terms of design variables, objective functions and

optimisation algorithm's speci�c settings) and where the new designs are generated.

The optimiser is then connected to the execution module through an �interface�,

which translates the design variables provided by the optimiser into geometries. It

also generates input and control �les for the execution of the simulation methods.

Finally, the �execution� module is responsible for the actual run of the methods,

handling any dependency in terms of IT requirements as well as eventual submission

to the scheduling system of the HPC cluster.
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A.2. Interface Module

Optimiser Interface Execution 

Figure A.1: Architecture description of the optimisation framework.

A.2 Interface Module

The principal function of the �interface� module is the translation of the input design

variables provided by the optimiser into new geometries, which can then be analysed

using one of the available simulation methods within the �execution� module.

A process chain is implemented within this module, which starts with the pa-

rameterisation of the high-lift elements using the Free Form Deformation technique.

In particular, each of the element's shape is in turn modi�ed according to the spec-

i�ed displacement of the FFD control points. These parameters constitute part

of the input design variables' set, speci�ed within the optimiser module, which

also includes the deployment settings of each element. As illustrated in Figure

A.2, after the parameterisation step the modi�ed elements (contained in the Out-

put_geom.dat �le) are positioned according to the speci�ed deployment parameters

using a speci�c FORTRAN function, i.e. Deployment.f. Clearly, this step is skipped

if a pre-deployed geometry is used. Finally, this newly produced geometry (De-

ployed_geom.dat) is used as input for the simulation's process chain.

A.3 Framework Design

The actual implementation of the framework has been performed in C++, with

C and FORTRAN functions linked trough speci�c libraries. Executables for both

Windows and Linux platforms are then build using GCC compilers, to be run in
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PreDeployed_
geom.dat 

Stowed_geom
.dat 

Mots_master.cpp 
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Figure A.2: Work�ow representation of the optimisation framework. Main functions,
executables and data exchanged are shown.

either the academic or industrial IT environment.

In order to minimise the wall clock time to completion, di�erent parallelisation

strategies are exploited. Firstly, a �master and slave� architecture is used for the

optimisers, in which a master process controls the overall optimisation, while several

slaves are executed in parallel on an HPC cluster. Each of the slave process receives a

new design from the master, it then performs an evaluation of the design and returns

the relative objective functions values back. This parallelisation strategy is de�ned

�functional decomposition� and it is implemented using Message Parsing Interface

(MPI) techniques. In addition, each slave process can run a parallel execution of the

computational expensive analysis methods, such as RANS simulation. This further

parallelisation of the process is de�ned �domain decomposition�. An example of such

parallelisation strategies is illustrated in Figure A.3.
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Mots_master.cpp 

Mots_slave1.cpp ... 

Interface.cpp ... 

Cfx5solve.exe ... 

Mots_slaveN.cpp 

Interface.cpp 

Cfx5solve.exe 

Domain 1 ... Domain N Domain 1 ... Domain N Domain 1 ... Domain N 

Figure A.3: Parallelisation strategies: �functional� and �domain� decompositions are
used concurrently.

The work�ow representation of Figure A.2 illustrates how journal �les are used

for the execution of the commercial software packages. Speci�cally, a replay �le

(journal.rpl) containing the command to produce an high quality mesh around a

generic multi-element airfoil is used to execute the �ICEMCFD� software in batch

mode. A similar approach is used for the de�nition of the RANS simulation using

the �cfx5pre� software and the extraction of the important metrics trough �cfx5post�.

A slightly di�erent approach is used for the execution of the �Solar mesher� and the

�TAU� solver, since those software have been designed to be run in batch mode using

only a steering �le.

The actual execution of the optimisation process di�ers between the academic

and the industrial environments. In the �rst case, the whole optimisation process

is submitted as a single job to the scheduling system of the HPC cluster. The

required number of nodes for the job is the product of the nodes required by the

RANS simulation (de�ned by the user) by the number of slave processes speci�ed.

Instead, in the industrial HPC environment a new job is submitted every time a

RANS simulation (or a quasi-three-dimensional simulation) is executed.

The single job approach is clearly a faster solution, since the job will go through

the scheduling system only once (even though the nodes requirement is higher than
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a single RANS simulation). However, speci�c modi�cation or personalisation to

the scheduling system must be performed in order to include such types of jobs.

Therefore, when such �exibility is not available, as in the case of the industrial

environment, the standard scheduling system must be used. In the latter case,

speci�c functions have been implemented in the framework to check the completion

of the submitted jobs before starting the metrics extraction procedure. Clearly, this

approach is associated with an time penalty, although this is mitigated to a certain

extend by the greater HPC capabilities of the industrial sponsor's HPC and the

fact that the cluster is dedicated to run only such type of simulations (RANS or

quasi-three-dimensional).

Finally, in the case of a quasi-three-dimensional simulation, few speci�c functions

have been implemented in the framework to handle the submission and the execution

of the process. In fact, the quasi-three-dimensional simulation di�ers in many ways

from the 2D RANS or Panel ones. Fist of all, several sections are used as input

(one for each spanwise section) rather than a single one. Secondly, a maximum

of 8 sections can be run concurrently due to speci�c implementation of the quasi-

three-dimensional code and the architecture of the HPC cluster. Therefore, the

analysis is executed in batches of 8 sections at a time, until all the de�ned sections

are evaluated. Finally, the rapid aero-structural coupling procedure must also be

executed after a complete quasi-three-dimensional simulation.
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PhD Title: Multi-Disciplinary Optimization of 
Novel Aircraft Configurations 
Student: Giuseppe Trapani   
Supervisors: Prof. A.M. Savill, Dr. Timos Kipouros 
Eng. Stefano Tursi 
 

Aims & Objectives 
Analysis of high-lift aircraft configurations using parametric 

geometrical descriptions, sensitivity analysis and different 

performance simulation capabilities, in the context of the 

multidisciplinary and multi-objective design optimisation 

environment. Based on the Airbus tool-chain expanded 

with several tool-kits developed at Cranfield University. 

Contribution to Airbus 
The implementation of  automated  multi-disciplinary 

optimisation process will  lead to a faster, more efficient 

design process resulting in both a step change increase 

in aircraft performance and a considerable reduction on 

time to market. 

YEAR           4 

POINTS 6462 

Next 

 

 

Fig.6 – Design of Experiment setup within 

Wisdom R&T software. Elements’ 

deployments settings available to use as 

design variables. 

Fig.7 – The generated design points are 

automatically evaluated using Airbus RANS 

CFD chain. 

Fig.8 – A Proper Orthogonal Decomposition 

model is constructed using all the 

successful RANS simulations. Deployments 

variables as well as angle of attack can be 

used as input parameters. 

Fig.9 – The POD model is used to perform 

the optimisation studies on the local pc 

station. 

Fig.10 – Pareto Front 

obtained  using a POD model 

built on 250 RANS design                                     

points and the NSGA-II 

optimisation algorithm. Industrial 

application 

and POD 

Fig.1 –  Optimization framework. The 

initial geometry is modified by the FFD, 

meshed and evaluated in ANSYS and 

finally the objective functions are sent to 

the Multi Objective Tabu Search optimiser. 

Fig.2 – Free Form Deformation on flap 

element. The shape of the airfoil is 

controlled by the movements of the 

overlapped grid of points. 

Fig.3 – The Garteur A310 Test Case used 

in the optimisation applications. 

Fig.4 – Pareto Front and Search Pattern. 

Single-Point maximisation of lift and 

minimisation of Drag. 

Fig.5 – Pareto Front and Search Pattern. 

Multi-Point maximisation of lift and robust 

polar at near stall angle. 

ANSYS CFX 
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MOTS 

ICEMCFD 

2D multi-

objective 
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Fig.15 – Reduction of the wing full CSM to a 

Beam Model. 15 sections along the span 

have been used. 
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Fig.16 – Generation of the Aerodynamic 

Database and transfer of forces from 

aerodynamic to structural model. 

Fig.17 – Rapid coupling loop. The quasi-3D 

polars are used as inputs of the process, 

which evaluates the flexible performance. 

a+ twist 

? 

Fig.18 – Validation of the Rapid aero-

structural coupling process. Comparison 

with full CFD-CSM data. 

Flexibility 
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Fig.11 – Quasi-3D method. Aerodynamic 

coefficients of 2D sections along the span 

are evaluated and patched together using a 

lifting surface method. 

Fig.13 – Implementation of the quasi-3D 

method within an optimization framework 

using the commercial software 

ModelCenter® 

Fig.14 –  Pareto Front & Search Pattern. 

Results of a multi-objective optimisation 

on the F11 test case in landing 

configuration. 
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Fig.12 – Validation 

of the Quasi-3D 

approach on the 

DLR F11 geometry. 

Comparison with 

RANS and Wind 

Tunnel Data.   

̶̶ ̶̶  Q3D   ̶̶̶̶ ̶̶̶̶  WT  ♦ RANS 

C
l 

a 

C
l 

Cd 

Quasi-3D 

approach 

D
is

p
la

c
e
m

e
n
t 

Span 

R
o
ta

ti
o
n

 

Span 

̶̶ ̶̶  Q3D   ̶̶̶ ̶̶̶  CFD-CSM 

C
d

 

Clmax 

POD 

DOE 

POD_par
eto 



B.1. Posters

250



PhD Title: Multi-Disciplinary Optimization of 
Novel Aircraft Configurations 
 

Student: Giuseppe Trapani 
Supervisors: Prof. A.M. Savill, Dr. Timos Kipouros 
Eng. Stefano Tursi 

Aim of the Research 
 

The aim of the research project is the analysis of novel aircraft configurations 

using parametric geometrical descriptions,  sensitivity analysis and different 

performance simulation capabilities. Such analysis is to be carried out in the 

context of the multidisciplinary and multiobjective design optimisation 

environment based on the Airbus tool-chain expanded with several tool-kits 

developed at Cranfield University. 

2D High-Lift Optimization 
 

Initial focus of the research project has been the development of a 

framework for the automated optimization of multi-element airfoils (fig.1). In 

particular, a Multi-Objective Tabu Search optimizer has been coupled with a 

Free Form Deformation tool (fig.2) and the commercial cfd suite Ansys 

Icemcfd and Cfx5. The different tools have been interfaced through dynamic 

journals automatically generated by a c++ code. Two optimization processes 

have been performed at Cranfield University HPC cluster using the Garteur 

A310 test case (fig.3) as the baseline input. 

 

 

 

 

 

 

 

 

 

 

 

 

Single-Point 

The deployment settings of slat and flap have been selected as design 

variables (6 in total), with no change in element shape. The lift and drag 

coefficient at a fixed angle of attack (AoA) represent the two objective 

functions. The optimization has been halted after 450 hours, corresponding 

to 164 optimization iterations and 1217 cfd evaluations. 

 

Multi-Point 

This set-up has been performed to include operational robustness into the 

design process. Three angle of attack are considered for the evaluation of 

the objective functions, which represent the lift performance (obj1) and its 

variance with AoA (obj2). Flap shape changes have been included, 

increasing the design variables number to 12. 

 

 

 

 

 

 

 

 

 

 

 

Quasi 3D High-Lift Optimization 
 

A similar framework for multi-element airfoil optimization has been 

implemented at Airbus UK (Filton) using the commercial software 

ModelCenter 10.0 and the Solar-Tau cfd chain. This has been expanded to 

perform quasi 3D optimization, using a 2D coupled panel method boundary 

layer and a lifting surface code. The tool allows the rapid evaluation of lift 

and drag performance of a 3D high-lift wing configurations. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The framework has been used to perform the optimization of an 

“Airbus-like” wing in landing configuration. The deployment settings of the 

inboard and outboard high-lift devices have been allowed to change 

independently. Lift over drag ratio at approach (L/D) and maximum lift 

coefficient (Cl_max) represent the objective functions.  

Acknowledgement 
 
I would like to thank my supervisors, Airbus Operation Ltd and the EPSRC for 

giving me the opportunity to carry out this challenging research project. 

Future work 
 

• Validate the Q3D flexible optimization framework and perform 

multi-objective and multi-disciplinary optimization of novel wing configuration 

and/or novel high-lift devices 

• Include higher fidelity cfd tools (RANS) into the quasi 3D optimizations. 

• Develop and bring into production as an Airbus design tool a Principal 

Orthogonal Decomposition (POD) optimization framework for high lift airfoils. 

 

 

 

 

 

Fig.4 –Pareto Front and Search Pattern: (a) Single-Point; (b) Multi-Point 

Flexible Wing 
 

  As a result of a collaboration  

  with Researcher Engineer

  Christian Agostinelli a rapid 

  static coupling process has 

  been implemented within the 

  Q3D optimization framework. 

  At each optimization iteration 

  the lift distribution obtained 

from the quasi 3D tool is used by the tool to evaluate the new wing twist 

distribution and, therefore, the “flexible” performance of the wing. 

Preliminary results obtained with the described methodology are currently 

being analysed and validated. 

Fig.1 –  Optimization framework 

Fig.2 – Free Form Deformation on flap element 

Fig.3 – Garteur A310 Test Case 

Contribution to Airbus 
 

The research project, carried out within the CFMS context, will contribute to 

the achievement of the challenging goals posed by the ACARE Vision. In 

particular, the implementation of an automated multidisciplinary optimization 

framework will lead to a faster, more efficient design process resulting in both 

a step change increase in aircraft performance and a considerable reduction 

on time to market. 

Fig.5 –  Quasi 3D ModelCenter 

Optimization Framework 
Fig.6 –  Q3D Pareto Front & Search 

Pattern 

F 

M 

Fig.7 – Rapid static coupling process 

Snapshots POD representation Approximated Flow-field 

Fig.8 – POD approximation of RANS 

(a) 
(b) 
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Aim of the Research 
 

The aim of the research project is the analysis of novel aircraft configurations 

using parametric geometrical descriptions,  sensitivity analysis and different 

performance simulation capabilities. Such analysis is to be carried out in the 

context of the multidisciplinary and multiobjective design optimisation 

environment based on the Airbus tool-chain expanded with several tool-kits 

developed at Cranfield University. 

 

Contribution For Airbus 
 

The research project, carried out within the CFMS context, will contribute to the 

achievement of the challenging goals posed by the ACARE Vision. In particular, 

the implementation of an automated multidisciplinary optimization framework 

will lead to a faster, more efficient design process resulting in both a step 

change increase in aircraft performance and a considerable reduction on time 

to market. 

 

2D High-Lift Optimization 
 

Initial focus of the research project has been the numerical simulation of the 

flow-field around 2D High-Lift configurations. The Airbus Test Case A has been 

selected as case geometry and a validation and verification analysis has been 

performed. 

Two different frameworks have been developed for the automated optimization 

of 2D high-lift airfoils. Using the Cranfield University tools a Multi-Objective Tabu 

Search optimizer has been coupled with a NURBS parameterization code 

(PARATOOL) and the commercial CFD suite ANSYS ICEMCFD and CFX5. The 

different tools have been interfaced through dynamic journals automatically 

generated by a c++ code. 

Implementation at Airbus has been carried out using ModelCenter 10.0 and its 

built-in optimization toolkit. Two different evaluation tools have been included 

within the framework: a panel coupled boundary layer code (HILI) and a RANS 

tool-chain software (Solar-Tau). 

The deployment settings of slat and flap have been selected as design 

variables (6 design variables in total), while the lift and drag coefficient 

represent the two objective functions.  After 27 iterations, corresponding to 215 

CFD evaluations, the optimizer has found several solutions that increase both 

the performance criteria.  
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Fig.1 – Test Case A Validation Analysis: (a) Geometry; (b) Drag and Lift polars; (c) Flow-field and Cp 

Fig.2 – Optimization frameworks: (a)Airbus; (b)Cranfield University 

(a) (b) 
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Fig.3 – (a) Pareto Front and Search Pattern; (b) Wake visualization of datum and chosen optimum 

(a) (b) 

[1] Trapani G., Computational Aerodynamic Design for 2D High-Lift Airfoil 

Configurations. VI Pegasus AIAA Student Conference, Seville, 27th-30th April, 2010 

A similar optimization process has been 

performed using a genetic algorithm (Darwin) 

and the low-fidelity CFD tool implemented in 

ModelCenter. The faster execution time of the 

evaluation tool allowed the execution of more 

than 5000 objective functions evaluations and, 

hence, an in-depth exploration of the design 

space. However, only few of the optima 

increase both the performance criteria. This is 

probable due to the limitations of the low-

fidelity evaluation tool at high angles of attack. Fig.4 –  Pareto Front and Search Pattern 

Results 
 
The optimization framework of fig.2(b) has been used to perform a single point 

optimization process of the Test Case A. Results of a previous optimization of 

the same test case can be found in [1], although a different angle of attack was 

considered. Moreover, a more accurate CFD process has been adopted here, 

using a different mesh strategy.  

Fig.5 –  Multi-Point analysis 

Way forward 
 

In order to introduce operational robustness into the 

optimization process a multi-point optimization has 

been set-up. Three angles of attack are considered: 

the angle at which maximum lift occurs ±1º. The aim 

of the optimization is to increase the lift performance 

within the considered range and, concurrently,  

minimise the off-design performance reduction. The 

drag performance of the configuration is taken into 

account using penalty constraints. A simulation is 

currently running in the HPC cluster of Cranfield 

University. 

Fig.6 – (a) Trap Wing geometry; (b) Validation results 

(a) (b) 

Finally, a quasi 3D optimization process has been set-up within the 

ModelCenter framework. The evaluation tool used comprises the 2D panel 

method HILI coupled with a lifting surface code. The tool allows the rapid 

evaluation of lift and drag performance of a 3D high-lift wing configuration. A 

validation and verification process of the tool is currently being performed. 

ANSYS CFX 

PARATOOL 

MOTS 

ICEMCFD 
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The aim of the research project is the analysis of novel 
aircraft configurations using parametric geometrical 
descriptions,  sensitivity analysis and different 
performance simulation capabilities. Such analysis is to 
be carried out in the context of the multi-disciplinary and 
multi-objective design optimisation environment based 
on the Airbus tool-chain expanded with several tool-kits 
developed at Cranfield University. 

March 2012  

Giuseppe Trapani 

Introduction 

Future Work 

Summary of Results 

The next steps of the research encompass: 
• Exploit the capabilities of PARATOOL and include element 
shape modification; 
• Perform quasi 3D optimisations driven by the design 
requirements for high lift systems for both take-off and 
landing; 
• Include a structural model within the framework to 
perform “Elastic” wing design; 
• Consider non-conventional high lift configurations. 

Approach To Problem 

The development of a “quasi” 3D optimization process has 
represented the following step. The evaluation tool used 
comprises a panel method coupled with a lifting surface 
code. A rapid evaluation of lift and drag performance of a 
3D high-lift wing configuration is possible using 2D airfoil 
sections and planform definition as input. 

A single point optimisation has been performed using the 
framework depicted in figure 2a. Slat and flap 
deployment settings are the design variables (6 in total) 
while the lift and drag coefficient are the two objective 
functions.  Figure 4 shows the Pareto Front and the 
Search Pattern found after 93 MOTS iterations, 
corresponding to 537 CFD evaluations, together with a 
comparison of the polar curves for datum and optima. 

Supervisor: Prof. M. Savill/Dr T. Kipouros 

Multi-disciplinary Optimisation of Novel Aircraft Configurations 

The research project, carried out within the CFMS 
context, will contribute to the achievement of the 
challenging goals posed by the ACARE Vision. In 
particular, the implementation of an automated 
multidisciplinary optimization framework will lead to a 
faster, more efficient design process resulting in both a 
step change increase in aircraft performance and a 
considerable reduction on time to market. 

Contribution to Airbus 

Fig.2 – Optimisation frameworks: (a) Cranfield ; (b) Airbus 

(a) (b) 

Fig.1 – RANS Simulation of the 2D High Lift Test Case A geometry 
Fig.3 – Quasi 3D Optimisation Framework 

Fig.4 – 2D Single Point Optimisation Results 

Initial focus of the research project has been the 
development of an automated optimization framework for 
the design of 2D high-lift airfoils (see Figure 2). Two 
different implementations have been performed: 
• @ Cranfield University – A Multi-Objective Tabu Search 
optimizer has been coupled with a NURBS parameterization 
code (PARATOOL) and the commercial CFD suite ANSYS 
ICEMCFD and CFX5 through a c++ interface; 
•  @ Airbus – ModelCenter 10.0 and its built-in optimisation 
toolkit have been used to integrate a panel coupled 
boundary layer code and one of Airbus RANS tool-chain.  

Fig.5– 2D Operational Robust Optimisation Results 

The multi point optimisation has been set-up to introduce 
operational robustness within the design process. The 
outcomes of the optimisation after 78 MOTS iterations 
(1743 CFD evaluations) are presented in figure 5.  

EngD Studentship – Airbus UK Filton 
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