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ABSTRACT

Complex products are comprised of a large number of tightly integrated components, 

assemblies and systems resulting in extensive logical and physical interdependences 

between the constituent parts. Thus a change to one item of a system is highly likely to 

lead to a change to another item, which in turn can propagate further. The aim of this 

research therefore is to investigate dependency models that can be used to identify the 

impact and trace the propagation of changes in different information domains, such as 

requirements, physical product architecture or organisation.

Initially, the state-of-the-art on causes of engineering changes together with change 

management and change impact analysis methods was explored. This showed that the 

latter have limited capabilities to model dependencies and focus on only one or two 

specific domains.  

A meta-model was developed that enables the effective elicitation of dependencies 

between items in multiple domains. Subsequently, novel algorithm was developed to 

trace these dependency models while considering the appropriate level of detail, limit 

redundant information and control the propagation between different domains. Finally, 

an additional algorithm was developed to identify possible impact sets in order to 

support the discrimination of alternative concepts. 

A prototype software was developed in collaboration with the partners in the European 

project VIVACE in order to evaluate the developed methodology. A large case study 

based on a Masters’ course group design project of a supersonic business jet was then 

used to discuss with industry the capabilities of the methodology. The evaluation studies 

and discussions indicated that the proposed methodology can be useful, especially with 

regard to establishing the potential extent of the impact of changes within a complex 

single domain or across multiple domains. It was further observed that there is a limit to 

the level of design detail that can practically be modelled and additional tacit knowledge 

is needed for a proper interpretation of the change impact. 
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This chapter introduces the research presented in this thesis by first laying out the 

importance of design changes or engineering changes (ECs) to complex product 

development in industry and consequently their relevance as a research topic. Secondly, 

particular issues related to product changes faced in the aerospace industry are 

discussed. Thereafter, the motivation for the research is described and the contribution 

of the research to industry discussed. Subsequently, the research aim, objectives and 

research questions were formulated. An overview of the thesis structure and summary 

concludes this introductory chapter. 

CHAPTER I:

Introduction
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1 Importance of design changes 

Changes to the design of a product occur continuously from concept, through definition 

and development, to manufacture, and then into service (Figure I-1). These are often 

more the rule than the exception during product development. There can be different 

reasons for introducing changes. Changes can emerge when product weaknesses or 

deficiencies are identified (Eckert et al., 2004). These deficiencies can appear over the 

whole of the product life cycle. But even with the best design practice, it is impossible 

to prevent these product changes. Design is a human activity and design outcomes can 

never be completely predicted. Influences outside the control of a designer can always 

affect a product design. As result, a design can always be improved and “the nirvana of 

a perfect design is constantly out of reach” (Inness, 1994).

On the other hand, changes can be initiated by a designer. A reason can be to create a 

new product by modifying or changing an existing one. These modifications can 

address customers’ needs by making products faster, cheaper or increasing their 

functionality. Also changes can be initiated to bring products in line with new 

regulations or industry standards. Modifying existing products can furthermore enable a 

rapid introduction of new products necessary in the current highly competitive markets 

(Inness, 1994). Also creating product variety to extend its potential market is an 

important driver for design modifications (Fricke & Schulz, 2005). Sometimes, new 

product development by means of modifying tested and validated products is even 

preferred to radical new designs from a safety and reliability point of view (Eckert et al., 

2006).

Figure I-1:  Number of ECs over product life cycle (Nichols, 1990) 
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Furthermore, the consequences of ECs during the product development and afterwards 

are not always expected and wanted. Particularly for complex products where no single 

person has the full understanding of all the design aspects in detail (Eckert et al., 2004), 

it becomes difficult to predict the complete detailed impact of a change. Simons (2000) 

gives an example of a helicopter redesign case at GKN Westland where the unexpected 

propagation of a change to the wheels led to a 3-4 month delay and an additional cost of 

£50,000.  Terwiesch and Loch (1999) report that ECs can consume one-third to one-half 

of engineering capacity and represent 20% to 50% of tool costs. Nichols (1990) 

concludes that changes can have major impacts on the product’s time to market, pricing 

and quality. The effectiveness and efficiency with which a company can predict or 

control changes could have a significant impact on its competitiveness. Therefore, 

companies initiate a formal or informal EC process when a request for a change is 

made. This process strives to find the best solution to implement the change in the 

product design. A generic EC process is depicted in Figure I-2 and comprises of three 

stages, namely EC Proposal, EC investigation and EC embodiment. (Rivière et al., 

2002b).

Figure I-2: A Generic EC Process (Rivière et al., 2002a) 

Current practices for dealing with ECs often use formal configuration management 

procedures and rely heavily on human communication, the knowledge and experience 

of individuals in a specific system area, as well as common sense. In order to improve 

the capacity to manage time, cost, resources and quality, many industrial studies (Fricke 
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et al., 2000; Huang & Mak, 1999; Hsu, 1999; Pikosz & Malmqvist, 1998; Earl et al., 

2005) have been carried out and strategies to cope with changes have been suggested. 

Much research in the past focussed on the development of methods to better manage 

changes (Fricke et al., 2000; Huang et al., 2000). Others tried to minimise the impact of 

ECs by suggesting strategies to design more robust products which can resist or absorb 

changes better (Schulz et al., 2000; Martin & Ishii, 2002).

Another approach focuses on methods to predict the extent of impact of a change using 

connectivity models of the product and its related knowledge (Guenov, 1996). This 

research takes into account that complex products or systems are comprised of a large 

number of tightly integrated components, assemblies and systems resulting in extensive 

logical and physical interdependences between the constituent parts. Thus a change to 

one item of a system is highly likely to result in a change to another item, which in turn 

can propagate further (Eckert et al., 2004). It is widely acknowledged (Jarratt et al., 

2002b; Rivière et al., 2003) that the analysis of change propagation is necessary for 

predicting and simulating the impact of change. Proposed methods include probabilistic 

analysis (Clarkson et al., 2001) of the connectivity model and visualisation of change 

propagation paths (Eckert et al., 2006). 

2 Changes in the aerospace industry 

In the aerospace industry, companies are continually aiming for more reliable, higher 

performing products which fulfil better the individual customer’s needs through product 

variety at an ever lower cost. Furthermore, the aerospace industry as other 

manufacturing industries faces globalisation and fragmentation resulting in an 

increasingly mobile workforce. Additionally, its product and its associated processes are 

complex and require design experts from many different disciplines and increasingly, 

located in different companies. As a result, the conjecture is that relevant knowledge 

that can be formalised needs to be elicited, stored and, when appropriate, retrieved in 

subsequent design projects (Clarkson & Hamilton, 2000). This should help to enable a 

global and consistent shared view of the product information across a distributed design 

environment that has been envisioned (Coleman et al., 2005; Rutka et al., 2006). An 
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argument in support is that aerospace products are developed in the context of a highly 

regulated and safety conscious industry. As a result, designs are generally conservative 

since new products based primarily on older certified designs are generally more likely 

to meet with regulatory approval (Clarkson & Hamilton, 2000). Consequently, the 

availability of product information of existing aircraft will support the development of 

new aircraft. If aerospace companies are to improve the efficiency and effectiveness of 

their design processes, a more integrated and shared EC impact analysis approach 

within organisations and across their supply chains appears to be needed to support the 

decision-making in the EC processes (Rivière et al., 2002b). 

3 Motivation 

The research presented in this thesis is the author’s contribution to Cranfield 

University’s work performed for the ‘Change Impact Analysis’ (CIA) task in the project 

VIVACE which stands for ‘Value Improvement through a Virtual Aeronautical 

Collaborative Enterprise’. This project is partly funded by the sixth framework 

programme of the European Commission. It brings Airbus and other European 

aerospace companies together with research institutes to enable “an Aeronautical 

Collaborative Design Environment and associated Processes, Models and Methods […] 

providing to the aeronautics supply chain in an extended enterprise, virtual products 

with all requested functionality and components in each phase of the product 

engineering life cycle” (VIVACE, 2005). The CIA task specifically aimed to develop 

new methods or improve existing methods “to support decision-making in engineering 

change processes and concept alternative discrimination” (Coleman et al., 2005). 

Consequently, the objectives were defined as reducing the aircraft development lead 

times and cost and improving the customers focus and product quality (Figure I-3). The 

main participants were major European aerospace companies.  
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Figure I-3: Change Impact Analysis objectives in VIVACE (Coleman et al., 2005) 

The industrial requirements were formulated based on the work previously carried out at 

the industrial partners (Coleman, 2003) and a review of the state-of-the-art on 

engineering change theories and practices. The result was the development of a 

prototype software that could be used to demonstrate and validate a change impact 

analysis methodology in an industrial context. The contributions from the author 

focussed on the implementation of algorithms that tracked the propagation of a change 

and algorithms that could cluster and partition dependency matrices to support 

robustness evaluation and optimise task sequences.  

The proposed methodology presented in this thesis is based upon the author’s 

contributions to the development of the meta-model for storing interdependencies and 

the propagation algorithm in the CIA task. The methodology was also extended with 

features that were not included in the CIA approach. Therefore, the CIA prototype 

software was also extended by the author to enable an evaluation of the proposed 

methodology.  

Use Cases were used by the industrial partners to verify the demonstrator and validate 

the CIA methodology in the VIVACE project. These were four use cases considering 

the cockpit architecture, engine pylon and wing architecture (Rutka et al., 2005). 

However, the author had no access to these use cases. Therefore, the evaluation of the 

proposed methodology for this thesis was performed separately from the validation 

studies in the CIA task. This also ensured that it was an independent review of the 

author’s individual work.
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4 Research aim, objectives and questions 

During the engineering change process, the impact of an EC needs to be identified and 

subsequently alternative solutions need to be selected and evaluated. Therefore, the 

research aims to support the engineering change process by investigating and 

developing methods to simulate and analyse the propagation of changes in an 

engineering product, process and/or organisation (Figure I-4). These methods should 

support throughout the product lifecycle the identification of the possible extent of the 

EC impact across multiple domains such as the physical product architecture, design 

parameters, requirements and the organisational break-down. They should also support 

the decision-maker in selecting feasible solutions by identifying possible sets of items 

that need to be changed.  As a result, a more integrated and shared approach to 

investigate EC across an organisation should be possible.

Figure I-4: Research Aim 

To enable a global shared view in a distributed design environment, the first objective 

(Figure I-5) is the development of a generic approach to elicit knowledge about the 

logical and physical interdependences between the constituent parts within systems and 

their related information in multiple domains across the product lifecycle. This can 

come from existing knowledge repositories or can be captured from system experts. 

Furthermore, the captured knowledge needs to be maintainable, i.e. it must be possible 

to review, modify and validate it. The method needs to be scalable which means it needs 

to be applicable to different product sizes and different levels of detail. 

Figure I-5: Research Objective 1 



8

Subsequently, the second objective (Figure I-6) is to optimally exploit the captured 

knowledge in order to identify the potential extent of the impact of an EC. Therefore, a 

method should be developed that can trace the propagation of ECs and which considers 

the appropriate level of detail, limits redundant information and organises the 

propagation between different information domains.  

Figure I-6: Research Objective 2 

The third objective (Figure I-7) is to analyse the identified impact of an EC in order to 

subsequently identify possible groups or sets of affected items, referred to in this thesis 

at ‘impact sets’. These impact sets should support the decision-maker with the 

identification feasible solutions for implementing the proposed change. 

Figure I-7: Research Objective 3 

A key measure for the success of the undertaken research would be that any developed 

methodology will be beneficial to the aerospace industry and be applicable in an 

operational aircraft development environment. 

5 Thesis Report structure 

The structure of this thesis is as follows. Chapter II reports on an extensive review of 

the state-of-the-art (SoA) of both engineering change theories and practices. This has 

been carried out at the beginning and throughout the research project and aimed to 

provide a better understanding of the causes and effects of ECs and identify limitation 

of current EC management and analysis methods. The following three chapters discuss 
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the methodology that has been developed. In Chapter III, a meta-model is proposed to 

capture dependencies which formed the basis for the development of an algorithm to 

trace ECs. This algorithm is discussed in Chapter IV. A method for analysing the 

change propagation results in order to identify impact sets is described in Chapter V. 

The presented methodology is evaluated and discussed in Chapter VI. Chapter VII 

provides conclusions together with future directions for the research. 

6 Summary 

This introduction chapter demonstrated the importance of engineering changes to 

products because these can have many different sources, can occur at any point in the 

product lifecycle and can have a profound effect on product cost and time to customer. 

In additional, the consequences of proposed ECs are difficult to predict, particularly for 

complex products. Current practices rely mainly on human communication, the 

knowledge and experience of system experts. However, there appears to be a need for a 

more integrated and shared change impact analysis approach within organisations and 

across their supply chains to support the decision-making in the EC processes. The 

research in this thesis builds upon recent academic and industrial research which 

investigated the use of knowledge models to predict the impact of an EC. The aim is the 

development of a methodology that can support the development and change processes 

of complex products, particularly the aircraft development process. The research 

focuses on 3 aspects of the EC process: capturing of knowledge into connectivity 

models, the exploration of the connectivity models to identify the possible extend of the 

impact of an EC and the supporting the discrimination of concept alternatives. 
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This chapter reviews the current state-of-the-art of academic research on engineering 

changes and their practices in industry. The outcome of this review will provide 

direction for the development of a methodology that can improve the support for the 

prediction of the impact of engineering changes.  

The chapter is structured as following. First, a general overview is given of research 

published on engineering changes and definitions that have been used for ECs. In 

addition, ECs and its relation with product complexity, configuration management and 

product lifecycle is reviewed. Next, existing categorisations of EC causes are collated. 

This is followed by a discussion of the consequences of ECs and different methods that 

have been proposed to manage and control ECs. In addition, an overview is drawn up of 

qualitative dependency models have been used for various methods. Also a more 

CHAPTER II:

State-of-the-Art of Engineering 
Change Theory and Practices
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detailed discussion is included of existing EC impact analysis methods which are 

particularly relevant to the research in this thesis. Finally, the EC processes used in 

Airbus and Westland Helicopters are summarised together with discussion of 

commercial software application that currently supports the investigation of ECs in 

industry.

1 Engineering change as a research topic 

Early research on engineering changes was focussed mainly on improvements of project 

management techniques and optimisation of design processes. Wright (1997) published 

an extensive review of this early research into engineering change management. Also, 

Inness (1994) states in one of the few books published on product changes that 

“complex changes are best controlled using project management techniques”. The focus 

for supporting the EC process in this book is on information management, integration of 

design and production processes. Other books on product design also include chapters 

on management of ECs. For example, in ‘Engineering Design for Profit’, Leech and 

Turner (1985) discuss the “Management of engineering design change”. Huang et al. 

(1998; 1999; 2000; 2001) also focussed their research into the management of EC 

processes and the development of software tools to support EC management. Terwiesch 

and Loch (1999) outlined a process-based view of engineering change orders (ECO) 

management which aims to reduce the ECO lead times by identifying the key 

contributing factors. Additionally, Fricke et al. (2000) at the Technical University of 

Munich did extensive research in collaboration with industry to identify problems 

associated with ECs and proposed 5 key strategies to cope with changes. Other research 

based on industrial case studies of ECs have been undertaken by Coughlan (1992), 

Pikosz and Malmqvist (1998), Hsu (1999) and Huang and Mak (1999). 

In recent years, the focus of the research has shifted from methods to manage the EC 

process to methods and models that aims to predict the impact of an EC. A general 

framework (Figure II-1) for EC impact analysis based on an integrated design 

information model has been proposed by Ma et al (2003). This model combines product 



12

data, process data and (organisational) resource data but does not propose any 

dependency models in detail. 

Figure II-1: EC impact analyses framework (Ma et al., 2003) 

One approach is to use quantitative models (Sutinen et al., 2002; Kirby & Mavris, 1999) 

which can automatically identify how much affected design parameters will vary as a 

consequence of a given change. The main limitations of these methods are that they can 

only model specific aspects of a product design because they are only applicable where 

mathematical relations can be established. Furthermore, executing quantitative analysis 

can be very time-consuming although response surfaces and neural networks have been 

used to speed up these analyses. 

On the other hand, methods have been developed that use qualitative connectivity 

models often represented with a design structure matrix (DSM) (Steward, 1981) and 

networks of directed graphs (Diestel, 2005). These connectivity models represent 

information items related to a product development and the relations or dependencies 

between these items. The advantages of these methods are that they can handle very 

diverse types of information and analyses can potentially be performed rapidly. 
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However, capturing the relations and maintaining the connectivity model need to be 

updated continuously throughout the product development process. 

In 1996, Guenov modelled the knock-on effects of design changes and used digraphs 

diagrams for representing the connectivities between items. Extensive research by 

Clarkson et al. (2000; 2001) has been conducted over the past decade in the 

development of connectivity models to predict the impact of ECs in the product 

architecture (Clarkson et al., 2001) and optimise the design processes. Other 

methodologies to predict the impact and propagation of ECs in the product architecture 

using qualitative connectivity models where developed by Cohen et al. (1998; 2000) 

and by Rivière et al. (2003). Also previous work at Airbus (Coleman, 2003) was based 

on qualitative dependency models. Work carried out by Martin and Ishii (2002) resulted 

in the ‘Design for variety’ method which include methods to quantify “the amount of 

redesign effort required”.

Qualitative connectivity models have also been used for investigating product 

complexity. Of particular interest are Axiomatic Design developed by Suh (1990) and 

the development of connectivity models by Lindemann and Maurer (2006) to improve 

the understanding of the complexity of products.  

Other methods that could potentially support the analysis of ECs include Petri Nets 

(Collaine et al., 2000), Bayesian Networks (Rivière, 2004). However these methods rely 

heavily on probabilities which can be very difficult to model. Finally, use of agent 

technology in computer networks have been discussed in literature (Guenov & Chao, 

1996) to support the investigation of ECs. Particularly, the PACT (Cutkosky et al., 

1993) and DOME (Senin et al., 2003) approaches demonstrated the potential of this 

technology. One limitation is that often not all information related to the development 

of a product is available in a computer network. A second limitation of this approach is 

that only the directly affected design objects are immediately visible to the agent that 

initiates a design change. Hence the agent that initiates a change has not immediate 

view on the complete impact on the systems. 
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The remainder of state-of-the-art review will focus on the following topics which are of 

particular interest to the author’s research: 

Definitions for ECs that have been used throughout the literature and their 

relation to product complexity, product lifecycle and configuration management. 

Categorisation of the causes and impacts of ECs together with strategies to 

manage and control them. 

Qualitative dependency models that have been used to support a range of 

analyses.

Qualitative EC impact analysis methods that have been developed which 

consider in particular the propagation of changes. 

An overview of change management practices in industry and commercial 

software applications that can support EC impact analyses. 

2 Engineering changes in product design 

2.1 EC definitions 
Engineering change management deals with “the organisation and control of the process 

of making alterations to products” (Jarratt, 2004). It should not be confused with 

‘change management’ that is common in business and management literature. The latter 

deals with the implementation of changes in business processes (Kettinger, 1997).

Throughout the literature, authors have been using slightly different terms for 

modifications or changes to a product. Terms that have been used include: 

Engineering design change (Leech & Turner, 1985) 

Product change (Inness, 1994) 

Design change (Guenov, 1996) 

Product design change (Huang & Mak, 1998) 

Redesign (Ollinger & Stahovich, 2001) 

Engineering change (Rivière et al., 2002a) 

Although these terms general refer to the same phenomenon, often different 

interpretation are been used.  
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The US Standard 480b (1988) definition of an engineering change, which has been 

adopted by Rivière (2002a), is “an alteration in the approved configuration of a product 

related item”. An item here is specified as a document or a product component which 

can be real or virtual depending on the product life cycle stage.  

Inness (1994) distinguishes between a product change and an engineering change. He 

defined the former as “a change to the configuration of an existing product which alters 

its form, fit or function” while the latter is defined as “a revision to a document or 

design released by engineering”. 

Wright (1997) restricts the meaning of an engineering change to “a modification to a 

component of a product after that product has entered production”. This follows a 

common conception that engineering changes and there associated processes occur after 

design has been completed and hence the production has been started. While design 

alterations which occur before the start of the production are seen as design iteration. 

Huang and Mak (1998) make distinctions similar to Innes (1994) between product 

design changes and engineering changes. They refer to product design changes as 

“changes or modifications in forms, fits, materials, dimensions, functions etc of a 

product or part before the design is released” while they consider engineering changes 

as changes after a product or part has been released. Hence they also make a distinction 

between changes before and after part of a product have been completed, but are less 

restrictive. Terwisch and Loch (1999) use also a similar definition for engineering 

changes. However, they specifically include changes to software. Also Jarratt (2004) 

highlights the necessity to include software changes. 

In this thesis, a less restrictive view on engineering changes has been used. An EC is 

considered to be any alteration of an item related to the design of product that needs to 

be investigated, either formal or informal, at any stage of the product life cycle. These 

items can be a component of a product, software as well as a requirement, regulation, 

design parameter, etc. The reason why no distinction is made between changes before or 
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after product release is that they can have the same source and same consequences and 

hence are treated equally. 

2.2 ECs and product complexity 
Research on complexity, product complexity in particular, is vast. Therefore, this 

section gives a brief overview of finding on ECs in relation to product complexity.

According to Earl et al. (2005), product development occurs through interaction of the 4 

elements of design (Figure II-2). These elements are the product itself, the design 

processes, the designer with his/her knowledge and capabilities and the user with its 

product requirements. Their conjecture is that the change complexities arise from “the 

relations between these four elements”.   

Figure II-2: Elements of design (Earl et al., 2005) 

Furthermore, they relate to complexity in other research areas. Wiener (1948) in relation 

to cybernetics describes complex systems as systems which are “dynamic, changing and 

evolving over time”, but their behaviour cannot be predicted completely. Simon (1969) 

instead considers products or systems as complex if they are not fully decomposable 

into separate independent parts due to the interdependencies in a design. In addition, 

Axiomatic Design (Suh, 2001) views these interdependencies or connectivity and the 

uncertainty to achieve a system’s functional requirements as an information complexity.  

Also Maurer and Lindemann (2006) have been investigating product complexity. Their 

understanding is that complexity depends on “the kind and variety of its elements, their 
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number and the inhomogeneity of their distribution”, “the kind and the variety of its 

dependencies between the elements and the system environment, their number and the 

inhomogeneity of their distribution” and “the number of different conditions and the 

dynamic behaviour of the system”. They report that the key problems resulting from 

product complexity “may be characterised by attention (because of information 

overload), perception (concerned to interpretation of available information), memory 

(not being available in a reasonable way within the given situation) and logical 

reasoning (failing because of complexity)”. 

Research by Eckert et al. (2004) concludes that a product design can be considered as 

complex when no single person has the full understanding of all the design aspects of a 

product in detail and hence the detailed design knowledge is distributed across the 

organisation. As a result, it becomes difficult to predict the complete impact of a 

change.

2.3 ECs and Configuration Management 
Configuration Management aims to maintain integrity of the product throughout its 

lifecycle by ensuring that the used information represents always the current 

configuration. It encompasses the control of changes by recording and reporting the 

change processes and the implementation status to ensure product integrity. In his book 

on product change, Inness (1994) summarises Configuration Management as “the 

definition and communication of an item (entity) and the control and incorporation of 

changes to that item throughout its life-cycle”. 

Rivière et al (2003) report that Configuration Management plays a particular role during 

the aircraft development process where design and manufacturing occur concurrently by 

several business entities in different geographic locations. The authors state that an 

efficient control of ECs is important as most changes to the design of aircraft occur at 

the development phase and the cost of changes increases over the course of the 

lifecycle. In addition, the aircraft industry operates in a highly competitive market 

where the customisation of a product can provide a competitive advantage. Finally, a 
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transparent and efficient change processes can enhance the process for achieving the 

airworthiness requirements and hence reduce the time to market.  

The recent development in the management of ECs has been driven by industry needs to 

implement Configuration Management and Quality Management procedures and 

comply with their respective standards (Jarratt, 2004). Standards which are reported 

(Rivière, 2004) to be specifically relevant to the aerospace industry include ISO 10007 

(2003), RG AERO 00023 (2003), MIL-HDBK-61B (2002), ANSI / EIA 649 (2004). 

These standards provide some recommendations and guidelines for the implementation 

of configuration management best practices. They specify some generic change 

processes and highlight the need to identify and control the impact of change requests 

although they do not provide any models or methods of how to do this. 

2.4 ECs during product lifecycle  
After the requirements are defined, a product lifecycle starts with the design process 

which is composed of a feasibility phase, a conceptual design phase and a detailed 

design phase, and subsequently, the product is manufactured and goes finally into 

service. A major factor in determining the cost of a change is the point in the lifecycle 

the change occurs. The cost to implement the change increases as the product design 

process progresses and the product design becomes more defined and more interfaces 

appear between constituent parts and systems of the product. Reference (Fricke et al., 

2000) has been made to the “Rule of Ten” to qualify this increase in cost. It postulates 

that changes in a later phase are ten times more expensive than a change in a previous 

phase.

At the same time, the potential cost reduction to the final product that changes can offer 

decreases as the design process progresses. As a result, the number of ECs increases 

rapidly during the initial phases of the product design process when the potential cost 

savings are considerable and the implementation cost the ECs is limited. However, the 

number of ECs start to decrease as the implementation cost rise and the potential cost 

saving become less (Rivière, 2004).  This evolution of the implementation cost of ECs, 
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their potential cost saving and their number of occurrences throughout the product 

lifecycle is shown in Figure II-3. 

Requirements
Design

Definitio
n

Development

Series

In Service

Number of Engineering Changes

Possible Cost Reduction Cost of Engineering Change

Figure II-3: ECs and cost throughout lifecycle (Rivière, 2004) 

In order to reduce the number of possible ECs as the design process continues and 

hence to control the development cost, part and system designs are ‘frozen’. This is 

referred to as the status of the part or system. Furthermore, design freeze can also help 

to structure and schedule the design process, i.e. ‘down-stream’ design aspects can be 

finalised when key design variables are frozen, or the manufacturing process can start 

when product parts are frozen. 

Even though design freeze is a common practice in industry, little research has been 

carried out in this subject until recently. However, Eger et al. published in 2005 

interesting findings on design freeze in product development. In this research, a design 

freeze is defined as “a binding decision that defines the whole product, its parts or 

parameters and allows the continuation of the design based on that decision”. This 

definition also refers to the different levels of detail to which design freeze can be 

applied, namely product level, part level and parameter level. Additionally, the research 

categorises the different reasons for design freeze and categorises different types of 

design freeze that are being used in industry. It was also noted that it can be in some 



20

cases beneficial to ‘unfreeze’ compared to alternative solution or not implementing the 

proposed ECs.   

It is concluded that the product lifecycle is an important factor in the investigation of 

ECs. In addition, design freeze is a key practice for controlling the impact of ECs.  

Therefore, the status of product items needs to be taking into account during impact 

analyses of ECs and the identification of their feasible solutions. 

3 Causes, consequences and management of ECs 

3.1 Causes 
Many publications have been produced in recent years that report research into reasons 

for engineering changes. This resulted in several different categorisations of the causes 

of ECs. An overview of the major categorisations is given in Table II-1 and will be 

discussed later in this section. 

In addition, Inness (1994) identifies eight contributors (Figure II-4) to a product design, 

all of which could be a source of changes during the product development. However, 

the author argues that the involvement of these contributors will minimise the number 

of changes after the product has been released for manufacturing.  

Figure II-4: Contributors to a design (Innes, 1994) 
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The most fundamental categorisation of causes of ECs has been proposed by Eckert et 

al. (2004). This categorisation distinguishes between initiated changes and emergent 

changes. However, for both initiated and emergent changes further subdivisions have 

been made (Table II-1). Also Jarratt (2004) adapted in his PhD thesis the distinction 

between initiating changes and emerging changes as reasons for ECs, but uses different 

subdivisions.

Initiated Changes: 

This type of change refers to changes that arise in order to create a new product based 

on an existing product or to modify an existing product. Reasons for modifying 

products include addressing customers’ needs by making products faster, cheaper or 

increasing their functionality. Also changes can be initiated to bring products in line 

with new regulations or industry standards. Modifying existing products can further 

enable a rapid introduction of new products necessary in the current highly competitive 

markets (Inness, 1994).   

Fricke and Schulz (2005) report that another important source of design changes is the 

need for product variety. They identify three factors that drive product development: the 

rapidly emerging of new markets, the fast evolution of technology and diversity of 

systems which need to be integrated in a product. Their proposed approach (‘Design for 

Changeability’) to deal with product variety and initiating changes is discussed in 

section 3.3.

In addition, designing new products by modifying existing products is favoured 

particularly for products where the safety and reliability is paramount, such as aircraft 

(Eckert et al., 2006). In order to minimise the risk to customers and to minimise the 

design effort of the new product, incremental design by reusing tested and validated 

parts or sub-systems can be reduce the cost and risk.

Emergent Changes: 

These changes address weaknesses or deficiencies that arise during the product design 

process, manufacturing process or even when the product is in service. These changes 
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can result from mistakes or changes to specifications that have happened in the product 

design. It would be unrealistic to never expect any correction due to deficiencies of 

previous design activities, particularly in the design of complex product where nobody 

has a complete understanding of all the design aspects. Eckert et al. (2004) point out 

that the changes can arise at any level of product integration. Additionally, the cost of 

the changes increases during the product design process because the process becomes 

more time critical and the level of integration increases.

The categorisation of the reasons for engineering changes proposed by Eckert et al. 

(2004) has been represented in terms of their impacts and their occurrence in the 

product lifecycle in Figure II-5. The lifecycle is represented by the horizontal axis and 

spans from the start of the investigation of a new product design (‘call for tender’) until 

the product is in use. This lifecycle is divided in to three sections. The first section ends 

when the contact is signed and product requirements are fixed. The second section is the 

actual design and manufacture phase of the product which includes testing of the 

product. The final lifecycle section starts from the delivery of the product and covers the 

period in which the product is in service. Emergent changes are shown above the 

horizontal axis while the initiated changes are below the axis. The vertical axis 

represents a measure for the level of impact of a change in terms of cost and rework. 

The further away from the horizontal axis in either direction, the larger the impact is of 

the change.

Figure II-5: Sources of change throughout the product lifecycle (Eckert et al, 2004) 
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Table II-1: Overview of categories of EC causes 
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The other major categorisations that have been proposed (Table II-1) are discussed 

briefly below. 

In 1992, Coughlan made an initial categorisation of reasons for ECs from a 

manufacturing perspective. Fricke published a number of papers on engineering 

changes (Fricke et al., 1997; Fricke et al., 2000) and argued that ECs can sometimes be 

avoided but often not. Moreover, ECs can sometimes be seen as opportunities to 

improve the quality of the product and are therefore necessary. In the latter publication, 

Fricke identifies eight categories of causes based on 13 case studies in the German 

industry.

Hsu (1999) investigated the causes and impacts of ‘Class I’ engineering changes in the 

context of US defence aerospace product development where the users, acquisition 

community and contractors are closely involved in the product developments. ‘Class I’ 

ECs refer to changes that “fundamentally modify the form, fit, and/or function of a 

product”. Hsu categorises ECs for three defence aircraft acquisition program case 

studies according to seven primary causes. These primary causes are based on the 

categorisations by Coughlan (1992) and Fricke et al. (2000) together with a 

categorisation framework by the US Defence Contract Management Command. The 

subsequent analysis of the results identified that there were four dominant causes for the 

three case studies, namely requirements definition issues, changes in needs, changes in 

technology and the need to fix deficiencies. Hsu’s investigation on the impact of ECs is 

outlined in section 3.2. 

Research by Rivière et al. (2002a; 2002b) extends the categorisation used by Hsu on the 

causes of ECs from a business perspective. Initially six categories where proposed 

based on observations in the automotive and aeronautics industry (Rivière et al., 2002a). 

As Hsu, Rivière recognises that changes to a product design in one project can lead to 

changes to product design in another project. Product design of earlier projects could be 

affected as well as future projects in case the change becomes a standard practice. In 

addition, ECs resulting from changes to project scheduling or planning have also been 



25

included as separate category. These changes can occur due to changing customer’s 

demands and due to organisational issues, such as delays. If these new schedules cannot 

be met with the existing product design, EC have to be introduced. 

In a subsequent publication (Rivière et al., 2002b) proposed an extended categorisation 

based on an investigation of ECs in the aeronautic industry.  In this categorisation, a 

distinction is made between the need to fix deficiencies when an aircraft is in 

development or production and when an aircraft is in service. In addition, separate 

categories are specified for changes in contracts and documentation. A final category of 

‘Other engineering changes’ has been included which refers to changes as result of 

propagation. The latter is discussion in section 3.2. Also Terwiesch and Loch (1999) 

refer to propagation of changes (‘snowballing’) as one of the key contributors to long 

EC (order) lead times. In addition, the latter authors also refer to a complex EC order 

approval process, capacity and congestion, setups and batching, and organisational 

issues as contributors to long EC order lead times. 

3.2 Consequences 
Impact on the cost of the product and impact on the product development schedule are 

often referred to as the main consequences of ECs (Fricke et al., 2000). Hsu (1999) also 

considers the performance of products ECs and the organisation and its extended 

network of suppliers and partners in his investigation into the impacts of ECs. In 

addition, ECs can affect the organisation and its extended network of suppliers and 

partners. Furthermore, the other product development project can be affected as already 

indicated in the section on causes of ECs.

The consequences of ECs, however, can be negative or positive depending on the cause 

of the change (Fricke et al., 2000; Rivière et al., 2002a). In particular, initiated changes 

often aim to reduce the cost or improve product performance while emerging changes 

usually leads to increasing in the costs or delays in the development schedule.   

In addition to the four afore mentioned categories of consequences, Rivière et al. 

(2002a) includes also impacts on the product lifecycle phases and “additional changes 
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resulting of the same issue”. The latter category refers to the phenomenon of ‘change 

propagation’. Even though Hsu (1999) observed for the three case studies he 

investigated that “ECs seldom led to additional, unanticipated engineering changes”, 

other publications (Eckert et al., 2001; Jarratt et al., 2002b; Earl et al., 2005) support the 

view by Rivière et al. (2002a) on the importance of this phenomenon and investigated it 

in more detail.  

Research by Eckert et al. (2001) classified the behaviour of the EC propagation into 

‘ending’ and ‘unending’ change processes. For ending change propagation, the 

distinction is made between ripple and blossom propagation behaviour. In case of the 

ripple propagation, the initial change causes only small volumes of new changes and 

decrease quickly or the initiating change occurs regularly and hence the product has 

been designed to absorb these changes readily. For the blossom propagation, at first, 

there is a large increase in change but it is brought to a satisfactory conclusion with in 

the time limit. In this case, one or more major changes result in a considerable amount 

of redesign effort, but consequences are well understood and can be accommodated. 

Unending change propagation occurs when a major change initiates more major 

changes that cannot be brought under control within the given time. This type of 

propagation behaviour causes the biggest concern and occurs when all the change 

impacts cannot be predicted and lead to continuous growing number of affected items. 

Consequently, “the change process can get completely out of control, requiring 

significant design resources” (Eckert et al., 2004). This propagation behaviour is also 

referred to as avalanche propagation or the snow ball effect. These three types of change 

propagation behaviour are shown in Figure II-6. 

Figure II-6:  Change propagation behaviour (Eckert et al., 2004) 
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Eckert et al. (2001) also included in their research a categorisation of product parts 

according to their response to changes. The following three categories were proposed: 

Absorbers: The number of parts that can affect this part is larger than the 

number of parts it can be affected by. The term ‘total absorber’ has been used to 

indicate parts that will not affect any other parts.

Carriers: These parts can affect the same number of parts as it can be affect by. 

Multipliers: These parts can affect more parts than they can be affected by. It is 

noted that an ‘absorber’ can become a ‘multiplier’ once the tolerances of the part 

are exceeded. 

As a result, ECs can impact the product cost and performance, development schedule 

and extended organisation. However, a major factor that determines that extent of these 

impacts is the possible propagation of the initial change to other parts. It is concluded 

that considering the effects of change propagation is essential when analysing the 

potential impact of ECs. 

3.3 Strategies to manage and control ECs 
A lot of research on engineering changes has focussed on the managerial aspects in 

order to minimise their negative consequences and maximise their benefits. Inness 

(1994) argues that the best way to control complex changes is by using project 

management techniques. He refers to information management, integration of design 

and production processes, product change technologies and organisation for product 

change as key areas for the improvement of product change. 

Terwiesch and Loch (1999) proposed 4 improvement strategies to deal with engineering 

change orders. First, “avoid unnecessary changes” by spending more time on the initial 

design the parts. Second, “reduce the negative impacts of an engineering change order” 

by considering the magnitude and the timing of the change and assess the number of 

parts and tools impacted. Third, “detect engineering change orders early” is related to 

the product life cycle issues discussed in section 2.4 which included that the cost of 
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implementing ECs is lower early in the design process. Finally, “speed up the 

engineering change order process” by reducing long response times. 

Hsu (1999) concluded that ECs can be reduced by recognising product development 

schedule as priority, using mature technologies which help to reduce scheduling risk 

and the proper definition of requirements. He highlighted in particular that the prime 

contractor’s use of Integrated Product Teams, for development-related activities, helped 

to reduce the proportion of engineering changes that were due primarily to requirements 

definitions. 

Fricke (2000) argues that to stay competitive, it is necessary to have ECs. However, to 

reduce their costs and delays in schedules, five strategies are proposed which relate to 

the improvement strategies by Terwiesch and Loch (1999): 

Prevention by a more in-depth analysis before design (keep design space open) 

and the reduction of unnecessary specifications and requirements will lead to a 

reduction of changes 

Front-Loading aims to detect emerging changes earlier. The main rationale 

behind it is the Rule of Ten (see above). 

Effectiveness assesses whether changes are necessary and beneficial 

Efficiency aims to optimise the resource such as time and cost when 

implementing changes. Communication and information tools can help.  

Learning to optimise the development process and the product by understand 

causes and effects (of previous changes) 

Designing a product with a more flexible system architecture that can adsorb change 

better, can also improve the efficiency in dealing with ECs. This has been referred to as 

‘Design for Changeability’ (Frick et al., 1997; Schulz et al., 2000; Fricke & Schultz, 

2005). There are four aspects to changeability. First, products with a high degree of 

‘flexibility’ and ‘agility’ towards ECs will have the ability to be changed with minimal 

effort and with few negative side effects. In addition, products with a high degree of 

‘robustness’ and ‘adaptability’ can function under varying operational conditions 

without the need to be changed or can change themselves to fulfil their newly required 

functions.
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Besides the Collaborative Management of ECs approach discussed in section 5.3, 

Rivière et al. (2002a) also refers two design strategies to minimise the impact of ECs 

due to program interactions. First, modular product design makes use of self-contained 

subsystems with clear interfaces between them to limit the propagation of changes. This 

concept has been investigated in more detail by Fricke & Schulz (2005). Additionally, 

using platform-based design to create product families can make it more efficient to 

investigate and implement ECs on the platform than on the individual product family 

variants.

The ‘Design for variety’ (Martin & Ishii, 2002) is a method which specifically aims to 

support during the conceptual design phase the development of platform-based product 

architectures through standardisation and modularisation of its components and 

subsystems. Comparable to ‘Design for Changeability’, this method tries to reduce the 

time-to-market of future generations of a product by designing a product with an 

architecture that requires less effort to be modified or upgraded. Therefore, two indexes 

have been defined. First, a ‘generational variety index’ provides a measure for the 

amount of redesign effort for each component or subsystem based on anticipated future 

changes to customer requirements. Second, a ‘coupling index’ composed of two values 

for each component gives a measure of the amount of coupling with the other 

components in the product model. This index is related to the behaviour of components 

as absorbers or multipliers for the propagation of ECs as discussed in section 3.2. 

Eckert et al. (2004) identify two approaches to changes in industry. On the one hand, a 

forward redesign process can be used, which follows well-established procedures. These 

procedures are comprised of an initial study of the change followed by identification of 

different solutions of which one is selected and subsequently implemented and 

evaluated. On the other hand, backwards redesign processes are used to response to 

problems. These do not included include a comprehensive assessment of the impact of 

the problem but jump straight to a possible solution. Subsequently, this can lead to 

additional problems which are solved in same fashion. This approach to changes 
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reported to be used mostly to fix small routine problem or when a quick solution is 

needed.

Finally, Huang et al. (1998; 1999; 2000; 2001) and Pikosz and Malmqvist (1999) have 

focussed there research efforts on the procedures and software implementations that can 

improve the management process of the ECs.  

4 Qualitative modelling methods 

Since qualitative dependency models are a promising concept to model various types of 

information and can be applicable at different phases in the product lifecycle, qualitative 

dependency models that have been developed in the past are reviewed in detail.

Early dependency models for activity scheduling used binary dependencies, i.e. there is 

a dependency or not between two items, and were represented by digraphs (Moder & 

Phillips, 1964). More recent binary dependency models are based on matrices. Steward 

(1981) developed the Design Structure Matrices (DSMs) which can used to model 

relations between diverse types of information. A DSM is, in essence, a square matrix 

where the columns and the rows represent the same elements or items. Marks, e.g. ‘X’ 

or ‘1’, are places in the matrix cells to indicate that there exists a relation between the 

item in the column and the item in the row. Henceforth, dependencies in a DSM 

representation will always be directed from the item in the columns to the item in the 

row. The major diagonal in DSM representation is not used as it would indicate a 

relation between the same two items. There is usually a distinction made between 

product-based DSMs or static DSMs and process-based DSMs or dynamic DSMs (DSM 

web, 2004). The former models components of a product while the latter models design 

tasks or activities and hence different analysis methods are often applicable. Besides 

DSMs to model relations between items that belong the same information domain, also 

Domain Mapping Matrices (DMMs) (Danilovic & Browning, 2004) have been to model 

relations between items in two different domains. These DMMs are rectangular matrices 

because the items in the columns differ from the items in the rows. In other research 

area, these matrices have been referred to as Incidence Matrices (Kusiak & Wang, 
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1993). A dependency model based on DSMs and DMMs have been used by Coleman 

(2003) to elicit features, characteristics and disciplines in the aircraft design process.

The dependency model that is used by the Change Prediction Method (Clarkson et al., 

2001), which will be discussed in more detail in section 5.2, associates with each 

dependency two values between 0 and 1. One of the values is the likelihood of the 

dependency which is defined as “the average probability that a change in the design of 

one sub-system will lead to a design change in another by propagation across their 

common interface”. The other value represents the magnitude of the impact to affected 

item. This impact value is defined as “the average proportion of the design work that 

will need to be redone if the change propagates”. These values are derived from 

previous ECs and experience of designers.  

This dependency model in the CPM is often represented with two DSMs, one with the 

likelihood values and the other with the impact values (Figure II-7).  

Figure II-7: Product model of the Change Prediction Method (Clarkson et al., 2001) 

The ‘linkage model’ published by Jarratt et al. (2004) extends the Change Prediction 

method with the use of different types of dependencies. The case study of a diesel 

engine included mechanical, electrical and thermal dependencies. Also the 

Collaborative Management of Engineering Changes (Rivière et al., 2003) uses a 
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qualitative product model with six different types of dependencies. In addition, the 

components in the product model take into account six different types of information. 

This approach will be described in more detail in section 5.3. 

Also Pimmler and Eppinger (1994) use different types of dependencies (interactions) in 

their product model of an automotive climate control system. The included types of 

dependencies are ‘spatial’, ‘energy’, ‘information’ and ‘material’. Each type of 

association is also scored on a scale from ‘-2’ to ‘+2’, where ‘+2’ means that the 

relation is necessary and ‘-2’ the relation must be prevented. ‘0’ means there is no 

dependency.

The ‘Signposting’ method which has been developed by Clarkson and Hamilton (2000), 

uses a dependency model for design analysis tasks. The input and output parameters of 

these analyses form the dependencies between the tasks. Each dependency has a value 

associated which corresponds to the level of confidence of the linking parameter.  The 

‘Signposting’ method is used to generate an optimal workflow for the design process.  

Also Eckert et al. (2004) discusses the use of linking parameter to define the 

dependencies between product components. Three different types of linking parameters 

are distinguished: 

Direct parameters: they define a product (component) e.g.: geometry 

Functional parameters: they arises from the interaction of direct parameters 

e.g. balance, stress and loads 

Behavioural parameters: these are derived from functions and describe the 

properties of the entire product. I.e. performance parameters 

Parashar and Bloebaum (2005) use a comprehensive dependency model for their 

decision support tool for Multidisciplinary design optimisation. This dependency model 

includes three domains in the product development, namely components, analyses and 

tasks. For the component domain, an advanced DSM representation is proposed where 

each component is broken down in its design variables (Figure II-8). However, different 

to the approach with linking parameters proposed by Eckert et al. (2004), dependencies 



33

are defined from a design variable of an initiating component to an affected component, 

but the design variable is not associated with the affected component.

Figure II-8: Component DSM used by Parashar & Bloebaum (2005) 

Furthermore, the dependency models for the analysis and task domains are similar to 

the Signposting dependency model. This means that analyses are linked through their 

common input and output design variables, while tasks are linked through the design 

information that is exchanged. Each task has also a cost and time associated with it. 

Moreover, inter-domain dependencies exist because components can be associated with 

analyses and task while tasks can be associated with multiple analyses. 

The Change Favourable Representation (Cohen & Fulton, 1998; Cohen et al., 2000) 

also uses a comprehensive dependency model. Here, the dependencies are defined 

between attributes of the product components and each dependency as an associated 

linkage value. This method is described in more detail in section 5.5. 

The RedesignIT (Ollinger & Stahovich, 2001) method uses a model with dependencies 

between design parameters. This method will also be discussed in more detail in 5.3. 

Other dependencies models based on parameters are used by Rouibah and Caskey 

(2003) which take into account the maturity level (similar to level of confidence in the 

Signposting method) and parameter status (‘in change’ or ‘released’). 
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5 Qualitative EC impact analysis methods 

5.1 Introduction 
This section describes existing impact analysis methods for ECs based on qualitative 

knowledge models which in particular take into account the propagation of changes. 

The presented methods have been selected because they are seen as most relevant to the 

research scope of this thesis and can aid with the identification of requirements for a 

future impact analysis method. 

5.2 Change Prediction Method
The Change Prediction Method (CPM) (Simon, 2000; Clarkson et al., 2001) aims to 

support the decision-maker during the investigation of ECs. Therefore, the method 

computes for every product component the risk of impact on every other component, 

where risk is considered as the product of the likelihood with the impact. As described 

in section 4, the dependencies in the product model (Figure II-7) has each an associated 

likelihood factor and impact factor.  

The likelihood and impact factor that are defined in the dependency model are 

considered to be the direct likelihood and impact. However, the CPM takes into account 

also indirect impacts, i.e. different possible propagation paths from one item to another 

item. Therefore the combined likelihood, combined risk and combined impact between 

all components are computed. Figure II-9 shows the principle for the computation of the 

combined likelihood which is based on probability theory.

Figure II-9: Computation of combined likelihood (Clarkson et al., 2001) 
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Separate from the combined likelihood is the combined risk computed. This 

computation is also based on the combination of propagation paths from one component 

to another. The risk of each propagation path is computed as the probabilities of the 

complete propagation path multiplied by the impact value of the penultimate component 

in the propagation to the final component. The mathematical basis for this approach is 

not given, only reference is made to “a number of assumptions are involved”. Finally, 

the combined impact is calculated as the combined risk for each component couple 

divided by their combined likelihood. The results are usually visualised in a reordered 

risk matrix from the complete product and a logarithmic risk plot of a specific 

component.   

In practice, it is recommended that the product models have not more than 50 

components and the propagation paths of no more than 3 – 4 steps are considered by the 

algorithms.  

However, in recent developments of the CPM (Jarratt et al., 2002a), the above described 

algorithm to compute the combined values have been replace by a Monte Carlo 

simulation (MCS). This simulation performs a high number of propagations and the 

continuation of each of the propagation paths is controlled by random numbers. In 

addition, both the direct impact value and the likelihood value have an uncertainty value 

associated. This uncertainty value reflects the level of agreement between the experts on 

the likelihood and impact values. Consequently, the MCS used likelihood and impact 

values as the nominal value for normal distribution where the standard deviation is 

controlled by the associated uncertainty value. Comparison between results of original 

algorithms and the MCS showed the latter is computation efficient for comparable 

levels of accuracy.

As already described in section 4, in further publications (Jarratt, 2004; Jarratt et al., 

2004), the CPM was extended with the inclusion of different types of dependencies. 

Additionally, the CPM was combined with the Signposting method (section 4) to form a 

change process planning tool (Eckert et al., 2003). This tool uses the CPM to assess the 

risk of change propagation for the implementation a design change. Subsequently, the 
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resulting tasks are identified together with relevant generic tasks. The Signposting 

method then identifies possible implementation schedule (task map) for these tasks. 

5.3 Collaborative Management of Engineering Changes 

The Collaborative Management of Engineering Changes (CM-EC) (Rivière et al., 2003; 

Rivière, 2004) is a collection of methods and models which aims to support the 

management of EC from a business perspective in the aeronautics industry, particularly 

at the design and definition phases. A prototype software has been developed that is 

based on four main concepts, namely change process libraries, a change impact analysis 

method, a solutions assessment method and collaborative workspace. 

The product model that is used contains additional information related to ECs to 

complement the existing information in current Product Data Management (PDM) 

systems. Hence this model includes information on: 

Actors involved in the process: to identify experts and configuration managers 

relevant to the EC 

Items lifecycle: to take into account the maturity of the design and their status 

(frozen or not) 

Activities related to a particular milestone: to identify design activities that 

can be affected by a change 

Items requirements: to identify (frozen) requirement that can be impacted 

Items behaviours to ECs: to identify components that cannot be changed for 

technical or strategic reasons (‘blocks’) 

The EC history of an item: to understand the current state of the design and 

support the investigation of new ECs 

To furthermore support the investigation of the propagation of an EC, also four different 

types of dependencies are used in the product model to extend relational information 

that is already in current PDM systems. These types of dependencies are functional, 

organisational, dimensioning and positioning dependencies. 
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Consequently, an algorithm was developed to trace the propagation of changes for a 

single initiating EC taking into account the different types of dependencies in the 

qualitative dependency model. The results are presented with a propagation tree. An 

example of change impact analysis result is depicted in Figure II-10.  

Figure II-10: Example of EC impact analysis result of CM-EC (Rivière, 2004) 

Furthermore, there are also 3 different matrices to process ECs more efficiently. First, 

there is a ‘notification matrix’ which relates different component and systems to their 

relevant configuration managers. Second, a ‘matrix of needs’ maps the different 

processes to the relevant experts and specialists. Finally, a ‘matrix of available resource’ 

links these experts to available ‘actors’ (designers / analyst). 

Regarding the assessment and decision-making support concept, this is based on three 

selected parameters, namely product performances, aircraft operations and 

implementation cost. Each of the design solution identified by the expert is given a 

rating from 1 to 5 (5 is best influence) and plotted on a radar diagram. This 

representation is then used to support the decision-making.  
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5.4 RedesignIT 
RedesignIT (Ollinger & Stahovich, 2001) is based on the semi-quantitative 

representation of the physical properties (design and behavioural parameters) of a 

system. This semi-quantitative representation includes the orders of magnitude and 

positive or negative influence. The order of magnitude can be ‘Low’, ‘Zero’ or ‘High’, 

i.e. that ratio between the variation of initiating parameter and the variation of impacted 

parameter is in the order of magnitude of 10-1, 100 and 101 respectively. In addition, 

four different types of constraints can be specified. These constraints specify if a 

particular parameter can have only one value (fixed), should be as high as possible 

(maximise), should be as low as possible (minimise) or can only be within an specific 

interval (range). Finally, a ‘causal influence’ is associated with the relations between the 

parameters. These can either be ‘M+’, ‘M– ‘, ‘upper limit’ and ‘lower limit’. Here, 

‘M+’ means that an increase in the value of the initiating parameter will lead to an 

increase of the affected parameter and the same for a decrease, while ‘M–’ means the 

opposite effect (Figure II-11). The ‘upper limit’ and ‘lower limit’ influences are uses in 

situations where one parameter imposes an upper or lower limit on the value to affected 

parameter.  

Figure II-11: Dependency definition in RedesignIT (Ollinger & Stahovich, 2001) 

To investigate a change of a parameter, the algorithm will identify all possible direct 

and indirect impacted parameter and whether these impacts are beneficial or adverse. 

Subsequently, a search will be performed for alternative sets of exogenous quantities 

(i.e. quantities that the designer can influence directly) that will produce the requested 

output while minimizing negative consequences. As a result, several possible design 

plans will be produced. For each produced design plan, also the cost and benefit are 
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calculated. The difference of both is the ‘change value’. The design plan with the 

highest change value is the considered the best. 

5.5 Change Favorable Representation 
The Change FAvorable Representation (C-FAR) method (Cohen & Fulton, 1998; 

Cohen et al., 2000) uses an advanced product model to investigate change propagation. 

This product model is built with EXPRESS and STEP, which are information modelling 

languages.

In this product model, relations between entities (components) with associated attributes 

(e.g. radius, cost, weight) are described. The interactions between attributes of two 

components are defined in a C-FAR matrix. As a result, each dependency in the model 

has an associated matrix. Also C-FAR matrices exist for the interactions between the 

attributes of the same entity. Each element in the C-FAR matrix indicates a linkage 

value between one attribute of each entities. 

Figure II-12: Process of C-FAR method (Cohen et al., 2000) 

The C-FAR method is consequently used to calculate the combined linkage value 

between two selected attributes in the product model. Therefore, a search is performed 



40

to identify the propagation paths between the two attributes. Subsequently, for each of 

the propagation paths, the (combined) linkage values are calculated, considered the 

propagation cycles (loops). Finally, a linkage interval is obtained by summing the 

linkage values of all the propagation paths. The upper bound for the total linkage value 

interval is a result of the summation, and lower bound of the interval is set to maximum 

value among the linkage values from the relevant simple paths. As result, the user 

obtains a value between 0 and 0.9 which indicates the strength of the influence from the 

first to the second selected attribute. 

It is reported the calculation of these final linkage is very computationally complex, 

which make it difficult to apply to larger models. Case studies of the C-FAR method 

have included a car bumper and an injection moulding (Cohen et al., 2000).  

5.6 Evaluation of qualitative EC impact analysis methods 
The Change Prediction Method is a promising method as a result of large research effort 

in collaboration with industry. However, the interpretation of the results by the 

decision-maker, in particular the risk percentages, could be difficult and does not 

provide any immediate explanation of unexpected results. Moreover, due to the 

computational complexity, the evaluation of many alternative product structures may be 

hampered and limits the scalability of the method (not more than 50 items).  

The CM-EC approach includes a generic EC impact analysis method. However, there is 

still scope to extend the used dependency model and the visualisation of the propagation 

paths.

The C-FAR method uses a comprehensive product dependency model but suffers from 

the same limitation as the CPM.  The analysis is computationally complex and the 

results, a linkage value between two attributes, can be difficult to interpret.

In contrast, the RedesignIT method relies on semi-qualitative dependency model of the 

physical properties of the product and requires good understanding of their interactions. 
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As a result, this method can provide more practical solutions to a decision-maker, but 

on the other hand, the application and scalability is limited. 

It is concluded that current EC impact analysis methods have a limited ability for 

tracing the propagation of ECs and supporting the decision-maker with the 

identification of feasible solutions. Consequently, there is scope for new EC impact 

analysis methods which are more scalable and can be used across a wider range of the 

product lifecycle. 

6 Industry practice 

6.1 Change management  
Current practices for dealing with ECs often use formal configuration management 

procedures (section 2.3) and rely heavily on human communication, the knowledge and 

experience of individuals in a specific system area, as well as common sense. The 

change processes of two major companies in the aeronautics industry are summarised. 

In Airbus, a formal and documented change management process (Rivière, 2004; Rutka, 

2004) is used throughout the lifecycle of an aircraft, starting from the feasibility phase 

and into service. However, the change process before the start of manufacturing 

(milestone 7) is different from the change process after. The first change process until 

the end of the definition phase takes a more lightweight form and is known as the 

‘Change Note’. The process is aimed at changes to the aircraft baseline documents (top 

level requirements, standard specifications, etc.). Once the manufacturing has started, a 

more formal change process is followed, known as the ‘Full Change Process’ which 

also assesses the impact external to the company, e.g. suppliers, sub-contractors and 

airline customers. For both types of change processes, there are always four stages in a 

change process, namely, initiate change, evaluate change, investigate change and 

implement change. 

The EC process in Westland Helicopters (Figure II-13) (Eckert et al., 2004) begins with 

establishing the customer requirements with the Sales and Marketing department. This 
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is followed by a tender process where tender experts together with chief engineers and 

other experts will made the major design decisions. Subsequently, a proposal is then 

made to the customer and the contract is signed on agreement. Next, the chief engineer 

together with the relevant system heads will assess the impact of the change and an 

approximate schedule is proposed. This is also the beginning of change processes for 

emergent changes. In the next stage, the system heads and the change engineers 

investigate the impact of the change in detail will raise a formal engineering change 

request. Then, individuals or teams are selected for each system involved that will 

further assess the change and will propose solutions with their cost and implementation 

planning. The solutions are then discussed in a joint meeting of all involved teams and 

individual where the preferred solution is agreed upon. Each of the involved teams can 

then continue with implementation of their part of the change.

Figure II-13: EC process in Westland Helicopters Ltd. 



43

6.2 Commercial software applications supporting ECs 
There are different types of commercial software applications that are currently used in 

industry and support the analysis of ECs. The main types are discussed briefly to 

provide an overview of the knowledge they contain which could be used in future EC 

impact analysis methods. 

Current requirement management software is used to manage requirements and their 

dependencies. Some package offer “traceability” capabilities to identify affected 

requirements via direct and indirect links for changes to initial requirement. More 

advanced applications can even be used to decompose a product or system 

hierarchically into several alternatives (EDS SLATE®, 2004) and link each design 

object with relevant requirements which can be structured as well. 

Configuration Management (CM) software and Product Lifecycle Management (PLM) 

or Product Data Management (PDM) software (DS ENOVIA®, 2007) are commercial 

packages that are now generally used in industry to manage all product related data. 

However, they contain limited relational knowledge, mainly dependencies related to the 

product hierarchy. Some of these applications can support the communication of 

changes to the product definition within the extended organisation.  

Modern CAD software, such as CATIA (DS CATIA®, 2007), can predict the impact of 

changing a component by analysing the product geometrically and investigating 

interferences with neighbouring components, but not more complex interactions. These 

software packages only enable designers to identify geometry interactions at the 

assembly or component levels but not at the attributes levels. CAD software based on 

parametric product modelling allows users to measure the impact of a specific 

engineering change on predefined dimensional constraints. 

7 Summary 

The review of the state-of-the-art on ECs aimed to collate the current state of research 

on ECs and obtain an insight into practices related to ECs in industry. For this purpose, 

an extensive review was undertaken of major publications in relation to ECs and recent 
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publications on qualitative dependency models and EC impact analysis methods. 

Additionally, an engineering change was defined in the context of this thesis as any 

alteration of an item related to the design of product that needs to be investigated.

The review identified that there are many different sources of ECs throughout the 

product lifecycle. Fundamentally, however, changes are either initiated by designers to 

modify the product or changes emerge in order to solve deficiencies in the product 

design. ECs can impact the product, the design process as well as the extended 

organisation. In addition, ECs can initiate new ECs which in turn can propagate further. 

This phenomenon is referred to as change propagation. As a result, the extent of the 

impact can sometimes be difficult to predict, particularly in complex products where the 

design knowledge is distributed across the organisation. 

Current practices in dealing with ECs make use of management procedures to control 

changes. Configuration management and other standards provide some guidelines for 

these procedures. However, these standards do not specify any methods to analyse the 

impact of ECs.  

It has been recognised in other research that impact analyses of ECs are necessary to 

improve the capacity to manage time, cost, resources and quality. Published methods to 

analyse the impact of ECs are generally categorised as qualitative methods, quantitative 

methods and other methods. The focus of this research is on the qualitative impact 

analysis methods because these can be used to model diverse types of information and 

can be applied at various phases of the product life cycle. 

In recent years, academic research has resulted in several promising methods based on 

qualitative dependency models to investigate ECs. These methods focus on specific 

analyses of dependency models for particular types of information. The latter are 

usually either the product architecture or design processes. However, the capabilities of 

the current dependency models to characterise the impact of ECs are very specific to the 

related analysis method. In addition, existing EC impact analysis methods have limited 

capabilities in tracing the propagation of ECs and supporting the decision-maker with 
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the identification of feasible solutions. Hence, there appears to be a need for a more 

generic and scalable approach to model and analyse qualitative dependencies in support 

of a more integrated and shared impact analysis approach within organisations. 

Additionally, any new methods should support an effective visualisation as qualitative 

analysis methods aim to highlight possible impacts that needs to be further investigated. 
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This chapter is the first of three chapters on the proposed EC impact analysis 

methodology. The chapter introduces novel versatile meta-model to capture qualitative 

dependencies between information items related product design and its associated 

processes. An UML class diagram model of this meta-model is given. Finally, 

considerations with respect to the elicitation processes that are required to create the 

dependency models are discussed. The obtained dependencies models will form the 

basis for a propagation algorithm and impact sets analysis described in Chapters IV and 

V respectively.

CHAPTER III:

Modelling of Dependencies
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1 Introduction 

Qualitative dependency models elicit relations between items representing a product 

design and its associated information at a specific point in its lifecycle and with a 

certain level of granularity. These items can belong to different viewpoints or domains

of the engineering system, for example, requirements, product architecture, design 

processes or activities. The literature review showed that current qualitative relational 

models focus on one or two specific information domains. Furthermore, some of the 

current relational models characterise the dependencies between items and associate a 

likelihood factor and a level of impact with the dependencies. However, these 

characteristics have a limited ability to characterise the impacts for a particular change.  

In order to perform more accurate EC impact analysis, a more precise qualitative 

description of the changes to items and their dependencies is required. Therefore, a 

novel generic meta-model has been developed to elicit dependencies for a broad range 

of items and support the characterisation of the possible changes to affected items. 

Furthermore, this meta-model considers the product lifecycle by taking into account that 

some types of items can be frozen from a particular milestone. Additionally, the meta-

model contains dependency information that elicits the relations between items. 

Dependencies can be modelled between items from the same domain or items from 

different domains. There are two different kind of dependencies included in the 

dependency models. First, there are the incremental dependencies which capture one 

change initiating one new change. These dependencies are discussed in section 2 and 

are equivalent to the dependencies or links used in other related research. Additionally, 

a new kind of dependency is described in section 3. These dependencies are referred to 

as combinatorial dependencies because these define an impact resulting from a 

combination of initiating changes. For the remainder of this thesis, incremental 

dependencies are inferred for references to dependencies without an ‘incremental’ or a 

‘combinatorial’ denotation. 
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2 Incremental dependencies 

2.1 Type of change 

In previous research (Jarratt et al., 2004), only dependencies have been characterised, 

e.g. spatial or electric links. In Figure III-1, a two-step propagation is depicted with 

traditional dependency definitions between the items ‘A’, ‘B’ and ‘C’. In this example, 

a ‘geometric’ and a ‘material’ link exist from item ‘A’ to item ‘B’ and from item ‘B’ to 

item ‘C’. 

A B CGeometric 
Material 

Geometric
Material 

Figure III-1: Propagation with traditional dependency definition 

As a result, this example shows that the geometry and material of ‘B’ could be affected 

due to a change of ‘A’ regardless of the nature of the change to ‘A’. Furthermore, the 

geometry and material of the item ‘C’ could also be affected. Consequently, this 

traditional approach based on types of dependencies does not consider the impact of the 

initiating item.  

Therefore, a new approach has been developed which characterises important aspects of 

the possible change to an item. This approach combines an item with a type of change

(ToC) during a propagaton. The ToC specifies the property of the item that is changed, 

e.g. material or geometry. Furthermore, the ToC of the affected item is a function of the 

ToC of the initiating item. Hence, dependencies are defined between an initiating 

change composed of an initiating item (I-Item) together with an initiating ToC (I-ToC) 

and a target change composed of a target item (T-Item) together with a target ToC (T-

ToC). Thus, multiple dependencies can exist between two items to define relations 

between different ToCs. However, in some domains, no relevant types of change can be 

identified for the items. In that case, a single default ToC can be used for all 

dependencies.

A two-step propagation example with ToC-based dependencies is shown in Figure III-2. 

In this example, also two dependencies are defined between items ‘A’ and ‘B’ and 
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another two dependencies are defined between items ‘B’ and ‘C’. The used ToCs are 

again ‘Geometry’ and ‘Material’. 

A B C

Geometry 
Material Geometry

A
A B

Geometry
Material Material 

B
B C

I-ToC I-Item T-ToC T-Item 
GeometryB Geometry C

I-ToC I-Item T-ToC T-Item 

Figure III-2: Propagation with ToC-based dependencies 

In this propagation example, a change to the Geometry of ‘A’ will identify that both the 

Geometry of ‘B’ and ‘C’ can be affected while a change to the Material of ‘A’ will 

identify that only a change to the Material of ‘B’ can be affected. In contrast, the 

example with the traditional dependencies in Figure III-1 will identify that in both 

cases, both ‘B’ and ‘C’ could be affected. This illustrates the main advantage of using 

ToC-based dependencies compared to the traditional dependency definition.

An additional advantage of the ToC-based dependencies is that dependencies can be 

defined between different ToCs of the same item. This is illustrated in Figure III-3. In 

this example, a change to the Material of item ‘A’ can affect the Geometry of the same 

‘A’.  This adds another degree of freedom in modelling dependencies. 

A

Material A GeometryA
I-ToC I-Item T-ToC T-Item

Figure III-3: Dependency between different ToCs of same item 

2.2 Level of change 

Current dependency models also qualified possible change of an affected item with an 

impact level. This refers to the amount of rework from the current configuration 
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baseline that could be required for the affected item, which is particularly related to 

physical components. As with the dependency types, the impact level is independent 

from the initiating conditions. Therefore to further improve the dependency definition, a 

change as combination of an item and a type of change is extended with a level of 

change (LoC). As with the ToC, the LoC of the affected item is a function of the level 

of change of the initiated item, called target LoC (T-LoC) and initiating LoC (I-LoC) 

respectively. Consequently, dependencies are defined between the LoC of the ToC of 

the initiated item and the LoC of the ToC of the affected item.  

The levels of change can be chosen according to the available knowledge about the 

dependencies and types of changes that are considered even though specifying the levels 

of change will be in most cases very subjective. Therefore, the conjecture is that ‘Low’ 

(L), ‘Medium’ (M) and ‘High’ (H) will in most cases be the most appropriate to qualify 

the change and will be used henceforth. Furthermore, the LoCs can be chosen in order 

achieve specific propagation behaviours. For example, High LoCs could be used to 

initiate the worst-case impact while Low LoCs could be used to trigger the best-case 

impact which could be no impact at all.  

Two examples of dependencies with ToCs and LoCs are shown in Figure III-4 to 

illustrate a change propagation with LoCs and ToCs. 

A B

Geo
Geo

A
A

I-ToCI-Item 
M
H

I-LoC
Geo
Geo

B
B

T-ToCT-Item
L
M

T-LoC

B C

Geo
Geo

B
B

I-ToCI-Item 
M
M

I-LoC
Geo 
Mat 

C
C

T-ToCT-Item
L
M

T-LoC

Figure III-4: Dependency definition with ToCs and LoCs 
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In the first propagation example based on the above dependency definition, a Medium 

change to the Geometry of item ‘A’ can affect the Geometry of item ‘B’ with Low LoC. 

As the LoC of ‘B’ is Low, ‘C’ will not be impacted and hence the propagation will not 

continue (Figure III-5).  

A BGeo
M

Geo
L

Figure III-5: Propagation example with ToC and LoC (1) 

However in a second propagation example, a High change to the Geometry of item ‘A’ 

can affect the Geometry of item ‘B’ with Medium LoC. This impact can in turn affect 

the Geometry of ‘C’ with a Low LoC and can also affect Material of ‘C’ with a Medium 

LoC (Figure III-6).  

A BGeo 
H

Geo
M C Geo

L

C Mat 
M

Figure III-6: Propagation example with ToC and LoC (2) 

Consequently, as for the use of ToC, dependencies with LoCs further enhance the 

flexibility to model dependencies between items and enable a better control over the 

propagation of the ECs.

2.3 Validity range and probability 

As discussed above, a dependency is composed of an initiating item, an initiating ToC, 

an initiating LoC, a target item, a target ToC and a target LoC. However, also lifecycle 

considerations need to be taken into account with respect to the dependency because a 

dependency can possibly not always be valid during the product lifecycle. Therefore, 

each dependency is associated with a validity range between a start milestone (S-MS) 

and an end milestone (E-MS). Henceforth, a lifecycle with 13 milestones has been used. 

As a result, different dependencies can be modelled for different phases of the product 
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lifecycle. For example, a change of an item at the beginning of the lifecycle may have a 

low impact on a cost item while the same change could have a high impact on the same 

cost item near the end of the lifecycle.  

Additionally, a probability (Pr) is associated with a dependency in order to perform 

statistical analyses for possible impact sets discrimination. This probability is the 

likelihood that the target will be impacted for the initiating conditions. However, it is 

very difficult to associate a specific probability value with a dependency. Therefore, a 

scale similar to the LoCs consisting of ‘Unlikely’ (Ul), ‘Likely’ (Li) and ‘Certain’ (Cn) 

has been proposed. The latter indicates a definite dependency and should be more 

obvious to elicit. The distinction between an unlikely and likely dependency can be 

more difficult to make.  

As a result, each dependency requires nine attributes to be defined. Figure III-7 shows a 

regular DSM for a specific domain. A ‘ ’ indicates that there exists one or more 

dependencies from the initiating item in the column to a target items in the row. The 

inset depicts a table which list the dependencies between the 2 items. Note also that 

dependencies can exist in the diagonal.

Figure III-7: Example of dependency definition 

3 Combinatorial dependencies 

As described already in the introduction, not only incremental dependencies can exist 

where one change triggers another change. In engineering design, often step changes 

occur (Brown, 2004) where the combined effect of a number of changes is different 
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from the effect of each of the individual changes. As step changes often appear 

unexpectedly, modelling these would be a considerable improvement towards EC 

impact analyses. To model these step changes, combinatorial dependencies have been 

introduced. These dependencies define an impact in terms of a target item, a target ToC 

and a target LoC for a specific set of initiating changes, each of these are composed of 

an initiating item, initiating ToC and initiating LoC.  

The combinatorial dependencies can be used in different ways. First, they can model an 

impact on an item that the individual initiating items do not impact. Also an impact on 

additional ToCs can be modelled for an item that can already be impacted with different 

ToCs by the initiating changes. Finally, the combinatorial dependencies can be used to 

model an impact with a higher LoC than the target LoCs for each of the individual 

initiating changes. For example, a high  initiating LoC of items A, B and C have 

individually an impact with a low LoC on item ‘D’ while a high  initiating LoC of items 

A, B and C all together has an impact with a high LoC on item ‘D’. 

These combinatorial dependencies cannot be visualised in a dependency DSM and are 

therefore listed in a table. A table with examples of combinatorial dependencies is 

shown in Figure III-8. This example includes three items (A, B, C), two ToCs (X, Y) 

and three LoCs (L, M, H). Each column in this table represents a combination of an I-

item, I-ToC and I-LoC while each row is one combinatorial dependency. The different 

‘ ’ in a row indicate the different initiating changes that are required for the 

dependency. Hence the same target change can appear in several rows for dependencies 

with different initiating conditions but with the same impact. Additionally, a start and 

end milestone together with a probability factor can be defined for each dependency.  
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Figure III-8: Combinatorial dependency table 

4 UML Model 

The complete proposed dependency model has been described in an UML class 

diagram. This UML diagram reflects the implementation of the dependency model. The 

diagram is depicted in Figure III-9 and is comprised of 10 types of information 

represented by classes. Each class and its relations with other classes is described 

below.

Model: This class contains the references and description of dependency models 

for different products, product sections or product versions. 

Domain: This class contains the possible domains for all the different types of 

information item that can be included in the models. 

Milestone: This class contains the milestones in the product lifecycle 

Item: This class contains the items. Each item belongs to one model and one 

domain. It is also associated with one milestone to specify the moment at which 

it is frozen in the product lifecycle. 

ToC: This class contains the types of change. Each ToC can belong to many 

domains while each domain can be associated with multiple ToCs 

LoC: This class contains the levels of change. Each LoC can belong to many 

ToCs while each ToCs can be associated with multiple LoCs. 

Change: This class contains the possible changes. Each change is composed of 

one item, one ToC and one LoC. 
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Incr_Deps: This class contains the incremental dependencies. Each incremental 

dependency is associated with two Changes, an initiating Change and a target 

Change. Furthermore, each dependency is associated with two milestones 

defining the lifecycle validity range and has a probability factor as attribute. 

Comb_Ini: This class contains the combinations of initiating changes that can 

instigate a combinatorial change. Many Changes can belong to each 

combination while each Change can also belong to many combinations. 

Comb_Deps: This class contains the combinatorial dependencies and hence it is 

associated with a Comb_Ini and a Change as target. Furthermore, each 

dependency is also associated with two milestones defining the lifecycle validity 

range and has a probability factor as attribute. 

Incr_Deps 

Comb_Deps 

Model 

Domain 

Item

ToC 

LoC 

Change

Comb_Ini

Milestone 
1 *

*

*

*
*
*

1

1

1

2 *
1

*

*

*

1 *

* 1 2

2

*

*

1

*

*

*

Figure III-9: UML Class Diagram of dependency model 

5 Elicitation processes 

Capturing all the required information to recreate effective dependency models is a 

major challenge. There can be two approaches to elicit the required knowledge. First 

and most of all, the knowledge is obtained from design experts. This can be done 

through a series of the individual interviews or group discussions which is a time 
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consuming process and the availability of design experts is limited. However, previous 

research (Jarratt, 2004) indicates that the required elicitation process can be useful in its 

own right, as it can improve the participants’ understanding of the reviewed design 

areas. Furthermore, capturing knowledge enables it to be stored and distributed across 

the enterprise. Even though this is beneficial to the company, individuals may be 

hesitant to share their knowledge for fears that they may become redundant once their 

knowledge has been stored in a repository.  However, qualitative dependency models by 

their nature do not capture all aspects of a product design, their interdependencies and 

related information. Consequently, design experts will always be required to interpret 

the modelled information.  

Second, existing knowledge repository could be used to automate the elicitation of 

items as well as their dependencies. An obvious source of knowledge is the CAD model 

of the product. For example, components from the physical architecture could be 

extracted and automatic identification of geometric relations through clash detection 

methods have been investigated (Rivière, 2004). Other repositories that could be 

considered are PLM tools and requirement management tools. However, the amount of 

relevant dependencies that can be obtained automatically is limited. Additionally, these 

tools can reside on various systems in different locations, integrating these tools with 

the repository of the dependency models and extracting the right information will not be 

a trivial task. This will also require many resources and maintenance systems. 

Additionally, in order for the dependency models to produce reliable results, the 

information it contains must be correct. Therefore, a validation process needs to be part 

of an elicitation process in order to keep a dependency model up-to-date with the 

current design in the context of a continuously changing and evolving product design. 

6 Summary 

This chapter described a novel meta-model to capture qualitative dependencies. First, 

the information items are organised in domains. Second, a change is defined as a 

combination of an item with a type of change and a level of change. Consequently, 
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dependencies are defined between an initiating change and a target change. As a result, 

dependencies can be modelled more precisely than with the traditional dependencies 

and can support a potentially more accurate EC propagation analysis. Additionally, it 

also improves the ability to model items in terms of their change properties as 

absorbers, carriers or multipliers (example in Chapter VI section 2.3). 

Additionally, combinatorial dependencies have been introduced which define a target 

change for a specific combination of initiating changes. Hence, these combinatorial 

dependencies support the prediction of step changes and can enhance the EC 

propagation analysis results. Also the product lifecycle was taken into account by 

associating a milestone with items to capture the moment of design freeze and by 

enabling the definition of a validity range of dependencies between two milestones.

The proposed dependency model is also compatible with various existing EC impact 

analysis methods in order to support a more integrated and shared impact analysis 

approach throughout a company and the product lifecycle. For example, CPM could be 

accommodated by using the probability as the likelihood value and the target LoC as the 

impact value. The initiating LoC and combinatorial dependencies would be ignored. 

Also the RedesignIT method could be supported by modelling ‘increases’ and 

‘decreases’ to design parameters as ToCs and defining the required dependencies 

accordingly. The C-FAR dependencies from the corresponding method could be 

modelled with initiating ToCs and target ToCs. 

Regarding the elicitation process that is required, knowledge can be captured from 

design experts and existing design repositories. This will require a considerable amount 

of resources and therefore, the right information needs to be elicited at the right 

moment. Determining these factors was however beyond the scope of this thesis. 
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A novel meta-model to capture qualitative dependencies in product design and their 

related information was introduced in the previous chapter. In this chapter, an 

algorithm, named Change Propagation Analysis (CPA), is presented that can exploit the 

elicited dependency models in order to identify possible propagation paths. The 

algorithm can simulate different possible propagation behaviours and limits and filters 

propagation paths to support an effective visualisation. Additionally, reverse 

propagation is supported which identifies possible changes that could affect a selected 

change.

CHAPTER IV:

Change Propagation Analysis
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1 Introduction 

To analyse the dependency model and identify all relevant propagation paths for an 

initiating change, a propagation algorithm was developed. This algorithm will start with 

searching for the dependencies with an initiating item, ToC and LoC that matches the 

specified initiating change. The matching dependencies will identify the affected items 

and their affected ToC and LoC. These affected items with their ToC and LoC will 

become the initiating changes for the next propagation step. The propagation continues 

accordingly. Consequently, this algorithm produces a propagation tree representing all 

the propagation paths. It can also be used to support alternative visualisation methods 

such as networks and visualisation of affected components in the Digital Mock-Up 

(DMU). In order to support the investigation of the possible extents of the EC impact, 

the algorithm can execute different types of propagation. Furthermore, it limits the 

propagation paths in order to reduce redundant impacts and enables the users to filter 

the propagation according to the domains of interest. These different aspects of the 

propagation algorithm are described in detail in following sections.

Two simple demonstration models have been used to visualise the resulting propagation 

behaviour. The first model consists of one domain with 10 items named ‘A’ to ‘K’ 

excluding ‘H’ (to avoid confusion with ‘H’ as High LoC). There are 3 ToCs included 

named ‘Green’, ‘Blue’ and ‘Red’ and 3 LoCs named ‘High’ (H), ‘Medium’ (M) and 

‘Low’ (L). The complete list of the dependencies for this model is included in Table 

IV-1. All these dependencies are valid over the complete lifecycle (S-MS = 1 and E-MS 

= 13) and no probability factor have been included as this is not considered by the 

propagation algorithm. 

I-Item I-ToC I-LoC T-Item T-ToC T-LoC 

A Blue M B Blue H 

A Blue H C Green M 

A Red M D Red L 

B Blue H C Blue M 

B Blue H E Green M 
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C Green M D Red H 

D Red M E Green M 

D Blue H K Green H 

D Blue H I Blue M 

E Green M F Green M 

E Green M G Green M 

E Green M G Blue M 

E Red M I Blue M 

F Blue M G Red M 

G Green M B Red M 

G Red M B Blue M 

G Green M C Green M 

K Green H A Red M 

K Blue H I Red M 

K Green M J Green H 

I Red M K Blue M 

I Blue M J Green M 

I Red M J Green M 

J Green M D Red H 

J Green H E Green M 

Table IV-1: Single Domain example dependencies 

A second model (Figure IV-10) supports the description of the inter-domain 

propagation and consists of 3 domains: ‘Domain1’, ‘Domain2’ and ‘Domain3’ with 12 

items in total. Only one ToC and LoC have been considered hence they are both 

modelled as ‘Default’. 

2 Types of propagation 

Since dependencies are defined between the ToC and LoC of the initiating item and 

affected ToC and LoC of the target item, the CPA can take into account the affected 
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ToCs and LoCs of the impacted items during the propagation. However, there are 

occasions when it can be beneficial to ignore the ToC and also the LoC of the 

dependencies in order to achieve a wider propagation and hence to identify more 

potentially affected items. Consequently, 3 types of propagations are considered. Each 

of these propagation types are described in more detail below and an example of a 

propagation tree is depicted based on a set of dependencies listed in the Table IV-1. 

2.1 Simple propagation analysis (SPA) 
The SPA only considers relations at item level which means that at every propagation 

level, all dependencies are taken into account for every initiating item. Hence, only an 

item needs to be selected as initiating condition. Consequently, the propagation is not 

influenced by the defined initiating and target ToCs and LoCs. The propagation tree in 

Figure IV-1 illustrates a SPA with ‘A’ as initiating item for two propagation levels. As a 

result, both ‘B’, ‘C’ and ‘D’ are impacted at the first propagation step even though 

different ToCs and LoCs of ‘A’ are required. Subsequently, the ToCs and LoCs of the 

impacted items are ignored for the next propagation step. In Figure IV-1, the name of 

each affected item and the initiating items is shown in an ellipse. The propagation 

continues from left to right. 

A B C

E

DC

D E

K

I

Figure IV-1: Simple Propagation Analysis 

This type of propagation analysis can be used to identify the maximum possible extent 

of the EC impact, particularly in case the considered ToCs do not match the modelled 

ToCs or the latter are not completely independent. Consequently, this type of 



62

propagation analysis identifies rapidly increasing numbers of possible impacts. For 

example, in case of propagation analysis in a Physical Architecture, all items could 

eventually be identified as possibly impacted.  

2.2 ‘ToC-only’ propagation analysis (TPA) 
This type of propagation analysis only considers the ToCs of the relations between 

items but ignores the LoCs. Therefore, together with the initiating item, also an 

initiating ToC (I-ToC) needs to be selected. Consequently, all affected ToCs (T-ToC) 

become I- ToCs for the following propagation level. The propagation tree below 

illustrates this propagation type with ‘A’ as initiating item and ‘Blue’ as I-ToC for two 

propagation levels. Hence, this time only ‘B’ and ‘C’ are identified with the ToC ‘Blue’ 

and ‘Green’ respectively. These ToCs are then taken into account for the next 

propagation step. In Figure IV-2, the name of the item is shown in the ellipse while the 

background colour corresponds to the impacted ToC.  

A B C

E

DC

Figure IV-2: ‘ToC-only’ Propagation Analysis 

This type of analysis simulates a propagation behaviour where a change to an item will 

always affect another item as long as there is a dependency between the relevant ToCs 

regardless of the magnitude of the change. Hence, different ToCs can be affected for 

new and already identified items. Consequently, this propagation analysis can also 

identify large numbers of items as possibly impacted, especially when very generic 

ToCs are affected or in domains where only one or very few ToCs are used.

2.3 Detailed propagation analysis (DPA) 
For this type of propagation analysis, the CPA considers the ToC and LoC of every 

affected item and takes these into account to identify the relations for the following 
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propagation step. Hence, this type of analysis requires an initiating ToC and a LoC to 

begin with. The 2-step propagation tree in Figure IV-3 illustrates this propagation type 

with ‘A’ as the initiating item and ‘Blue’ with ‘Medium’ (M) as I-ToC and I-LoC. Now, 

only item ‘B’ is identified at the first propagation step. The T-ToC is also ‘Blue’ and the 

T-LoC is ‘High’. This ‘High’ level of change of ‘Blue’ of item ‘B’ will in turn affected 

item ‘C’ and ‘D’ with ToC ‘Blue’ together with LoC ‘M’ and ToC ‘Green’ together 

with LoC ‘M’ respectively. Figure IV-3 uses the same visualisation as Figure IV-2 with 

the addition that the affected LoC is shown at the top right of the corresponding ellipse. 

A B C

E

M H M

M

Figure IV-3: Detailed Propagation Analysis 

In this case, a specified level of change with the relevant ToC is required for the 

affected items in order for the propagation to continue. This implies that changes are 

absorbed by some items when the LoC of the affected items is lower than required in 

order to affect more items (section 4). Consequently, this type of propagation is more 

constrained than the previous propagation types and hence fewer items are impacted. 

3 Loop detection 

To support an effective visualisation of the propagation paths, the algorithm also detects 

impacted items which have already been impacted at a preceding propagation step. This 

would result in the repetition of the same knock-on impacts. This in turn could lead to 

propagation loops and consequently to an infinite propagation. The repeated impacts are 

considered to add no new information to the propagation results while increasing 

unnecessarily the size of the resulting propagation tree.

Therefore, loop detection has been included in the CPA. Loop detection works in two 

ways to recognise when an item has already been impacted. First, the propagation does 

not continue for an impact which has been identified at previous propagation levels. 
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Secondly, in case that the same impacts occur multiple times at the same propagation 

level, the propagation only continues for the first of those impacts. In case of a SPA, 

loops will be detected when the same items are impacted. During a TPA, loop detection 

occurs when the same item with same ToC is impacted. Thus the propagation will 

continue for an impact on a different ToC of an already impacted item. In the case of 

DPA, the propagation is terminated when the same ToC and LoC is impacted of an item 

identified before. 

Loop detection is illustrated in Figure IV-4 for the second propagation step of the 

Simple Propagation Analysis shown in Figure IV-1. First, the propagation is not 

continued beyond the impact on ‘C’ as it has already been impacted on the first step and 

the same for item ‘D’ (purple arrows). Secondly, ‘E’ is impacted twice at the second 

propagation step (blue arrow). Only for one first appearance is the propagation 

continued. Figure IV-5 shows the loop detection at the third propagation step for the 

same example. 
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J
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J

Figure IV-4: Loop detection at step 2 Figure IV-5: Loop detection at step 3 
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4 LoC propagation management 

Unlike ToCs, LoCs are not independent because these are graded and therefore can be 

ordered. Consequently, this order can be taken into account during the propagation to 

identify potentially more relevant impacts and to minimise duplicate impacts. Thus, the 

propagation and loop detection has been extended with three additional rules for 

Detailed Propagations which consider LoCs. Each of these rules is illustrated with a 

propagation analysis example based on the dependencies listed in the section 1 of this 

chapter.

4.1 Rule 1 
Besides the selected or identified initiating LoC, also lower LoCs associated with the 

item need to be taken into account. The rationale is that in case a Low LoC of an 

initiating item has an impact on an item, a higher level of change of the same initiating 

item should also identify this impact. The example in Figure IV-6 shows this as ‘K’ 

which impacts both ‘A’ and ‘J’ while the LoC of item ‘K’ was High but only a Medium 

LoC was required to impact ‘J’. If this rule was not used only the ‘Medium’ ‘Red’ 

impact on ‘A’ would have been identified but not the ‘High’ ‘Green’ impact of ‘J’.  

D K A

J

JI

H H M

H

M M

(M)

Figure IV-6: LoC Propagation Management - Rule 1 

4.2 Rule 2 
The propagation should be stopped when an item is impacted which has been impacted 

before at a higher level (hence not only the same LoC). This is because the impact of the 

new (lower) identified LoC should already be checked for the previous impact with a 

higher LoC as a result of the previous rule. This is illustrated in Figure IV-7 where the 

propagation at the second propagation step for ‘K’ is stopped because the newly 
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identified LoC (Medium) of item ‘H’ had been included at first propagation level with 

‘High’ ‘H’ as initiating condition. 

K I K

J

H M M

M …

Figure IV-7: LoC Propagation Management - Rule 2 

4.3 Rule 3 
This rule considers the case when multiple impacts on the same item with different 

LoCs occur at the same propagation step. It states that in this case the propagation 

should only continue for the impact with the highest LoC. However, due to Rule 1, also 

all lower LoCs will be included for that impact. This is illustrated in Figure IV-8 where 

at the second propagation level a ‘Green’ change of ‘J’ is once identified with a ‘High’ 

LoC and once with ‘Medium’ LoC. The propagation is terminated for ‘J’ with the 

‘Medium’ LoC and only continues for ‘J’ with the ‘High’ LoC but includes also impacts 

for a lower LoCs (‘Medium’). This means that the ‘Red’ ToC of ‘D’ is shown as 

impacted by ‘J’ with a ‘High’ LoC and not by ‘J’ with a ‘Medium’ LoC even though the 

latter is defined in the dependency model. 

D K A

J

JI

H H M

H

M M

D L

D H

E M

Figure IV-8: LoC Propagation Management - Rule 3 

5 Milestone Detection 

The algorithm also detects the status of items and the dependencies during the 

propagation analysis. This requires that a milestone is specified together with the other 
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initiating conditions. As a result, the propagation does not continue for affected items 

when their status is frozen for the specified milestone.  Additionally, the lifecycle 

validity range of the dependencies is also taken into account. This means that only those 

relations are considered for which the specified milestone is within their defined 

lifecycle range (S-MS to E-MS). Figure IV-9 shows the SPA from Figure IV-5 but with 

item ‘B’ frozen. 

A B

DC

D E
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J
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Figure IV-9: SPA example with 'B' frozen 

6 Inter-domain propagation filtering 

As described in Chapter III, the proposed methodology supports the elicitation of 

dependencies between items of different types of information organised in domains. All 

the dependencies, i.e. the dependencies between items of the same domain and between 

items of different domains, can be visualised in an Inter-domain DSM. This DSM is 

composed of Single domain DSMs and Domain Mapping Matrices (DMMs). Single 

domain DSMs contain the dependencies between the items of the same domain. DMMs 

are used to define dependencies between items in two different domains. All the DSMs 

and DMMs for all included domains form a square Inter-domain DSM. An example of 

an inter-domain DSM for three domains is depicted in Figure IV-10. 
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Figure IV-10: Example of Inter-domain DSM 

In order to control the identification of cross-domain impacts, special attention has been 

given to inter-domain propagation. The objective is to give the user a high degree of 

control over the way the propagation continues between domains. The intention is to 

provide the decision-maker with a bespoke interface which allows him/her to select 

specific domain combinations wherefore dependencies have to be considered and ignore 

all other dependencies for a particular change propagation analysis. This interface 

constructs a Domain Selection DSM of the available domains, representing the Inter-

domain DSM discussed above. Figure IV-11 depicts an example of a Domain Selection 

DSM with two domain combinations selected. The non-shaded area in Figure IV-12 

depicts the corresponding section in the Inter-domain DSM that will be used. This 

means that the dependencies between the items of Domain 1 and the dependencies from 

the items in Domain 1 to the items in Domain 2 will be considered during the 

propagation analysis. As a result, impacts on items of Domain 1 and Domain 2 will be 

identified at every propagation level. However, only the affected items from Domain 1 

will become the initiating items for the following propagation level. This also means 

that that the initiating item needs to belong to Domain 1. 
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Figure IV-11: Domain Selection DSM Figure IV-12: Selected section of Inter-domain DSM 

Figure IV-13 shows the resulting propagation between the

domains. Any required inter-domain flow can be selected as

long as every domain is included not more than once in the flow.

Furthermore, a finite or an infinite domain flow can be selected. 

This means that for the infinite flow, at least one loop exist

between the domains. In this case, the propagation will continue

as long as new items can be identified. In the finite domain flow,

the propagation will always end when the impacts in the last 

domain are identified. Finally, special attention needs to be

given that the initiating item belongs to the right domain and

that the selected domain combinations result in a consistent

domain flow. 

Figure IV-13: Inter-

domain Flow 

To further demonstrate the inter-domain propagation management, an example of a 

change scenario is given based on the Inter-domain DSM shown in Figure IV-10. A 

required inter-domain propagation flow is depicted in Figure IV-14 and the domain 

combinations in the Domain Selection DSM that need to be selected are shown in 

Figure IV-15. The propagation between the items in the different domains is depicted in 

Figure IV-16 in detail and the resulting propagation tree is shown in Figure IV-17. 



70

Figure IV-14: Inter-domain propagation overview Figure IV-15: Domain Selection DSM 

2 B

C

D

B

E

Figure IV-16: Inter-domain propagation in detail 
Figure IV-17: Inter-domain propagation 

tree

This example represents a scenario where a Customer Need (Domain 3) ought to be 

investigated by identifying related Functional Requirements (Domain 2), the 

Components (Domain 1) that are affected by these Requirements and any further 

propagation between the Components.  
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7 Reverse propagation 

Beside forward propagation analyses which identify the possible affected changes for a 

given initiating change, also reverse propagation analysis can be performed. The aim of 

a reverse propagation analysis is to identify the possible changes that could affect a 

given initiating change. Therefore, the algorithm will in this case search for 

dependencies where the target item, ToC and LoC match the selected initiating change. 

The identified impacts are then the initiating item, ToC and LoC of the matching 

dependencies. These identified changes become then the initiating changes for the 

following propagations steps and the propagation continues accordingly. Consequently, 

reverse propagation analyses can be performed with the same propagation types as 

forward propagation analyses. Furthermore, loop detection and inter-domain 

propagation are equally applicable for reverse propagation analyses.

However, the rules for the LoC propagation managements need to be reversed. This 

means that for Rule 1 during reverse propagation, all higher LoC need to be taken into 

account instead of the lower LoC for forward propagation. The rationale here is that in 

case an item has an impact on another item with high level of change, the first item 

should also be identified as a possible affecting item for lower levels of change of the 

second impacted item. Therefore, the algorithm needs to consider not only the selected 

LoC, but also all higher LoCs. For example, if item ‘A’ affects item ‘C’ with a ‘High’ 

LoC and item ‘B’ affects items ‘C’ with a ‘Low’ LoC, then the reverse propagation for 

‘Medium’ LoC of ‘C’ should identified ‘A’ as a possible affecting item but not ‘B’ as 

the latter can affect ‘C’ only with a ‘Low’ LoC. Consequently, also Rule 2 and Rule 3 

need to be reversed. This means that a loop should be detected when an item is 

impacted with a higher LoC that previous impact of the same item. In case of multiple 

impacts on the same item with different LoCs, the reverse propagation should only 

continue from the item with the lowest LoC, but considering also all higher LoCs for 

the same item.   

An example of a detailed reverse propagation analysis is shown in Figure IV-18 based 

on the single domain model in Table IV-1. The initiating items is ‘D’ with ToC ‘Red’ 
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and LoC ‘Medium’ which is shown at the right hand side. The propagation continues to 

the left.  

JK M M

D MC
MA H

G M

J M

I M

Figure IV-18: Example of reverse propagation analysis 

8 Propagation with combinatorial dependencies 

So far, only incremental dependencies have been used to discuss the propagation. 

However, also the combinatorial dependencies can be considered during the 

propagation. There are two situations that can trigger a combinatorial dependency. First, 

two or more impacts identified at the last propagation step can initiate a new impact at 

the new propagation step. This situation is shown in Figure IV-19. Second, one or more 

new impacts identified at the last propagation step in combination with one or more 

impacts identified at the earlier propagation steps can also initiate a new impact. This 

last situation is shown in Figure IV-20. 

A B

XC

A B

C

E

XD

Figure IV-19: Propagation with comb. 

dependency (1) 

Figure IV-20: Propagation with comb. dependency (2) 

Furthermore, the propagation issues discussed above for change propagations with 

incremental dependencies are equally applicable to change propagations with 

combinatorial dependencies. This means that the different types of propagation and 

inter-domain propagation can be used in the same manner with combinatorial 

dependencies. Also the rules from the LoC propagation management can be taken into 

account. However, special considerations need to be made regarding loop detection. For 
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incremental dependencies, a loop is detected when an item is impacted which has been 

impacted before (with the same ToC and LoC) at the same or a previous propagation 

step. Hence, this new impact is not considered anymore for the subsequent propagation 

step. In case of combinatorial dependencies, this new repeated impact is also no longer 

considered to initiate a new impact. However, as combinatorial dependencies consider 

all affected items of all propagation steps, the initial item will always be considered as 

an initiating condition for combinatorial dependencies in subsequent propagation steps. 

Figure IV-21 illustrates this case where items ‘B’, ‘C’, ‘D’ and ‘E’ impacted at second 

propagation step do not initiate the combinatorial dependencies which had been used at 

the previous propagations step. However, the initial impacts of these items at the first 

propagation steps are still taken into account to identify the impact on item ‘K’ at the 

third propagation step. 

A B D

E

AD

E B

G

C

F K

Figure IV-21: Loop detection with combinatorial dependencies 

Regarding reverse propagation with combinatorial dependencies, the problem is that 

different combinations of initiating items can have the same target item. Consequently, 

the visualisation of all the possible initiating conditions for a target item can become 

very complex and hence is not included in the CPA algorithm.  

9 CPA algorithm 

The CPA algorithm brings together all propagation issues that have been discuss in this 

chapter.  The flowchart diagram that is depicted in the following three figures represent 

the implementation of the CPA algorithm which has been used for the evaluation 

(Chapter VI). Figure IV-22 shows the overall process. It is at this level that the loop 

detection, frozen item and LoC management are handled. Figure IV-23 and Figure 
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IV-24 details the impact identification process for a particular change. The different 

types of changes are handled as this level together with a part of the LoC management.  

Store Impact
in Impacted
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Ask user to select 
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 Details in Figures IV-23 & IV-24 

Processes related to 
loop detection 

Processes related to 
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Processes related to 
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Figure IV-22: Flowchart of overall CPA algorithm 
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Figure IV-23: Detailed flowchart of ‘Find Impacts for Change’ process - Part 1 
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Figure IV-24: Detailed flowchart of ‘Find Impacts for Change’ process - Part 2 
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10 Summary 

This chapter described a propagation algorithm that analyses the dependency models 

introduced in the previous chapter. The algorithm can perform three types of 

propagation simulating different possible propagation behaviour in forward or reverse 

propagation mode. Furthermore, frozen items and dependency validity is take into 

account. Finally, loop detection, LoC management and domain-based filtering are 

included to support an effective visualisation of the propagation paths. 
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This last part of the proposed methodology in this thesis, introduces the Impact Sets 

Analysis (ISA) algorithm to specifically support the discrimination of concept 

alternatives during the EC decision-making process. In addition, considerations are 

made with regard to the computation of the probabilities of these impact sets. 

1 Introduction 

It was observed in the review of the state-of-the-art of existing qualitative EC impact 

analysis methods that none of the methods have specific capabilities that support the 

discrimination of concept alternatives in order to help the decision-maker to identify 

feasible solutions. However, two publications have been identified that support the 

discrimination of design concepts. Bryant et al. (2005) developed an algorithm for the 

CHAPTER V:

Impact Sets Analysis
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generation of concepts during the conceptual design phase. This algorithm generates all 

possible component combinations for a selected sequence (‘chain’) of functions that are 

required by a new product. Therefore a matrix is used which maps functions to 

components. Subsequently, combinations which are not compatible with product 

dependency models of existing products are eliminated. As a result, a list of viable 

components sets is obtained. The method was demonstrated with a small case study of a 

box-labelling device. Also Ulrich and Eppinger (2000) describe an approach to generate 

concepts based on combinations that can be used during the initial stages of a product 

development process. This approach also involves the mapping of required functions to 

possible components. Plausible concepts are subsequently selected using concept 

screening and concept scoring matrices. 

In this research, the Impact Sets Analysis algorithm has been developed to support the 

decision-maker with the selection of a feasible solution for the required EC which is 

also based on the generation of concept alternatives through combinations. This 

algorithm analyses the result of the CPA algorithm (Chapter IV) to identify possible 

groups of affected items which are referred as ‘impact sets’. The conjecture is that these 

‘impact sets’ can help the decision-maker, in addition to the CPA results, with the 

discrimination of concept alternatives in order find a feasible solution. 

2 ISA algorithm 

2.1 Impact sets generation 

The impact sets generation begins with the propagation tree produced by the CPA. 

Initially, the impacts at the first propagation level are identified. Additionally, for each 

of the impacts it is determined if the impact is definite (Probability = 100%) or probable 

(0% < Probability < 100%). In case of a DPA, only one dependency can exist between 

the initiating change and each impact and hence the probability factor associated with 

the dependency will indicate directly if the impact is definite or not. However, there 

could be multiple valid dependencies between the initiating change and each impact in 

case of a SPA or a TPA. In those cases, the maximum probability of all valid 

dependencies will determine if the probability of the impact is definite or probable. The 



80

next step generates all combinations for all subset sizes for the probable impacts, 

including the combination with subset size ‘0’ or no impacts. The impact sets at the first 

level are then made up by adding the definite impacts to each combination. The number 

of impact sets that are consequently obtained, can be calculated with Equation V-1.
n

k knk
nC

0 !!
!

Equation V-1: Calculation of number of combination of all subset sizes 

Where: 

C: Number of combinations 

n: Number of impacts or changes 

k: Subset size 

Subsequently, the procedure is repeated for each identified impact set for the next 

propagation step. However, as impact sets can be composed of multiple impacts or 

changes, the impacts that are identified at the next propagation are based on all the 

changes in the considered impact set. The procedure continues by identifying the 

maximum probabilities of all the impacts and generating all the combinations of all the 

probable impacts. Again, the definite impacts are added to each combination but now 

also the current impact set is added. The procedure continues for all propagation steps in 

a propagation tree from the CPA. The resulting impact sets are the ones obtained for the 

last step in each branch.  

This procedure is illustrated for the results of a SPA as shown in Figure V-1.

Figure V-1: Example of propagation tree from SPA 
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The resulting process to identify all impact sets is detailed as follows. 

1. Prop. step 1: Identify impacts: ‘B’, ‘C’ and ‘D’ 
2. Prop. step 1: Identify definite impacts: ‘C’ and ‘D’ 
3. Prop. step 1: Generate combinations for probable impacts (‘B’): 

a. ‘none’ 
b. ‘B’ 

4. Prop. step 1: Impact sets: 
a. (1) ‘C, D’ 
b. (2) ‘C, D, B’ 

5. Prop. step 2: Select first impact set (‘C, D’) 
6. Prop. step 2: Identify impacts: ‘F’, ‘B’ 
7. Prop. step 2: Identify definite impacts: none 
8. Prop. step 2: Generate combinations for probable impacts (‘F’, ‘B’): 

a. None 
b. ‘F’ 
c. ‘B’ 
d. ‘F, B’ 

9. Prop. step 2: Impact sets: 
a. (1.1) ‘C, D’ 
b. (1.2) ‘C, D, F’  
c. (1.3) ‘C, D, B’ 
d. (1.4) ‘C, D, F, B’ 

10. Prop. step 2: Select next impact set (‘C, D, B’) 
11. Prop. step 2: Identify impacts: ‘E’,  ‘D’, ‘F’, ‘B’ 
12. Prop. step 2: Identify definite impacts: ‘E’ 
13. Prop. step 2: Generate combinations for probable impacts (‘D’, ‘F’, ‘B’) 

a. None 
b. ‘D’ 
c.  ‘F’ 
d.  ‘B’ 
e.  ‘D, F’ 
f.  ‘D, B’ 
g.  ‘F, B’ 
h.  ‘D, F, B’ 

14. Prop. step 2: Impact sets: 
a. (2.1) ‘C, D, B, E’ 
b. (2.2) ‘C, D, B, E, D’ 
c. (2.3) ‘C, D, B, E, F’ 
d. (2.4) ‘C, D, B, E, B’ 
e. (2.5) ‘C, D, B, E, D, F’ 
f. (2.6) ‘C, D, B, E, D, B’ 
g. (2.7) ‘C, D, B, E, F, B’ 
h. (2.8) ‘C, D, B, E, D, F, B’ 

As a result all identified impact sets are: 

 (1.1) ‘C, D’ 
 (1.2) ‘C, D, F’  
 (1.3) ‘C, D, B’ 
 (1.4) ‘C, D, F, B’ 
 (2.1) ‘C, D, B, E’ 
 (2.2) ‘C, D, B, E, D’ 
 (2.3) ‘C, D, B, E, F’ 
 (2.4) ‘C, D, B, E, B’ 
 (2.5) ‘C, D, B, E, D, F’ 
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 (2.6) ‘C, D, B, E, D, B’ 
 (2.7) ‘C, D, B, E, F, B’ 
 (2.8) ‘C, D, B, E, D, F, B’ 

2.2 Impact set filtering 

In order for the impact sets to support the identification of feasible solution concepts, no 

impact sets should include frozen items. Therefore, all the generated impact sets are 

analysed and any impact sets which includes one or more frozen items are removed.  

In addition, all duplicate impacts for each impact set is removed. Duplicate impacts are 

the same items affected with the same ToC. However no distinction is made between 

impacts which have different affected LoCs. The reason is that it would not be 

meaningful to have a combination of impacts with the same items and ToCs but 

different LoCs. For example, if the ToC ‘X’ of item ‘A’ is affected with a ‘High’ LoC 

through one propagation path and a ‘Low’ LoC through another propagation path, a 

combination with where the ToC ‘X’ of the item ‘A’ is impacted with ‘High’ as well as 

‘Low’ LoC  at the same time cannot exist. Hence the LoCs are ignored when duplicate 

impacts are removed from each impact sets. 

Finally, the remaining impact sets are analysed again in order to remove all duplicate 

impact sets. As a result, only unique impact sets with distinct impacts are kept. 

The procedure in this section is further illustrated with example shown in Figure V-1. 

15.  ‘F’ frozen  remove impact sets: (1.2), (1.4), (2.3), (2.5), (2.7), (2.8) 
16. Remove duplicate impacts from each impact set 

a. (2.2) ‘C, D, B, E, D’  ‘C, D, B, E’ 
b. (2.4) ‘C, D, B, E, B’  ‘C, D, B, E’ 
c. (2.6) ‘C, D, B, E, D, B’  ‘C, D, B, E’ 

17. Remove duplicate impact sets  (2.2), (2.4), (2.6) 

As a result, the remaining possible impact sets are: 

a. (1.1) ‘C, D’ 
b. (1.3) ‘C, D, B’ 
c. (2.1) ‘C, D, B, E’ 
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This contrasts with the five different possible impacts (‘C’, ‘D’, ‘B’, ‘E’ and ‘F’) that 

where identified in the propagation tree. If these impacts where completely independent 

and not frozen, then the theoretical number of combination would be 32 which can be 

calculated with Equation V-1. However, the Impact Sets Analysis reduced these 

combinations to just 3 possible impact sets. 

2.3 Impact sets analysis algorithm 

A flowchart that represents the implemented algorithm of the impact sets analysis is 

depicted in Figure V-2. The sections that perform the impact sets generation and impact 

sets filtering are highlighted.  
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Figure V-2: Flowchart of Impact Sets identification algorithm 
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3 An investigation into the computation of the impact sets 
probabilities

3.1 Introduction 

A computation of the impact sets probabilities could be envisaged as these may be of 

interest to the decision-maker in order to discriminate the impact sets. Despite being 

beyond the scope of this research, an investigation into the computation of the impact 

sets probabilities has been undertaken. In order to obtain the probabilities of the impact 

sets, the combined probabilities of occurrence of the individual impacts are required. 

Previous research, reported in section 5.2 of Chapter II, has proposed two methods for 

the computation of these combined probabilities. The first method (Clarkson et al., 

2001) computes analytically the probabilities of each propagation path with a 

predefined maximum length. In related research (Jarratt et al., 2002a), a Monte Carlo 

simulation is used which was found to be more computational efficient for similar levels 

of accuracy. 

The following investigation considers first the applicability of the published methods 

with respect to the proposed dependency model and the CPA. Second, the calculation of 

the impact sets based the combined probabilities of the individual impacts is described. 

Finally, a scheme is proposed for the integration of the CPA, the ISA and a method to 

compute the combined probabilities of the individual impacts.  In addition, a manual 

example is presented in section 3.6 of Chapter VI as part of the evaluation of the impact 

sets.

3.2 Considerations with respect to dependency model and CPA 

Three considerations have to be made with respect to the previous research on the 

computation of the combined probability of the individual impacts.  

First, the analytical method to compute the probabilities of each of the propagation 

paths is not valid anymore as these paths may no longer be sequential due to the 
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inclusion of combinatorial dependencies. However, the use of these dependencies poses 

no additional problems for the Monte Carlo based method. 

The second consideration concerns the identification of the propagation paths with the 

CPA algorithm. However, this algorithm terminates the propagation paths when a 

repeated impact is identified regardless of the propagation path of the initial impact in 

order to support an effective visualisation of the impacts. Consequently, the CPA 

algorithm does not identify all possible propagation paths to every affected item. An 

example is depicted in Figure V-3. In this example, the CPA algorithm ends the 

propagation for ‘B’ at the second propagation step because ‘B’ has been impacted 

before at the first propagation step. The only propagation path identified from ‘A’ to ‘D’ 

is ‘A’ ’B’ ’D’. However, ‘D’ can also be affected through the path 

‘A’ ’C’ ’B’ ’D’. Consequently, no the loop detection can be used for the 

identification of the combined impact probabilities. 

A B D

BC D

Figure V-3: Propagation paths with loop detection 

Finally, multiple dependencies can be valid between an initiating change and a target 

change for a Simple or ‘ToC-only’ Propagation analysis, therefore the probabilities of 

all these valid dependencies need to be combined or aggregated. Figure V-4 shows an 

example of an initiating item ‘A’ and target item ‘B’ with three dependencies from ‘A’ 

to ‘B’.
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Figure V-4: Example of multiple dependencies 
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The aggregated dependency probability from ‘A’ to ‘B’ can be subsequently calculated 

with Equation V-2. 

3211| PPPABPagg

Where:  

ii PP 1

Equation V-2: Aggregated dependency probability of ‘A’ affecting ‘B’ directly 

These aggregated dependency probabilities differ from the previous discussed combined 

probabilities as the latter combine the probabilities of all propagation paths between an 

initiating change and a target change while aggregated dependency probabilities 

combined the direct valid dependencies between an initiating change and a target 

change.

3.3 Calculation of impact sets probabilities 

Once the combined probabilities of each of the impacts are obtained, the calculation of 

the probabilities of each of the impact sets is straight forward. The probability of an 

impact set is the multiplication of the probability ( iP ) of each of the impacts in the 

impact set together with the inverted probabilities ( iP ) of the impacts which are not 

included in the considered impact set. Equation V-3 is an example for an impact set ‘B, 

C’ of a dependency model with items ‘A’, ‘B’, ‘C’, ‘D’ and ‘E’ and with initiating item 

‘A’.

EPDPCPBPBCP cccc )()()(

Equation V-3: Example of calculation of Impact Set probability 

Where: 

P(BC): Probability of impact set ‘B, C’ 

Pc(B): Combined probability of impact ‘B’ 

Pc(C): Combined probability of impact ‘C’ 

Pc(D): Combined probability of impact ‘D’ 

Pc(E): Combined probability of impact ‘E’ 
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The summation of the probabilities of all the impact sets equate to 1 because the 

initiating change will always result in one impact set. Note also that an empty impact set 

can exist for the case where the initiating change does not impact anything.  

3.4 Proposed integration scheme 

An integration scheme is proposed in Figure V-5 of the required analyses to compute 

the impact sets probabilities. In this scheme, the CPA algorithm produces the EC 

impacts which are used by the ISA algorithm to identify the possible impact sets.  

In addition, the computation of the combined probabilities of the individual impacts is 

required, taking into account the considerations discussion in section 3.2. Finally, these 

combined probabilities can then be used to compute the probabilities of the impact sets. 

Calculation of 
impact set 

probabilities 
(Equation V-3) 

Computation of 
combined

probabilities of 
individual impacts 

(section 3.2) 

Impact Sets 
Analysis algorithm 

Figure (V-2) 

Change 
Propagation 

Analysis algorithm 
(Figure IV-22) 

Figure V-5: Proposed integration scheme for calculating impact sets probabilities 
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4 Summary 

This chapter introduced a new algorithm to analyse the results from the CPA algorithm 

discussed in the Chapter IV in order to support the decision-maker with the 

discrimination of concept alternatives. This algorithm generates first combinations of 

the impacted items and their affected ToCs by taking into account the probability of the 

dependencies and subsequently removes duplicate combinations and combinations with 

frozen items. The last part of this chapter discusses the considerations that need to be 

made in order to compute the probabilities of the impact sets. 
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In this chapter, the methodology presented in Chapters III, IV and V is evaluated and 

discussed in order to establish the degree of fulfilment of the research objectives. 

Therefore an evaluation methodology has been introduced. This methodology included 

a demonstration of the proposed methodology with a case study together with an 

assessment of the capabilities by academic and industry experts.  

1 Evaluation methodology 

1.1 Evaluation process 
To evaluate the proposed methodology, a case study is created and a set of required 

capabilities is derived from the research objectives. Subsequently, the level of 

achievement of these capabilities is demonstrated, evaluated and discussed with the case 

CHAPTER VI:

Evaluation and Discussion
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study. The level of achievement of these capabilities is then used as an indicator for the 

degree of fulfilment of the research objectives. Additionally, the demonstration and 

evaluation of the proposed methodology have been presented to external review panels 

of industry experts and discussed with them. The feedback from these discussions is 

reported. The case study itself has also been evaluated and discussed with external 

review panels. The overall evaluation process is depicted in Figure VI-1.  

Figure VI-1: Evaluation process 

1.2 Case Study purpose and scope 
As already discussed in the introduction chapter, the industry Use Cases were kept 

strictly confidential with only some metrics been published (Rutka et al., 2006). 

Therefore, a separate case study was developed with the specific purpose to demonstrate 

the required capabilities in an industrial-like context and consequently facilitate the 

assessment of their level of achievement. The case study should therefore be 

representative of a realistic industrial application which means that it should be 

comparable in size and level of granularity and uses similar types and levels of change.  
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However, it was beyond the scope of the case study to create a complete dependency 

model which could be used in future to investigate all possible design changes because 

the elicitation process was constrained by the available resources in terms of time and 

man hours. Furthermore, the elicitation process was limited by available design data and 

knowledge of the author. In order to validate that the case study was sufficiently 

representative of an industrial application and complete enough to demonstrate the 

required capabilities, additional external reviews with relevant design experts and 

industrial partners were carried out.

1.3 Required capabilities 
Six core capabilities have been identified as relevant to the proposed methodology 

based on requirements from industry (Rivière, 2004; Rutka, 2004; Coleman et al., 

2005). These are considered to be relevant because these relate directly to the 3 research 

objectives of this thesis. These six capabilities are formulated as following: 

Support is required for the: 

1. Application on an industrial scale: It is self-evident that any methodology needs to 

be sufficiently scalable in order to be used for industrial applications. Therefore, the 

scalability will be evaluated in terms of all research objectives.  

2. Elicitation of dependencies over product life cycle: A methodology for eliciting 

relational knowledge needs to be applicable throughout the product life cycle and 

should have the ability to consider the life cycle phases. 

3. Identification of the possible extent of an EC impact: A methodology should 

analyse the possible expected change propagation behaviours and consequently identify 

the possible extent of the impact of an EC. 

4. Effective visualisation of propagation paths: A methodology for EC impact analysis 

needs to support an effective visualisation of all relevant propagation paths. 
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5. Organising inter-domain propagation: A methodology for EC impact analysis needs 

to support the propagation between the relevant domains effectively. 

6. Discrimination of concept alternatives:  A methodology should support the decision-

maker with the identification of possible concept alternatives. 

As stated above, the purpose is that the level of achievement of these capabilities will 

indicate the degree of fulfilment of the research objectives proposed in the introduction 

of this thesis. Table VI-1 maps the required capabilities onto the defined research 

objectives.

 Research Objective 1: 

Development of meta-

model to capture 

interdependencies within 

a complex product

Research Objective 2: 

Development of an algorithm 

to trace the propagation of 

ECs and identify  the potential 

extent of their impact

Research Objective 3: 

Development of a 

method to identify 

possible impact sets

Capability 1 X X X 

Capability 2 X   

Capability 3  X  

Capability 4  X  

Capability 5  X  

Capability 6   X 

Table VI-1: Capabilities vs research objectives 

1.4 External reviews  
The final and probably the most important part of the evaluation methodology are the 

discussions of the presented methodology with panels of people from relevant fields of 

expertise. This approach is referred to in qualitative research as focus group studies 

(Edmunds, 1999). It brings together a small group of relevant people for a face-to-face 

in-depth discussion on a specific subject. These discussions have a moderator who will 

structure and guide the discussion to achieve the objectives of the study. Typically, 

focus group studies are conducted to review new ideas, new concepts or new products. 

It is a qualitative research approach hence it does not result in percentages or other 
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statistical information, but the results are rather more exploratory. This is at the same 

time the main limitation of focus group studies. As the outcomes are not quantifiable 

results, these outcomes can be open to interpretation and may not lead to a clear 

conclusion on the reviewed subject. The benefits of conducting these studies are that 

they can capture subjective comments and can “provide a better understanding of 

perceptions, feelings, attitudes” (Edmunds, 1999) towards the discussed subject. 

The external review sessions or focus group studies were considered to be suitable to 

evaluate the methodology because: 

these allow a detailed discussion of the proposed methodology 

the ability to capture and evaluate of specific comments on all aspects of the 

methodology 

the availability of qualified and interested people through the project partners 

Consequently, the objectives of the external reviews were identified as the 

determination of: 

the level of demonstration of the capabilities 

the level of achievement of the capabilities 

the level of relevance of the capabilities and missing capabilities 

Participants were recruited through industrial project partners. However, the partners 

with a direct involvement in the CIA task had only a limited participation in the 

evaluation. This ensured a better objectivity of the evaluation and focus on the proposed 

methodology. 

The selection of the participants was based on their experience with: 

current EC processes 

knowledge-based systems 

design of complex products 

The main moderator of the studies was the author of this thesis. Although this may be 

considered biased, it was the only practical solution as only the author was completely 
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familiar with the proposed methodology. Three review sessions where organised to 

evaluate this methodology. The review sessions were organised at the premises of the 

industrial participants and began with presentation of the proposed methodology and the 

case study followed by the discussion of each of the capabilities. The participants of the 

first session included experts in design integration and engineering tools development. 

The second review session involved R&D engineers in system simulation and 

information technologies with their fields of expertise in complex product configuration 

management and engineering system definition. The last session was included by 

experts in requirements management, DMU integration, architectural modelling and 

system engineering. 

Beside the sessions to evaluate the methodology, two more reviews were organised to 

specifically evaluate the case study as a realistic industrial application. The first session 

was with an aircraft design expert from Cranfield University to assess the level of 

completeness of the product design of the case study. At the second session, the case 

study was presented to some of the key industrial partners. These partners were familiar 

with the industrial Use Cases (UCs) and hence could assess best to which degree the 

case study was representative of an industrial application.

2 Case Study  

2.1 E-5 concept 
The case study is based of the detailed design of a supersonic business jet (SSBJ), 

named E-5 Neutrino. The design of the E-5 was carried out as the Group Design Project 

2005/2006 of 30 MSc Aerospace Vehicle Design students at Cranfield University. The 

preliminary and detailed design of the E-5 was completed over a period of 7 months. 

The scope of their efforts was broad and intended to provide a complete overview of the 

aircraft design process (Morency and Stocking, 2006). 

The concept the SSBJ follows from observation that due to the retirement of the 

Concorde airliner in 2003, very fast intercontinental travel ceased to be available for the 

public. The SSBJ concept aims to fill this gap and expand access to supersonic travel in 
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all corners of the globe. Specifically, the SSBJ concept should enable corporate 

executives, celebrities and VIPs to be carried anywhere in the world in half the time of 

current business jets and under a third of the time door to door. Therefore, significant 

technical challenges had to be overcome. A key to the success of the design is the 

reduction of the sonic boom characteristics to enable supersonic flight over land while 

attaining sufficient fuel efficiency to achieve transpacific flight ranges. At the same 

time, the SSBJ needs to provide all the luxury, looks and comfort that are expected of a 

small business jet. The E-5 Neutrino design can be considered as a first design iteration 

for the ambitious goal of the SSBJ concept. It has a kinked delta wing with canard 

layout configuration (Morency and Stocking, 2006). The surface model is shown in 

Figure VI-2. 

Figure VI-2: E-5 Neutrino (Morency and Stocking, 2006) 

The design of the E-5 includes many novel technologies. One of these new technologies 

is the Hybrid Laminar Flow Control (HLFC) system. The main purpose of this system is 

to decrease the overall drag of the aircraft, resulting in a reduction of the direct 

operating costs. The HLFC system employs suction at the leading edges of the inner, 

outer wing and fin. Another novel technology which has been integrated is a synthetic 

vision in the cockpit. This means that there are no actually windows in the cockpit but 

the view from the front of the plane is displayed on screens.
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The key design specifications of the E-5 Neutrino are listed below. A full detailed list of 

the E-5 design specification can be found in the “Design Specification” report (Smith, 

2005).

Cruise Speed: 1.8 Mach 

Design Mission 

Payload: 6 Passengers + 2 crew and baggage 

Range: 10556 (5700 nm) 

Mass

MTOW: 45454 kg (100209 lbs) 

Empty: 14380 kg (31702 lbs) 

Fuel: 30354 kg (66919 lbs) 

Payload: 720 kg (1587 lbs) 

Principal Geometry 

Length: 43.6 m (143ft) 

Wingspan: 16 m (52.5ft) 

Height: 8.87 m (29 ft) 

Gross Wing Area: 175 m2 (1884 ft2) 

Max. Fuselage Diameter: 2.18m (7.15 ft) 

2.2 Design Overview 

2.2.1 E-5 Design preparation 
Even though the design of the E-5 was performed as a group project, the design 

produced by the students was not always consistent. The main problems lay with the 

design and integration of the systems. These systems were often designed with different 

levels of detail and little attention had been paid to the integration in the final version of 

the design. Consequently, system designs often clashed with the structure and other 

systems. As a result, considerable time and effort has been spent remodelling some 

systems and structural components in order to obtain a consistent design. Most of the 

work was related the HLFC system. This included rerouting parts of the ducting and 
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remodelling of the plenum chambers to fit with the leading edges of the wings. Other 

work included trimming and extending skin sections to cover the complete structure. 

Below are the different aircraft sections of the final E-5 design described in more detail. 

2.2.2 Structure
The structure that was used for the final design of the E-5 (Figure VI-3) was based upon 

the metal version produced by the group design project. The structure was divided into 

fin, fuselage, port wing and starboard wing sections. The fin and wing sections included 

also the control surfaces. The fin section consisted only of 3 components. Firstly, the fin 

structure included the spars and ribs for the fin. The second component was the rudder 

which included the control surface, hinges and hydraulic actuators. The last component 

of the fin assembly was the skin together with the stringers as for all other skin 

elements. The second structural section was the fuselage which was divided into four 

subsections: forward fuselage (FF), centre fuselage (CF), after fuselage (AF) and 

canard. The first 3 fuselage sections consisted of their respective frames and skin with 

stringer sections. These were merged as one component each. Furthermore, the CF 

included the air pressure bulkheads and the AF included walls for the main landing gear 

(MLG) and a bracket to support the rudder. The canard was split up in its port and 

starboard side which each included the foreplane and the actuator system. The fuselage 

contained 14 items in total. The starboard and port wing sections are symmetric and are 

each further divided into subsections: forward inner wing (FIW), after inner wing 

(AIW) and outer wing (OW). The FIW sections contain the ribs, spars and skin with 

stringers forward of the main landing gear (LG) front spar. This included also the 

complete porous leading edge of the inner wing. The OW sections consist of the wing 

structure outside the wing kink. Again this includes the ribs, spars, skin with stringers 

and the porous leading edge beyond the wing kink. Also the low speed or outboard 

ailerons and the high speed or inboard ailerons are part of the OW section. The 

remaining structure forms the AIW sections, i.e. the structure behind the front LG spar 

and inside the wing kink although the kink rib and some of the other AIW ribs extend 

forward of the LG front spar. The flaps together with their mounts and actuator are also 

part of this section. As a result, each wing was composed of 27 individual components. 
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Figure VI-3: E-5 Structure 

2.2.3 Systems
All major systems have been developed as part the group design project. However, the 

detailed geometric model of all the developed systems was not always created. 

Consequently, systems without a geometric model were not included and the geometric 

models of other systems were extended in order to include their major components. As a 

result, in the final design of the E-5 nine systems were included (Figure VI-4). The 

avionics system included mainly sensors, e.g. radar and GPS, but also the HLFC 

computer. In total 6 components are distributed around the plane, however wiring has 

not been included. Another system is the cockpit which consists of 10 parts. Particular 

about the cockpit is that it does not have any windows but uses as synthetic vision. The 

cockpit is located forward of the cabin and behind the avionics bay in the centre 

fuselage. The cabin itself was also included as a separate system with a total of 9 items. 

The major components that were modelled were the interior shell, partitions, toilet, 

galleys and emergency hatch. The entry door was not modelled. The environmental 

control system (ECS) was represented by 2 cold air units and 2 compressor units.  
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The fuel system was one of the systems that were modelled most extensively with 17 

components. It consists of 12 fuel tanks together with elaborate transfer, feed, vent and 

jettison subsystems.  However, the hybrid laminar flow control (HLFC) system was the 

largest system modelled. It contains no less than 34 components and consists of 7 

almost separate suction subsystems. One suction subsystems draws air from the leading 

edge of the fin and 3 suction subsystems deal each with the leading edges of one wing. 

For each wing, one subsystem draws air from the outer wing leading edge while leading 

edges of the inner wings are divided in two parts with a suction system each.  Each 

suction subsystems has therefore its own pump and electrical motor. Furthermore, it 

includes ducting which leads the air from the plenum chamber to the pump. The plenum 

chambers distribute the negative air pressure evenly over the porous leading edge 

section. The common parts of the HLFC system are the joint exhaust duct and the 

control computer.

Figure VI-4: E-5 Systems 

Another system is the landing gear. This system consists of the nose landing gear and 

the starboard and port landing gear. Hence, just 3 parts were modelled for the landing 
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gear system. The propulsion system contains both engines and their nacelles, i.e. 4 

parts. The final system that was included was the secondary power (SP) system. This 

included two generators attached to each of the engines with a gearbox. Also an 

auxiliary power unit (APU) was modelled but no electrical wiring has been included. As 

a result, 5 items were included in the secondary power system. 

2.3 Dependency model  

2.3.1 Physical architecture 
The author has created a dependency model for the E-5 aircraft which includes a 

‘physical architecture’ domain comprised of all the 71 structural components and 92 

system components, hence containing in total 163 items. Between the components in 

this domain, 1075 incremental relations and 240 combinatorial relations were modelled. 

These relations considered the following 6 types of change: 

Power: this type of change relates to components that produce or consume 

power in any form. For example, dependencies exist between the power of a 

HLFC pump and the HLFC motor that drives the pump. Also, a change to the 

power of a HLFC motor can have an impact on a generator from the secondary 

power system. 

Size: this relates to the dimensions of standard components. For example, the 

size of the HLFC ducting has a relation with the size of the plenum chambers. 

But also a change to the power of a HLFC pump could affect the size of the 

HLFC ducting and also the size of the HLFC pump itself. 

Geometry: this relates to the main dimensions and shape of the bespoke items 

such as structural components. An example is a change to the size of the fin 

HLFC ducting can impact the geometry of the fin skin. Furthermore, a 

dependency exists between the geometry of the fin skin and the geometry of the 

fin structure. 

Positioning: this relates to the location of components or equipment. An 

example is that a change in size the SFIW ducting can affect the location of the 

ECS cold air unit located underneath the cabin floor in the centre fuselage. 
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Interface: this type of change is related to the geometry type of change. 

However, the interface ToC is used for a local change to the geometry of a 

component. For example, a change to the size of the ducting that runs through 

the forward fuselage bulkhead will cause a change to the interface of the 

bulkhead, but not a change to the overall geometry. 

Software: this is related to avionics equipment and particular to the HLFC 

computer in this case study. This ToC is illustrated with the dependencies 

between the size of the HLFC flow control valves and the software of the HLFC 

computer.  

These relations considered the following three levels of change: 

Low: this level of change has been used to model changes that are small enough 

to be absorbed by design tolerances if there are any. For example, a low level of 

change to the power of the HFLC SAIW pump could cause a low level of 

change to the interface with the CF frames where it is mounted on. However, it 

will have no impact on the size of the communal HFLC exhaust duct. 

Medium: this level of change has been used to model changes that exceed any 

tolerances of the affected item. If there is a tolerance associated with the affected 

item, the target level of change can be ‘low’. For example, a medium level of 

change to the power of the HFLC SAIW pump could cause a medium level of 

change to the power of its motor and can cause a low level of change to the size 

of the communal HFLC exhaust duct.  

High: this level of change has also been used to model changes that exceed 

tolerances with the affected item, but target level of change will be medium. The 

target level of change can also be high for closely linked items and low if there 

is a weak direct impact. For example, a high level of change to the SFIW LG 

Front Spar will have medium level of impact to the structural elements it is 

attached to. However, a high level of change to the power of the HLFC SAIW 

motor can cause a high level of change to the size of the same motor because 

these are closely related. Additionally, the same initiating level of change can 

only have a low impact on the power the SP generator 1, since the motor is only 

one of many energy consumers that the generator supplies. 
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Consequently, in general, a low change will not affect anything new, while a medium 

level will affect its immediate components at low level which will not propagate. A high 

LoC of an item will at least cause a propagation of two steps. Of course, if this is 

potentially too restrictive for the considered change, a ToC-only propagation can be 

performed instead. In this case, always all items will be identified with the relevant 

types of change. 

As illustrated above, the multiple dependencies between the same 2 items and 

dependencies between different ToCs of the same item are very useful. The latter have 

been used often to model the relation between the power and size of items. Multiple 

dependencies between the same two items have been used mostly to model relations for 

different initiating levels of change and target levels of change.

Regarding the combinatorial relations, the dependencies were used to model the 

combined effect of changes to the power of two or more HLFC motors on the SP 

generators 1 and 2. The incremental dependencies specified a low impact on the power 

of the generators for a high level of change to the power of a HLFC motor. While the 

combinatorial dependencies specified a medium impact on the power of the generators 

for a high level of change to the power of two or more HLFC motors. As a 

combinatorial dependency needs to be specified for each combination of initiating item 

for a specific target item, 120 combinatorial dependencies were required to model all 

the possible combinations for two or more HLFC motors to impact one of the two SP 

generators. Hence 240 combinatorial dependencies were required for impacts on both 

SP generators. 

The product life cycle properties have been considered. All skins and spars have been 

frozen from milestone 7, while all the modelled dependencies in the physical 

architecture domain are valid from milestone 1 till milestone 13. 
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Figure VI-5: Dependency DSM of E-5 physical architecture 

Figure VI-5 shows a DSM with the dependencies in the physical architecture domain of 

the E-5 case study. A dot indicates that there exist one or more dependencies between 

the initiating items in the columns to a target item in the rows. The inset lists all the 

dependencies with its properties for a selected initiating and target item. Also the 

milestones from which the items are frozen are shown.  In this DSM only the direct or 

incremental dependencies are shown. The combinatorial dependencies cannot be 

included in the representation. Figure VI-6 shows a matrix where examples of these 

dependencies are specified. In this matrix all the items in the columns that are marked 

need to be changed in order to trigger an impact on the item in the row. 
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Figure VI-6: Matrix with combination dependencies 

2.3.2 HLFC design process 
Beside the physical architecture domain, 3 more domains where modelled in order to 

capture the HLFC design process as described by Young (2002) and adapted by Pearson 

(2006). The design process (Figure VI-7) consists of 7 of design activities, represented 

by boxes, and 10 design characteristics that link the design activities together. However, 

the ‘range’ is modelled as a requirement. ‘Input’ and ‘output’ are used as types of 

changes of the design activities. The ToC that was used for all the design characteristics 

is ‘N/A’. Furthermore, no levels of change were considered hence these were all set to 

‘N/A’ as well. 



106

Figure VI-7: HLFC Design process (adapted from Pearson, 2006) 

Figure VI-8: Dependency DSM of HLFC design process 
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In Figure VI-8, the 3 domains are shown together in a dependency DSM. The inset 

shows the definition of one specific dependency. Note that there are dependencies 

between the same design activities. These represent that the input (initiating ToC) 

affects the output (target ToC) of the same design activity. Furthermore, dependencies 

are modelled from design activities to design characteristics and requirements and vice 

versa.

2.3.3 Design team 
One final domain was added to demonstrate the versatility of meta-model. This domain 

included 21 members of the design team. Each of them was responsible for a section of 

the structure or a system. Hence dependencies were modelled from every component in 

the physical architecture to a member of the design team. These dependencies initiated 

from any ToC and any LoC of the components to a target ‘N/A’ ToC and ‘N/A’ LoC in 

the design team domain. In one case, the HLFC computer had a dependency with the 

person responsible for the HLFC design and a second dependency with the person 

responsible for the avionics system. In this manner 164 dependencies were captured.  

2.4 Evaluation 
The dependency model for the physical architecture that was created did not consider all 

relations for the included items and types of change. It was populated to enable a 

number of detailed propagation analyses for different initiating conditions. The seven 

HLFC pumps were selected as possibly initiating items (I-items) and ‘Power’ as 

initiating ToC (I-ToC). Also all three levels of change (‘Low’, ‘Medium’ & ‘High’) 

were taken into account. Subsequently, the 1075 dependencies that were elicited enable 

the complete propagation analysis for these 21 initiating conditions1. In other words, the 

dependency model is complete for 21 different detailed propagation analyses with at 

least five propagation steps. Beyond the fifth propagation step, dependencies will be 

missing and consequently not all possibly impacted items will be identified.  

                                                
1 7 I-items x 1 ToC x 3 LoCs = 21 possible initiating conditions 
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The ‘ToC-only’ propagation analyses are also considered complete until a propagation 

depth of 5 steps because all dependencies have been modelled for all initiating LoCs. 

Simple propagation analyses with any of the 7 HFLC pumps as initiating items will 

result in near complete set of affected items as not all possible ToCs have been taken 

into account.

However, all 163 components in the physical architecture domain have dependencies 

associated for which they are target items. Thus, all components can be impacted by 

other components. On the other hand, 56 components have no dependencies associated 

for which they are initiating items. Thus the total dependency model can be considered 

as approximately 65% complete. However all dependencies are captured for the 21 

detailed propagation analyses and 7 ‘ToC-only’ analysis for a maximum of 5 

propagation steps and with initiating conditions as described earlier. 

2.5 External review 
The purpose of this section is to validate the E-5 case study as a realistic representation 

of an industrial application. Therefore the completeness of the design is evaluated and 

discussed with a systems design expert from Cranfield University. Secondly, the E-5 

design and its dependency model were presented and discussed with the industrial 

partners that are familiar with the industrial use cases.  

2.5.1 Evaluation with aircraft design expert 
As described above, the structure of the E-5 is represented by 71 components plus 92 

components of the 9 systems. This design was reviewed by a systems design expert in 

Cranfield University who was familiar with the E-5 Neutrino design project. Based on 

the discussion, the structural design was considered to be complete for the level of 

granularity that was used. The modelled systems on the other hand were not complete. 

Major components that are missing in the modelled systems are: 

Avionics: flight control system, flight management system, navigation system, 

communication system 

Cabin: windows, entry door, seats, in-flight entertainment systems 



109

Cockpit: pilot helmets, synthetic vision displays 

ECS: electrical motors, ducting, sensors, valves, control computer 

Fuel: control computer 

HFLC: pressure release valves, 

Landing gear: LG doors, shock absorbers, tires, sensors 

Propulsion: engine mountings, fire walls, fire extinguishers, fire detection 

sensors

Secondary power: batteries, ram air turbine, control unit, primary distribution 

system, secondary distribution system, signal cables, power cables (AC / DC) 

It was also observed that more conventional aircraft would include pneumatic and 

hydraulic systems, but these were replaced by electrical systems in the E-5 design. 

Furthermore, not all types of change have been considered. The following ToCs have 

been identified for consideration if the E-5 dependency model: 

Temperature 

EM characteristics 

Material

Conductivity

It was concluded that an additional 50 components and 4 ToCs would need to be added 

in order to complete the E-5 design with the same level of granularity. Consequently, a 

dependency model of the complete E-5 design would include then around 210 

components in the physical architecture and 10 different types of change.  

2.5.2 Evaluation with industrial partners 
The E-5 Neutrino case study was presented to the industrial partners which were 

involved in the elicitation of the dependencies models for the industrial UCs. The 

meeting participants included the CIA task leader who is also responsible for the 

industrial UCs and the person leading the interview sessions with the experts to capture 
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the relational knowledge. Furthermore, R&D engineers from other industrial partners 

who are also familiar with the UCs2 were present.  

It was commented that the number of items in the physical architecture of the E-5 is 

similar to the number of items in the industrial UCs. However, these UCs only consider 

section of aircraft (nose, pylon, wing) compared to E-5 case which covers a complete 

aircraft. On the other hand, the E-5 case study does not include all systems and the 

included systems are not complete. Hence we can conclude that the model size is 

broadly comparable to the industrial models, however their level of granularity is 

relatively higher. Also the ToCs that have been used in the E-5 model are similar to the 

ToCs used in the industrial UCs. Again in the latter, many more ToCs have been 

included, for example, up to 50 ToCs in the cockpit UC. From the discussions was 

concluded that not only did they consider additional ToCs, but also their ToCs are more 

specific. For example the distinction would be made between ‘size increase’ and ‘size 

decrease’ as separate ToCs. Regarding the LoCs, both in the E-5 model and the UCs, 

‘Low’, ‘Medium’, ‘High’ and ‘Any’ have been used. Furthermore, the industrial UCs 

focus mainly on the physical architecture domain. However, additional domains have 

been considered for the wing UCs such as ‘design features’ and ‘disciplines’. The first 

is similar to the ‘design characteristics’ domain in the E-5 model while the latter refers 

to relevant fields of expertise that exist in the organisation. It was concluded that the E-

5 case study is similar in size and granularity of current and envisaged industrial 

applications. Furthermore, the types and level of changes that have been used are 

equivalent to the ones considered in the industrial use cases. The CIA-task leader 

commented that the E-5 case study was “close to reality”.  

                                                
2 There are four industrial UCs: UC1 models the nose with cockpit structure and systems installation 
architecture. The wing and landing gear design and integrated development programme analysis are 
modelled in UC2 while wing concepts analyses considering 3 different aircraft configurations are 
included in UC3. The engine pylon design architecture behaviour is covered by UC4. Preliminary metrics 
of these UCs have been published (Rutka et al., 2005). However, the dependencies models where not 
complete when these numbers were published. 
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2.5.3 Conclusion
It is concluded that despite the omissions in the dependency model of the case study, 

this is sufficiently representative of an industrial application to demonstrate and 

evaluation the proposed methodology and assess its capabilities.

3 Demonstration and evaluation of capabilities 

3.1 Application on an industrial scale 
The first capability relates to the scalability of the proposed methodology. This means 

that the methodology should be able to be used with different model sizes suitable for 

industrial applications. The main metric to evaluate the scalability is the time needed to 

elicit the dependency models. This duration depends heavily on the number of possible 

dependencies that need to be considered during the elicitation process. This number of 

dependencies or combinations increases rapidly with higher number of items, ToCs and 

LoCs. The number of combinations is expressed in Equation VI-1 for an inter-domain 

dependency model.

1. )()()()()( TDTTDIIDLIDTIDI NNNNNC

Equation VI-1: Number of combination for dependencies 

where:

C: Number of combination or possible dependencies 

NI(ID): Number of items in initiating domain 

NT(ID): Number of ToCs in initiating domain 

NL(ID): Number of LoCs in initiating domain 

NI(TD): Number of items in target domain 

NT(TD): Number of ToCs in target domain 

In case of a single domain dependency model, the initiating domain is the same as the 

target domain hence NI(ID) = NI(TD) and NT(ID) = NT(TD). Subsequent discussion focussed 

on a single domain dependency model. However, it is equally valid for inter-domain 

dependency models. 
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Equation VI-1 takes into account that the dependencies can be defined between different 

ToCs of the same item. Furthermore, it is only meaningful that for every initiating item, 

ToC and LoC combination, just one target LoCs can be impacted for each target ToC 

and target item. This is illustrated in Figure VI-9 with the dependency DSM with items 

‘A’ & ‘B’, ToCs ‘X’ & ‘Y’ and LoCs ‘L’, ‘M’ & ‘H’.  Here, initiating item ‘A’ with 

initiating ToC ‘X’ and initiating LoC ‘M’ can only impact one LoC (e.g. ‘M’) for the 

target item ‘B’ and target ToC ‘X’. Hence, this is only considered as one possible 

dependency or combination in Equation VI-1. 

Figure VI-9: Dependency DSM with possible dependencies 

This means that for the physical architecture domain of the E-5 case study with 163 

items, 6 ToCs and 3 LoCs, almost 2.9 million combinations or possible dependencies 

exist. The total time to create the E-5 dependency model is estimated as 50 hours 

although this is closely related to the efficiency of the interface of a software 

implementation and the experience of the user in creating the dependency models. 

Hence, the time could be considerably lower in an operational environment. However, 

the dependency model of the E-5 physical architecture is not complete, as discussed in 

section 2.5.1. It was estimated that only 65% of dependencies are modelled for the 

considered components, ToCs and LoCs. Additionally, some major components and 
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ToCs were missing (section 2.5.1). For a complete aircraft E-5 design with 200 

components, 10 ToCs and 3 LoCs, Equation VI-1 results in 12 million possible 

dependencies that would need to be considered. Hence, if the 50 hours required for 

eliciting the current E-5 dependencies model is extrapolated linearly, 318 hours3 would 

be needed for a complete dependency model as complete E-5 design.  

Furthermore, the dependencies in the case study are solely elicited by the author and are 

based on the author’s knowledge of the available CAD models and design reports on the 

different structural sections and systems. Hence every possible dependency is only 

considered once. In an industrial environment, the elicitation process will involve all 

relevant design and system experts who need to validate all the dependencies that are 

modelled. Hence, the possible dependencies will need to be considered by all relevant 

experts, requiring much more time. Comparing the published metrics of the industrial 

UCs (Rutka et al., 2006) with the elicitation during of the E-5 case study, thousands of 

hours could be needed for the industrial UCs. However, as mentioned before, more 

efficient tool interfaces and increased experience with the elicitation process can 

drastically reduce the required time.  

So far, only the incremental dependencies that can be visualised in the dependency 

DSM have been considered. Also combinatorial dependencies have been included in 

case study. However, these have not been included in the industrial UCs. As the 

combinatorial dependencies in the E-5 use case demonstrate, a large number of these 

dependencies can be required in order to model all possible combinations for a given set 

of initiating items. The equation to calculate the number of combinations is as follows: 

!!
!

knk
nC

Equation VI-2: General formulation for calculation of number of combinations 

Where: C: Number of combinations 

n: Number of all possible initiating items 

k: Number of elements in subset 

                                                
3 (50  12  106) / (0.65  2.9  106) = 318 
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For the combinatorial dependencies with impact on the SP generator 1 in the case study, 

the total number of possible combinations for the 7 HLFC pumps with subset size 

ranging from 2 till 7 can be calculated as follows: 

120
!7!

!77

2k
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C

Equation VI-3: Calculation of total number of combinations for 7 initiating items 

As a result, the number of combinatorial dependencies required can increase rapidly for 

increasing number of initiating items. However, it is envisaged that an intelligent 

interface of a software tool could automate the creation of combinations for a selected 

set of initiating items, hence reducing the time needed to create all the possible 

combinatorial dependencies 

An additional approach to evaluate the scalability of the proposed methodology is to 

investigate this computational complexity. However, the computational complexity is 

low for both the algorithms as they consist of queries and filtering. The implementation 

of the change propagation algorithm indicates execution times of less than 10s for 

analyses with the E-5 case study. Execution times of changes in the industrial UCs are 

reported to take up to a few minutes which are considered acceptable. Finally, the 

scalability can also be limited by the visualisation of propagation results. Very large 

propagation trees or networks can be difficult to be interpreted, consequently limiting 

the size of feasible models.  

Feedback from external reviews

Discussion in the external reviews indicated that the elicitation times for the dependency 

models are critical. Besides the time needed to create new dependency models, future 

investigations into the time required to modify the dependency model, e.g. as a result of 

the addition of a new component or the relocation of existing component would also be 

useful to evaluate the scalability.  

Furthermore, even though it was commented that the proposed methodology impose 

“no major barriers for scalability”, the amount of available data is probably too much to 
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be modelled after Maturity Gate (MG) 4, i.e. the design and development phase, 

particular in the physical architecture where more than 100,000 components can exist. It 

was anticipated that the methodology would be best used for the “Overall Aircraft 

Design” before MG 3 where the level of granularity is more similar to the E-5 case 

study, even though this needs to be further investigated. However at that phase, many 

different design solutions still exist that need to be modelled and hence also Variant 

Management will need to be considered. Additionally, further research will be required 

to determine what information is useful to be modelled. The CIA-task leader 

summarised that level of granularity of the model and consequently its size is crucial. 

Too much detail in terms of the number of items, ToCs or LoCs will require too many 

resources but not enough detail will give meaningless results. The optimal level of 

granularity and hence model size are being investigated with the industrial UCs. 

3.2 Elicitation of dependencies over product life cycle 
The meta-model that has been proposed should be flexible enough to be used 

throughout the product life cycle. One reason is that it can be used in conjunction with 

very different kind of information items organised in separate domains. This is 

illustrated with the case study where the detailed design of the physical architecture 

(Figure VI-3) is included as well as the HLFC design process (Figure VI-7) which 

consists of a requirement, design characteristics and design activities that are defined 

early in the design life cycle phase. A second reason is the ability to define a milestone 

from which an item is frozen. Finally, alternative dependencies can be modelled for 

different stages in the design life cycle because each dependency can have a validity 

range between specified product life cycle milestones. Although not demonstrated in the 

case study, a typical use would be to capture the low impact on a cost item of a change 

to a physical component in the early design stages, while the same change has a high 

impact on the cost item in the late design stages. 

Feedback from external reviews

It was commented that there are no limitations in principle in using the dependency 

models at every stage of the design life cycle. At the conceptual design stages, the 

dependency models could focus on functional architecture. However, due to scalability 
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as discussed previously, it is anticipated that the application of this methodology would 

be very difficult post – MG4. 

Furthermore, it was acknowledged that it is important to capture the milestone or MG 

from which an item is frozen in the product lifecycle and the lifespan of a dependency. 

Also, it would be interesting to be able to track the evolution of dependencies over the 

lifecycle. Additionally, it was pointed out that the dependency models could be useful 

during the product lifecycle to ensure that intended independence between functions or 

components is maintained, as these items get defined in more detail. 

3.3 Identification of the possible extent of an EC impact 
The possible extent of the impact of an EC is identified through the CPA algorithm as 

described in Chapter IV. To evaluate the differences between these alternative 

propagation modes, the distribution of newly affected items as a function of the 

propagation depth, or the propagation distribution in short, is investigated for multiple 

analyses with different initiating conditions. 

A comparison of the propagation distributions between a simple propagation analysis 

(SPA) and the ‘ToC-only’ propagation analysis (TPA) is made first. Propagation 

analyses with 2 different initiating items (I-items) have been performed. The initiating 

items are the HLFC fin pump and HFLC SFIW pump and no initiating ToC was 

selected for both propagation modes. Furthermore, milestone 8 is selected with the 

initiating conditions. The analyses are performed for 5 propagation steps as the 

dependency model is not complete for more than 5 propagation steps for the selected 

initiating items (section 2.4). For each propagation step, the number of newly identified 

items is shown together with the total number of affected items.  
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Figure VI-10: SPA with I-item HLFC SFIW Pump Figure VI-11: SPA with I-item HLFC Fin Pump

Figure VI-12: TPA with I-item HLFC SFIW Pump Figure VI-13: TPA with I-item HLFC Fin Pump 

Both Figure VI-10 and Figure VI-12 show that for HLFC SFIW Pump as I-item, the 

number of newly affected items increases for every propagation step until the third step. 

In case of the SPA, a maximum of 44 new items are impacted out of the 163 items in 

the physical architecture at the third propagation step. In case of the TPA, only 31 new 

items are affected. This represents a cumulative impact of respectively 49% and 40% of 

all items. After the third propagation step, the number of newly affected items decreases 

because there are now less unaffected items remaining that can be impacted. By the fifth 

propagation step, 88% of all components in the physical architecture are impacted in 

SPA mode which ignores the ToCs. While the propagation which considers the 

impacted ToCs, has only 67% impacted. This means that the TPA can exclude 21% of 



118

all items as possibly impacted compared to the SPA. Also Figure VI-11 and Figure 

VI-13 of the second pair of change propagation analyses show similar results although 

the distribution of the newly affected impact differs from the first set of results. 

Particularly the TPA gives in an uneven distribution with a peak of new impacts at the 

fifth propagation step. However, at this step this TPA only identified 37% of all items 

while the SPA identifies again 20% more items as possibly impacted. 

Secondly, the influence of the initiating level of change is investigated with the HLFC 

SFIW Pump as initiating item and ‘Power’ as initiating ToC. In the first instance, 

another TPA is done as reference. Additionally, three detailed propagation analyses 

(DPA) are performed with I-ToC also ‘Power’ and respectively ‘High’, ‘Medium’ and 

‘Low’ as initiating LoC. The propagation distributions of these 4 analyses are shown 

from Figure VI-14 to Figure VI-17. 

Figure VI-14: TPA with I-ToC 'Power' Figure VI-15: DPA with I-LoC 'High' 
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Figure VI-16: DPA with I-LoC 'Medium' Figure VI-17: DPA with I-LoC 'Low' 

The analysis from Figure VI-14 is similar to the analysis with results shown in Figure 

VI-12. However, the latter is a TPA with all ToCs considered as initiating ToCs while 

the analysis of Figure VI-14 is a TPA with only ‘Power’ as initiating ToC. Comparing 

the propagation distribution of TPA with the propagation distribution of the DPA with 

I-LoC ‘High’ (Figure VI-15), it is clear the number of affected item for the latter is 

much lower. This propagation distribution indicate that a DPA with I-LoC ‘High’ will 

propagate to maximum 29% of all the components, compared to at least 67% when the 

affected LoCs are not considered during the propagation. The DPAs with ‘Medium’ and 

‘Low’ as I-LoC will respectively impact 21% and 3% of all components in the physical 

architecture. Consequently, taking into account the affected ToCs and LoCs can make a 

huge difference in the extent of possible affected items. 

The propagation distributions that have been obtained reflect the different types of 

propagation behaviours that were reviewed in Chapter II. The SPA propagation 

distribution and the TPA propagation distribution are similar to the ‘avalanche’ and 

‘blossom’ propagation behaviour which are the worst case scenarios. These modes 

always continue the propagation as long there are dependencies and new components to 

affect, causing an ‘avalanche’ effect. On the other hand, the propagation distributions 

obtained from the detailed propagation analyses are more similar to the ‘ripple’ 

propagation behaviour. This is due to the fact that the LoCs limit the propagation as 

high LoCs can have lower levels of impact and lower LoCs can have no impact. Thus 
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DPA simulates more controlled propagations where the changes are absorbed over the 

propagation steps. Hence the propagation algorithm can emulate to the different 

possible propagation behaviours that can be expected in reality.  

Feedback from external reviews

The evaluation discussion with industry led to the conclusion that the distribution of the 

number of new impacts is very interesting. However, in order to confirm general trends 

in the propagation distribution, the propagation distributions for more and very different 

initiating items and different amount of frozen items needs to be compared. This could 

also help to identify to which depth propagation analyses are meaningful. However, to 

perform this investigation, multiple industrial test cases with complete elicited 

dependencies model need to be available.  

Furthermore, it was noted that the CPA algorithm could be used to evaluate the 

robustness of a design in terms of its level of integration versus modularity. It was also 

highlighted that this approach could lead to a degree of “deskilling”, i.e., that people 

may take the CPA result for true without critical evaluation of these results. Hence there 

is a danger that limitations of the CPA will prevent some solutions to be considered. 

Finally, it was concluded that this approach can potentially help to make basic decisions 

related to ECs which are encountered at every EC process, but is of limited use for the 

more complex EC-related issues. 

3.4 Effective visualisation of propagation paths 
As described in the methodology, the CPA algorithm identifies all propagation paths 

from the initiating conditions. In order to optimise the visualisation of the propagation 

paths as a propagation tree, loop detection has been introduced. As a result, the 

propagation will always terminate without ignoring any relevant dependencies. Four 

examples of CPA results are given to demonstrate the effect the loop detection. 
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Figure VI-18: Effect of loop detection on SPA Figure VI-19: Effect of loop detection on TPA 

Figure VI-20: Effect of loop detection on DPA (1) Figure VI-21: Effect of loop detection on DPA (2) 

Figure VI-18 to Figure VI-21 show the number of impacts (new and repeated) at every 

propagation step for HLFC SFIW Pump as initiating item. The black bars indicate the 

number of impacts for propagation with loop detection while the grey bars indicate the 

number of impacts with loop detection disabled. The latter means that the propagation 

continues endlessly when a propagation loop is encountered. In Figure VI-18, a SPA is 

performed and shows that with loop detection a maximum of 44 impacts are identified 

at the third propagation step. The number of impact decrease again for the following 

propagations steps due to loop detection for repeated impacts. However, when no loop 

detection is performed, the number of impact increases exponentially: the fourth 

propagations step identifies 568 items and the fifth propagation step not less than 1930. 
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A similar but a less pronounced effect is shown in Figure VI-19 for a TPA with I-ToC 

‘Power’. Figure VI-20 and Figure VI-21 show the number of impacts for DPAs with I-

ToC ‘Power’ and I-LoC ‘High’ and ‘Medium’ respectively. The expansion of the 

propagation trees are in these cases considerably lower in the latter case, the number of 

impacts even stabilises at 26-27 from the third propagation step onwards.

Clearly, without loop detection, the propagation tree can grow very rapidly without 

providing any new or additional information and consequently constraining the 

visualisation. However, it is important that the impacts for which the propagation is 

stopped due to loop detection are highlighted in order to distinguish these from impacts 

which do not affect any other items or impact on frozen items. An example of partially 

expanded propagation tree with loop detection and frozen item highlighting is depicted 

in Figure VI-22 for the same propagation analysis of Figure VI-21.

Figure VI-23 visualise the impacted items from the same analysis in the DMU. The 

colour of the impacted items indicates the propagation steps at which the items 

impacted the first time. 

It should be emphasised that the obtained propagation paths are not sufficient to be used 

for the calculation of the combined probabilities of the affected items as required for the 

discrimination of impact sets. The reason is that due to loop detection, not all 

propagation paths to every affected item are identified.  
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Figure VI-22: Propagation tree for DPA (2) 

Figure VI-23: DMU visualisation for DPA (2) 
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Feedback from external reviews

Feedback from the discussions concluded that the loop detection is a valuable capability 

to improve the visualisation. However, it can still be difficult to find the original impact 

for a repeated impact where loop detection occurred. Together with the need to 

highlight the affected ToC and LoC of each item, further advanced interactive tree 

visualisation methods are required to enable an efficient exploration of the results. 

Additionally, visualisation of impacts in networks and the DMU does not require loop 

detection and hence could be alternative visualisation methods for the propagation tree 

visualisation without loop detection. Furthermore, it was acknowledged that the items 

“upstream” of frozen items are more important than the “downstream” items, i.e., the 

items that could be impacted by frozen items. Hence, it was appropriate to terminate the 

propagation in the algorithm at the frozen items.  

It was also commented that in an industrial situation, multiple ECs often occurs at the 

same moment. Therefore, it would be interesting to investigate multiple initiating 

changes in order to identify the overlapping impacts and consequently find the best 

solution to implement all changes. Furthermore, it was noted that it would be interesting 

to add parts for particular change scenarios. 

3.5 Organising Inter-domain propagation 
In order to demonstrate the capabilities of the inter-domain management, a change 

scenario with 3 DPAs are discussed. This change scenario assumes that an investigation 

near the end of the detailed design phase has identified that the ‘Boundary Layer 

Stability Analysis’ Design Activity underestimates the achieved drag reduction. 

Consequently, the range requirements for the aircraft will not be met. 

The first DPA, Analysis 1, therefore is to identify all the possible Design Characteristics 

that could affect the drag in order to achieve the required drag reduction with the 

updated Boundary Layer Stability Analysis activity. The selected initiating conditions 

are the ‘Boundary Layer Stability Analysis’ as I-item, ‘Input’ as I-ToC and ‘N/A’ as I-
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LoC. The propagation direction is selected as ‘reverse’ in order to identify the items 

affecting the Boundary Layer Stability Analysis input. The domain combinations that 

are selected included the dependencies between Design Activities in order to propagate 

a change from the output ToC to the input ToC of a Design Activity. Additionally, the 

dependencies from the Design Activities to the Design Characteristics and 

requirements, and dependencies from the latter two domains again to the Design 

Activities are also included. This way the propagation can continue from the Design 

Activities to the Design Characteristics and requirements and back to the Design 

Activities. This selection of the domain combinations is depicted in Figure VI-24. The 

resulting propagation tree is displayed in Figure VI-25. It shows that the Boundary 

Layer Stability Analysis is affected by fin flow, wing flow and panel hole velocities 

characteristics. These in turn are affected by the Aerofoil Design and Internal Flow 

Analysis where Aerofoil Design is considered frozen. The propagation continues from 

the Internal Flow Analysis. Furthermore, the chamber and ducting pressure distribution 

and HLFC Pump pressure as affecting Design Characteristics are identified.  

Figure VI-24: Inter-domain combination selection for Analysis 1 
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Figure VI-25: Inter-domain propagation tree for Analysis 1 

The second DPA, Analysis 2, follows on from Analysis 1. It investigates the possible 

impact for changing the HFLC Pump pressure on the physical architecture. Therefore, 

the selected domain combinations (Figure VI-26) are Design Characteristics and 

Physical Architecture as initiating domains and only the latter as also a target domain. 

The other initiating conditions are ‘N/A’ as I-ToC and ‘Low’ as I-LoC together with the 

milestone 8 and forward propagation direction. The obtained propagation tree is 

depicted in Figure VI-27 for the first two propagation steps. The 7 HLFC pumps are 

impacted with a ‘Low’ LoC to the ‘Power’ ToC. At the second propagation step, the 

‘Power’ of each pump affects the ‘Size’ of the same pump and the ‘Power’ of its motor. 

Furthermore, each wing pump will affect its opposite wing pump in order to maintain a 

symmetric drag. 
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Figure VI-26: Inter-domain combination selection for Analysis 2 

Figure VI-27: Inter-domain propagation tree for Analysis 2 
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The last DPA, Analysis 3, investigates the propagation of a change to the HLFC Fin 

Pump in the physical architecture and identifies for each component the person 

responsible in the Design Team. Therefore, the Physical Architecture is selected as 

initiating domain and as target domain while the Design Team is also selected as a 

target domain (Figure VI-28). The initiating ToC is ‘Power’ and the initiating LoC is 

‘Medium’. Furthermore, the milestone is 8 and propagation direction is forward. The 

complete propagation tree is depicted in Figure VI-29. It shows that ‘Jonathan Pearson’ 

is impacted, i.e. that the latter is responsible to the HFLC Fin Pump. The propagation 

continues for the affected components.  

The examples demonstrate that the management of inter-domain propagation enables 

the CPA to be used for range of different analyses. However, domains are relative and 

could be specified at different levels of the product breakdown structure. For example in 

the E-5 case study, the physical architecture has been modelled as one domain. On the 

other hand, every system and different aircraft structure sections are modelled as 

separate domains in the industrial UCs. In an industrial application, many hierarchical 

levels can exist and different analyses may require the inter-domain propagation 

management at different levels. Consequently, the functionality of the inter-domain 

propagation management depends on the level in the product breakdown that is 

associated with the domains. If this level is chosen too high, then the ability to control 

the inter-domain propagation is reduced. Instead, if the level is chosen too low, this 

would result in too many domains and becomes impractical to be used. This also relates 

to the fact that dependencies for different types of information may need to be modelled 

at different hierarchical levels which will further complicate change propagation 

analyses between these different information types. 
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Figure VI-28: Inter-domain combination selection for Analysis 3 

Figure VI-29: Inter-domain propagation tree for Analysis 3 
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Feedback from external reviews

Inter-domain propagation filtering was considered as a positive contribution to handle 

the product information hierarchy. However, it is anticipated that future EC impact 

analysis methodologies will have to deal with the product information hierarchy in a 

more generic manner.  

It was also noted that the communication or the lack of it between different (system) 

domains is often a source of EC-related problems. Hence, improving the exchange of 

information between the domains is valuable. However, the organisation and business 

issues are very complex and the proposed methodology can only provide limited 

support in addressing these issues. More investigation is needed into these issues.

3.6 Discrimination of concept alternatives 
To demonstrate and evaluate the identification of impact sets, three analyses are 

performed based on the case study. The first analysis uses the same initiating conditions 

as Analysis 2 described above. This means the HLFC Pump Pressure (Design 

Characteristics domain) is selected as initiating item and its impact on the Physical 

Architecture is identified. The propagation analysis identified 31 unique possibly 

affected changes. This means that if all these impacts were completely independent, 

more than 2 billion combinations (Equation V-1) would exist. However, the impact sets 

analysis identifies only 16 combinations as possible impact sets. These impact sets are 

listed in Table VI-2.  

No Impact Set: Item (ToC)

1 ‘No changes’ 

2 HLFC Fin Pump (Power&Size), HLFC Fin Motor (Power&Size), AF MLG Walls (I/F) 

3 HLFC PAIW Pump (Power&Size), HLFC PAIW Motor (Power&Size), HLFC SAIW Pump (Power&Size),

HLFC SAIW Motor (Power&Size), CF Frames (I/F) 

4 HLFC PFIW Pump (Power&Size), HLFC PFIW Motor (Power&Size), HLFC SFIW Pump (Power&Size), 

HLFC SFIW Motor (Power&Size), FF Frames (I/F) 

5 HLFC POW Pump (Power&Size), HLFC POW Motor (Power&Size), HLFC SOW Pump (Power&Size),

HLFC SOW Motor (Power&Size), AF MLG Walls (I/F)
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6 HLFC Fin Pump (Power&Size), HLFC Fin Motor (Power&Size), AF MLG Walls (I/F) HLFC PAIW Pump
(Power&Size), HLFC PAIW Motor (Power&Size), HLFC SAIW Pump (Power&Size), HLFC SAIW Motor
(Power&Size), CF Frames (I/F) 

7 HLFC Fin Pump (Power&Size), HLFC Fin Motor (Power&Size), AF MLG Walls (I/F) HLFC PFIW Pump
(Power&Size), HLFC PFIW Motor (Power&Size), HLFC SFIW Pump (Power&Size), HLFC SFIW Motor
(Power&Size), FF Frames (I/F) 

8 HLFC Fin Pump (Power&Size), HLFC Fin Motor (Power&Size), AF MLG Walls (I/F) HLFC POW Pump
(Power&Size), HLFC POW Motor (Power&Size), HLFC SOW Pump (Power&Size), HLFC SOW Motor
(Power&Size),  

9 HLFC PAIW Pump (Power&Size), HLFC PAIW Motor (Power&Size), HLFC SAIW Pump (Power&Size),

HLFC SAIW Motor (Power&Size), CF Frames (I/F)  HLFC PFIW Pump (Power&Size), HLFC PFIW Motor
(Power&Size), HLFC SFIW Pump (Power&Size), HLFC SFIW Motor (Power&Size),  FF Frames (I/F) 

10 HLFC PAIW Pump (Power&Size), HLFC PAIW Motor (Power&Size), HLFC SAIW Pump (Power&Size),

HLFC SAIW Motor (Power&Size), CF Frames (I/F)  HLFC POW Pump (Power&Size), HLFC POW Motor
(Power&Size), HLFC SOW Pump (Power&Size), HLFC SOW Motor (Power&Size), AF MLG Walls (I/F) 

11 HLFC PFIW Pump (Power&Size), HLFC PFIW Motor (Power&Size), HLFC SFIW Pump (Power&Size), 

HLFC SFIW Motor (Power&Size), FF Frames (I/F)  HLFC POW Pump (Power&Size), HLFC POW Motor
(Power&Size), HLFC SOW Pump (Power&Size), HLFC SOW Motor (Power&Size), AF MLG Walls (I/F) 

12 HLFC Fin Pump (Power&Size), HLFC Fin Motor (Power&Size), AF MLG Walls (I/F)  HLFC PAIW Pump
(Power&Size), HLFC PAIW Motor (Power&Size), HLFC SAIW Pump (Power&Size), HLFC SAIW Motor
(Power&Size), CF Frames (I/F)  HLFC PFIW Pump (Power&Size), HLFC PFIW Motor (Power&Size), 

HLFC SFIW Pump (Power&Size), HLFC SFIW Motor (Power&Size),  FF Frames (I/F) 

13 HLFC Fin Pump (Power&Size), HLFC Fin Motor (Power&Size), AF MLG Walls (I/F)  HLFC PAIW Pump
(Power&Size), HLFC PAIW Motor (Power&Size), HLFC SAIW Pump (Power&Size), HLFC SAIW Motor
(Power&Size), CF Frames (I/F)  HLFC POW Pump (Power&Size), HLFC POW Motor (Power&Size), 

HLFC SOW Pump (Power&Size), HLFC SOW Motor (Power&Size),  

14 HLFC Fin Pump (Power&Size), HLFC Fin Motor (Power&Size), AF MLG Walls (I/F)  HLFC PFIW Pump
(Power&Size), HLFC PFIW Motor (Power&Size), HLFC SFIW Pump (Power&Size), HLFC SFIW Motor
(Power&Size), FF Frames (I/F)  HLFC POW Pump (Power&Size), HLFC POW Motor (Power&Size), 

HLFC SOW Pump (Power&Size), HLFC SOW Motor (Power&Size),  

15 HLFC PAIW Pump (Power&Size), HLFC PAIW Motor (Power&Size), HLFC SAIW Pump (Power&Size),

HLFC SAIW Motor (Power&Size), CF Frames (I/F)  HLFC PFIW Pump (Power&Size), HLFC PFIW Motor
(Power&Size), HLFC SFIW Pump (Power&Size), HLFC SFIW Motor (Power&Size), FF Frames (I/F) 

HLFC POW Pump (Power&Size), HLFC POW Motor (Power&Size), HLFC SOW Pump (Power&Size),

HLFC SOW Motor (Power&Size), AF MLG Walls (I/F)

16 HLFC Fin Pump (Power&Size), HLFC Fin Motor (Power&Size), AF MLG Walls (I/F)  HLFC PAIW Pump
(Power&Size), HLFC PAIW Motor (Power&Size), HLFC SAIW Pump (Power&Size), HLFC SAIW Motor
(Power&Size), CF Frames (I/F)  HLFC PFIW Pump (Power&Size), HLFC PFIW Motor (Power&Size), 

HLFC SFIW Pump (Power&Size), HLFC SFIW Motor (Power&Size), FF Frames (I/F) HLFC POW Pump
(Power&Size), HLFC POW Motor (Power&Size), HLFC SOW Pump (Power&Size), HLFC SOW Motor
(Power&Size),  

Table VI-2: Impact Sets of Analysis 1 
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These impact sets show immediately that no HLFC wing pump can be changed without 

changing its symmetric pump. It shows further that changing the power of a pump will 

always affect the size of the pump together with the power and size of its motor and the 

interface with the structure it is attached to. Hence, the possible impact sets include ‘no 

change’, changing the fin pump, any of the 3 symmetric sets of wing pumps or any 

combination of these four. 

The second analysis is based on the analysis 2 discussed in section 3.5. This analysis 

showed that for a ‘Medium’ ‘Power’ change of the HFLC Fin Pump, 14 possible item-

ToC combinations can be impacted. The impact sets analysis subsequently identified 6 

possible impact sets. The probabilities of the impacts sets were obtained manually 

(Chapter V, section 2) to demonstrate their potential. These impact sets together with 

their probability are listed in Table VI-3. 

No Prob Impact Set: Item (ToC)
1 11.6% ‘Definite impacts’* 

2 22.4% ‘Definite impacts’*, Fin Structure (geometry) 

3 15.0% ‘Definite impacts’*, HLFC Fin F-C Valve (size) 

4 7.4% ‘Definite impacts’*, HLFC Fin F-C Valve (size), Av. HLFC Computer (software) 

5 29.2% ‘Definite impacts’*, HLFC Fin F-C Valve (size), Fin Structure (geometry) 

6 14.4% 
‘Definite impacts’*, HLFC Fin F-C Valve (size), Fin Structure (geometry), Av. HLFC Computer 
(software) 

Table VI-3: Impact Sets of Analysis 2 

*‘Definite impacts’: HLFC Fin Ducting (Size), HLFC Fin Motor (Power&Size), HLFC Fin Pump (Power&Size), Fuel 
Aft Trim Tank 1 (I/F), Fuel Aft Trim Tank 2 (I/F), HLFC Fin Plenum Chambers (Size), AF MLG Walls (I/F) 

Close examination of the impact sets reveals that the ‘HLFC Exhaust Ducting’ is 

nowhere included. The reason is that changes to the ‘Size’ of the Exhaust Ducting will 

always (probability ‘Certain’) impact the ‘Interface’ with the AF Skin. And because the 

AF Skin is frozen, the Exhaust Ducting cannot be change either. This also reveals a 

limitation of the methodology. An item that is frozen means that all ToCs of that item 

are frozen and hence no changes at all are allowed, consequently excluding the item 

from all impact sets. Additionally, the probabilities of the impact sets indicate the most 

likely (29%) result for the initiating change is that the size of the HLFC Fin F-C Valve 

and the geometry of the Fin Structure will be impacted together with the defined 
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impacts. Furthermore, there is an 11% chance that only the ‘definite impacts’-set will be 

impacted.  

The final analysis identifies the impact sets for a ‘High’ level of change to the ‘Power’ 

of the HLFC SFIW Pump. No impact sets probabilities were computed. Due to the 

‘High’ level of change, a large propagation tree is obtained which includes 25 possible 

resulting changes. This could equate more than 33 million possible combinations 

(Equation V-1). Although the impact sets analysis reduces this to 192 possible impact 

sets, this still remains a very high number compared to the 25 possible impacts. Even 

though only the impact sets with the fewest changes could be used as a starting point to 

find feasible solutions, evaluating all impact sets would require more effort than 

evaluating the individual impacts. Hence this example demonstrates a limitation of the 

impact sets analysis. Table VI-4 lists the ten impact sets with the fewest changes.  

No Impact Set: Item (ToC)
1 ‘Definite impacts’* 

2 ‘Definite impacts’*, LG S Main (Geometry)

3 ‘Definite impacts’*, SFIW Fuselage Rib (Geometry)

4 ‘Definite impacts’*, Fuel Fwd Trim Tank 2 (Geometry)

5 ‘Definite impacts’*, Cockpit Front Wall (Geometry)

6 ‘Definite impacts’*, SP Generator 2 (Power)

7 ‘Definite impacts’*, HLFC Exhaust Ducting (Size)

8 ‘Definite impacts’*, HLFC PFIW Flow Control Valve (Size)

9 ‘Definite impacts’*, SFIW Fuselage Rib (Geometry), LG S Main (Geometry)

10 ‘Definite impacts’*, Fuel Fwd Trim Tank 2 (Geometry), LG S Main (Geometry)

Table VI-4: 10 out of 192 Impact Sets of Analysis 3 

*‘Definite impacts’: HLFC SFIW Ducting (Size), HLFC SFIW Motor (Power&Size), HLFC SFIW Pump (Size&Power),
HLFC PFIW Pump (Power&Size), CF Rear Bulkhead (Interface), CF Fwd Bulkhead (Interface), Cabin Toilet 
(Geometry), ECS Cold Air Unit 1 (Positioning), HLFC SIW Plenum Chambers (Size), ECS Compressor 1 
(Positioning), Canard S Actuator (Geometry), Fuel Transfer System (Positioning), SP Generator 1 (Power), HLFC 
PFIW Ducting (Size), HFLC PFIW Motor (Power)

Finally, it can be concluded that the impact sets analysis can help the decision-maker to 

identify alternative concepts or exclude impossible combinations of changes. 

Furthermore, the computation of the probability of the impact sets can identify the most 

likely set of impacts where appropriate. However, in case the analysis results in many 

probable but not definite impacts, the number of impact sets becomes very large and 



134

their evaluation can be more time consuming than the interpretation of the propagation 

tree.

Feedback from external reviews

The discussion indicated that the impact sets analysis is an interesting new concept. It is 

anticipated that the resulting number of impact sets can be used as an indicator for the 

number of solutions that would need to be investigated and hence the potential 

workload for the investigated EC. Furthermore, the impact sets can help to identify the 

necessary changes and the subsequent favourable changes. However, further 

investigations with industrial applications will be required to identify the full extent of 

the potential of impact set analysis. 

4 Summary 
To evaluate the degree that the research objectives are fulfilled by the proposed 

methodology, the following six capabilities have been drawn up: 

Application on an industrial scale 

Elicitation of dependencies over product life cycle 

Identification of the possible extent of an EC impact 

Effective visualisation of propagation paths 

Organising inter-domain propagation 

Discrimination of concept alternatives 

Furthermore, a case study was introduced based on a student design of supersonic 

business jet, named E-5 Neutrino. A partial dependency model of the physical 

architecture was created. This included all the major structural elements together with 

components from 9 systems. The modelled design was discussed with a design expert 

from Cranfield University in order to determine the completeness of the design. It was 

concluded that all major structural components have been included but some of the 

systems were incomplete. Also 4 major ToC were identified as not being considered in 

the dependency model. Additionally, a discussion of the case study with the industrial 

partners concluded that it was similar in size and scope as the industrial UCs. 
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Subsequently, each of the six capabilities has been demonstrated with the case study in 

order to assess the level of achievement of these capabilities. Additionally, the level of 

importance of the capabilities and the level of demonstration by the case study was also 

assessed. Finally, the results have been presented to industry experts in three separate 

external reviews sessions. The main conclusions are that the proposed methodology 

offers good support to model and analyse qualitative dependency models and could 

provide valuable support to the analysis of EC. However, from a more general 

perspective, it still needs to be established which information at what point in the 

product lifecycle is most useful to capture with qualitative dependency models.  
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This chapter concludes the thesis. It reviews the key conclusions and the research 

contributions that have been made. Additionally, the limitations of the developed 

methodology are discussed and areas for future work are identified. 

1 Key conclusions 

Engineering changes are an integral part of the product design process. Particularly 

for complex products, the consequences of these changes are often unexpected and 

unwanted. There is a clear interest from industry in methods to control these changes 

and predict their impact. Recent research has indicated that the use of qualitative 

dependency models can increase the understanding of the product design and their 

associated processes across an enterprise and can support the exploration of the 

solutions space for ECs. 

CHAPTER VII:

Conclusions and Future Work
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The proposed CPA algorithm with a novel dependency model can provide improved 

support to capture dependencies in the product design process and to identify the 

possible extent of the impact of an ECs. Additionally, the impact sets analysis 

algorithm can provide useful support for the discrimination of alternative concepts by 

reducing the solution space or indicate the number of design solutions there could be. 

It was found that the elicitation of the dependency models will require a considerable 

amount of resources. To have effective dependency models, these resources need to 

be offset by the cost and time savings the dependency models can provide. Therefore, 

the right information needs to be captured with the right level of detail at the 

appropriate phases of the product lifecycle. These factors still need to be determined. 

Finally, experts with additional tacit design knowledge will always be needed to 

interpret the modelled information and EC impact results. 

2 Research contributions 

The proposed methodology includes a novel meta-model to capture dependencies. 

This model differs significantly from the existing qualitative dependency models. 

Firstly, a more generic approach has been taken to model different types of 

information items. As a result, the items have been organised in domains. Secondly, 

‘types of change’ and ‘level of change’ concepts have been introduced which 

characterise and qualify a change to an item, respectively. Subsequently, incremental 

dependencies are defined from an initiating change to a target change. Additionally, 

combinatorial dependencies have been introduced which are used to model step 

changes where a specific combination of initiating changes can trigger additional 

changes. As a result, the proposed dependency model supports on the one hand a 

more accurate representation of change characteristics, while on the other hand it can 

support a wider range of product related design information compared to existing 

qualitative dependency models. Through discussion with industry experts, it is also 

believed that the dependency model has an improved scalability and hence can 

support a larger part of the development process of complex products such as 

commercial aircraft. 
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Furthermore, the proposed methodology includes a Change Propagation Analysis 

algorithm which traces the propagation of changes in the proposed dependency 

models. These analyses include novel methods to identify the possible extent of an EC 

impact. First, three different types of propagation can be performed to simulate 

different possible propagation behaviour. Moreover, frozen items and dependency 

validity is taken into account. Finally, loop detection, LoC management and domain-

based filtering were included to support an effective visualisation of the propagation 

paths. Finally, an additional method was proposed to identify impact sets from the 

result of the CPA algorithm in order to support the identification of possible solutions 

for the investigated change. This support can be an indication of possible groups of 

items that need to be changed together or give an indication of the number of possible 

design solutions. As a result, the proposed methodology can support a more integrated 

and shared EC impact analysis approach across an organisation and over the product 

lifecycle.

The methodology has been tested on a substantial case study and the results have been 

presented to industry for evaluation. Feedback from industry validated the case study 

as a realistic application and has provided indications on the phases in the product 

lifecycle where the methodology could be most suitable. Possible extensions have 

also been suggested which the proposed methodology could support, such as the 

analysis of the evolution of dependencies throughout the product lifecycle, the 

analysis of the levels of modularity or integration of product designs and change 

propagation analyses for multiple initiating items. Also limitations of the 

methodology have been highlighted and key areas for future work has been identified 

which are discussed in more detail in the following sections. 

3 Limitations of the research 

3.1 Limitations of the proposed methodology 
The proposed methodology will not resolve certain complex EC-related issues, such 

as identifying additional required parts or finding new design solutions. There is also 

only limited support to consider all aspects of organisational and business issues. 
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Moreover, the methodology does not support the investigation of multiple initiating 

changes which often occur during the design process. Also, the addition of parts or 

new items can not be taken into account for the investigation of specific change 

scenarios. Furthermore, the use of domains provides only a limited support for the 

hierarchical modelling of product information. 

Regarding the impact sets analysis, in particular, when an analysis results in many 

probable, but few definite impacts, the number of impact sets becomes much larger 

than the number of individual impacts and their evaluation can be more time 

consuming than the direct interpretation of the propagation tree. 

3.2 Limitation of qualitative dependency models 
The elicitation and maintenance of qualitative dependency models will require 

considerable resources throughout the product development process, especially as the 

models continuously need to be updated as a result of product changes. The proposed 

dependency model in particular requires a high number of combinations to be 

considered during the elicitation all incremental and combinatorial dependencies.  

Furthermore, it is not yet clear what the optimal model sizes are and which are the 

most appropriate phases in the product lifecycle to benefit most from the proposed 

methodology. Feedback from industry indicated that for aircraft design processes, the 

design would become too detailed in the later design phases to capture with the 

dependency models. However, at earlier design phases, many design solution still 

exist, all of which would need to be modelled.

There could also be resistance from people to share their knowledge for fears that it 

could make them redundant. Additionally, as for all knowledge repositories, capturing 

knowledge could lead to unauthorised use hence access to the dependency models 

will have to be managed. Moreover, the analyses’ results could be taken for true 

without critical evaluation hence there is a danger that limitations of qualitative 

impact analysis methodology will prevent some solutions from being considered. 
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4 Future work 

Future work could address the unresolved issues related to the use of qualitative 

dependency models. In addition, the functionalities of the proposed methodology 

could be extended to improve the support for the product design process and the EC-

processes in particular. 

Issues requiring more research in regard to use of qualitative dependency models: 

What are the optimal levels of granularity in term of product information, 

types and levels of change for qualitative dependency models? 

Which phases in the product development can be most effectively supported 

by qualitative dependency models? 

What are the most effective approaches to elicit the required knowledge from 

design experts? 

How can the automatic elicitation of product knowledge from existing 

repositories be improved to create dependency models? 

The proposed methodology could be extended to include support for: 

The investigation of multiple initiating changes and their overlapping impacts. 

Hierarchical product information. 

The addition of parts when investigating changes. 

Organisational and business issues related to ECs. 

The computation of the probabilities of the impact sets. 

The evaluation of impact sets in terms of their impact on decision criteria. 

5 Summary 

This research has resulted from an industrial need for better methods to support the 

EC processes. The proposed methodology introduces novel concepts and methods to 

enable a more precise elicitation of qualitative dependencies in order to achieve a 

more effective identification of the possible EC impacts and impact sets which can 

support the decision-maker with the discrimination of alternative solutions. 
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It was concluded through evaluation and discussion with industry that despite some 

limitation, the proposed methodology can provide useful support in resolving 

common issues in the early phases of the EC-processes, such as identifying possibly 

affected components, components that cannot be changed and associated regulations 

or requirements.  

Future work should concentrate on determining the appropriate product information, 

level of detail to be modelled and the appropriate product development phase for the 

most effective application of the methodology. 
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AF: aft fuselage 

AIW: aft inner wing 

APU: auxiliary power unit 

Av: avionics 

CAD: Computer Aided Design 

CF: centre fuselage 

C-FAR: Change Favorable Representation 

CIA: Change Impact Analysis 

CM-EC: Collaborative Management of Engineering Changes (Rivière, 2004) 

Comb: combinatorial 

Cn: Certain (probability) 

ABBREVIATIONS
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CPA: Change Propagation Analysis 

CPM: Change Predict Method (Clarkson et al., 2001) 

DMM: Domain Mapping Matrix 

DMU: Digital Mock-Up 

DPA: detailed propagation analysis 

DSM: Design Structure Matrix 

EC: Engineering Change 

ECS: environmental control system 

EM: electro-magnetic 

E-MS: end milestone 

FF: forward fuselage 

FIW: forward inner wing 

Fwd: forward 

GPS: Global Positioning System 

H: High 

HLFC: hybrid laminar flow control 

I-item: initiating item 

I-LoC: initiating level of change 

ISA: impact sets analysis 

I-ToC: initiating type of change 

L: Low 

LG: landing gear 

Li: Likely 

LoC: Level of Change 

M: Medium 

MCS: Monte Carlo Simulation 

MG: Maturity Gate 

MLG: main landing gear 

MTOW: Maximum Take-Off Weight 

N/A: not applicable 

OW: outer wing 

P: port side 
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PA: performance analysis 

PAIW: port aft inner wing 

PDM: Product Data Management 

PFIW: port forward inner wing 

PLM: Product Lifecycle Management 

PPD: panel porosity definition 

Pr: Probability 

PS: pump sizing 

S: starboard side 

SAIW: starboard aft inner wing 

SFIW: starboard forward inner wing 

S-MS: start milestone 

SoA: state-of-the-art 

SP: secondary power 

SPA: simple propagation analysis 

SSBJ: supersonic business jet 

SSD: suction system design 

T-item: target item 

T-LoC: target Level of Change 

ToC: Type of Change 

TPA:’ ToC-only’ propagation analysis 

T-ToC: target Type of Change 

UC: use case 

Ul: Unlikely 

VIP: very important person 

VIVACE: European sponsor project (Value Improvement through a Virtual 

Aeronautical Collaborative Enterprise) 
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2. E-5 frozen Item list 
List of items with frozen milestone (MS) different from M13 which is the end of considered 

product lifecycle.

Item Name Domain MS 
Fin Skin_Strgrs Physical Architecture 7 
AF Skin_Strgrs Physical Architecture 7 
CF Skin_Strgrs Physical Architecture 7 
FF Skin_Strgrs Physical Architecture 7 
PAIW Front Spar Physical Architecture 7 
PAIW LG Rear Spar Physical Architecture 7 
PAIW Lower Skin_Strgrs Physical Architecture 7 
PAIW Rear Spar Physical Architecture 7 
PAIW Upper Skin_Strgrs Physical Architecture 7 
PFIW LE Front Spar Physical Architecture 7 
PFIW Fwd Spar Physical Architecture 7 
PFIW LG Front Spar Physical Architecture 7 
PFIW Lower Skin_Strgrs Physical Architecture 7 
PFIW LE Rear Spar Physical Architecture 7 
PFIW Upper Skin_Strgrs Physical Architecture 7 
POW Front Spar Physical Architecture 7 
POW Lower Skin_Strgrs Physical Architecture 7 
POW Rear Spar Physical Architecture 7 
POW Upper Skin_Strgrs Physical Architecture 7 
SAIW Front Spar Physical Architecture 7 
SAIW LG Rear Spar Physical Architecture 7 
SAIW Lower Skin_Strgrs Physical Architecture 7 
SAIW Rear Spar Physical Architecture 7 
SAIW Upper Skin_Strgrs Physical Architecture 7 
SFIW Fwd Spar Physical Architecture 7 
SFIW LE Front Spar Physical Architecture 7 
SFIW LG Front Spar Physical Architecture 7 
SFIW Lower Skin_Strgrs Physical Architecture 7 
SFIW LE Rear Spar Physical Architecture 7 
SFIW Upper Skin_Strgrs Physical Architecture 7 
SOW Front Spar Physical Architecture 7 
SOW Lower Skin_Strgrs Physical Architecture 7 
SOW Rear Spar Physical Architecture 7 
SOW Upper Skin_Strgrs Physical Architecture 7 
Aerofoil Design Design Activities 7 

3. E-5 dependencies in PA domain 
List with all modelled dependencies in the Physical Architecture domain. The validity range of all 

dependencies is set from M1 to M13.  
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4. E-5 combinatorial dependencies in PA domain 

The first table lists the target impacts for the combinatorial dependencies that have been 

modelled. The second table lists the initiating change combinations. In this list, rows 

with the same ‘Tar_comb’ value are part of the same combination and this value 

corresponds to the target impact number (No) in the first table. 
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5. E-5 Dependencies from PA domain to DT domain 

This table lists all the dependencies from the components in the Physical Architecture to 

the people in the Design Team. The validity range of all dependencies is set from M1 to 

M13.
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6. E-5 Dependencies between DA, DCh and Req domains 

This table lists all the dependencies between the items in the Design Activity, Design 

Characteristics and Requirements domains. The validity range of all dependencies is set 

from M1 to M13.  
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7. E-5 Dependencies from DCh domain to PA domain 

This table lists all dependencies from the Design Characteristics to the components in 

the Physical Architecture. The validity range of all dependencies is set from M1 to 

M13.
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