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ABSTRACT

Adopting a Continuous Space Modelling—type scenario of
no detailed data being available at a customer—-specific
level, and on the basis, therefore, of basic information on
delivery—area size, total number of locations to be visited
and average road-speeds etc., quantitative expressions are
derived for,

1. the relationship between the number of vehicles
operating from a central depot and the total
fleet mileage that is required to visit a set
of locations, and,

2. the effect of time-window constraints on the
total cost of a similar operation.

These expressions are derived using a simulation—based
methodology, involving the setting—up of a computer program
which both generates Travelling—Salesman tours and provides
information on these tours at a detailed, disaggregated
level. In the time-constrained context, it was necessary to
develop a heuristic route-~building procedure for solving
Travelling—Salesman Problems due to the algorithmic
difficulties posed by time-windows.
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1. INTRODUCTION AND DISCUSSION OF PROBLEM-AREA



CHAPTER 1
INTRODUCTION: THE DISTRIBUTION PROBLEM

The general subject-matter of this thesis is provided by
the Distribution Problem, a term that refers to a group of
related problems that commonly involve the dispatching of goods,
people or services from one or more points of origin to a set
of specified locations. In the real world, this problem
manifests itself in the industrial context of distributing
finished goods or raw materials from a central supply point
to a population of consumers, either directly or via a smaller
number of production points or depots. Since it is the
movement of items over space that is the main activity here,
the fundamental problem is obviously one of transportation,
but the wider issue of distribution also involves the storage
'of goods within the system in warehouses, and also the
question of whether the process of distribution should include
a "break—-of-bulk" stage, (ie. whether the goods being
transported should be divided into smaller consignments for
subsequent carriage by smaller vehicles),

The Transportation Problem is another term that may be
used generally to refer to a class of problems whose general
objective is to distribute goods optimally, given an existing
network of depots. This type of problem invariably involves
employing the optimum vehicle fleet in terms of the number
and carrying—capacity of vehicles used, and usually includes
the task of minimising the total distance travelled by this
fleet, subject of the maintenance of a minimum level of
service,

The distance—-minimisation stage is associated with a
rather specialised body of literature concerned with The
Travelling—-Salesman Problem, which will be discussed, in
several of its formulations, later on in this chapter.

The transportation component of distribution can be seen
in several different contexts, including the mass transportation
of people as well as goods, and the context within which the
problem is set will obviously influence the objectives and
constraints that are involved. For example, in freight
transport the vehicle—-fleet employed will be required to
dispatch goods to a set of locations:in order to satisfy a
periodic demand, and often be expected to do so on a particular
day of each week, or even at a specified time of day. The
major limiting factors on an operation will normally be the
length of the working day and the maximum legal speed and
carrying-capacity of the vehicles, and it is within the
framework of these constraints, along with the required
frequency and quality of service, that costs may be minimised.

In the area of passenger transport, however, the question
of the level of service provided becomes more important. 1In



some cases, as discussed later, the minimisation of a measure
representing the total inconvenience caused to passengers
pbecomes a major objective. However, passenger—orientated
problems:are still restricted by similar ‘time, speed and
capacity constraints to those experienced with freight
operations, and the issue of cost minimisation is rarely
disregarded, despite the greater emphasis placed on customer-

catisfaction.

The problem of distribution is clearly an important one,
since the cost of this activity accounts for a substantial
proportion of the retail-price of any manufactured item;
subsequent chapters will demonstrate that, by close
examination of the cost—-functions and key parameters of
distribution operations, it is possible to significantly
reduce these costs.

A more detailed summary of the precise research objectives
of the thesis, along with an outline of the cost components
and system characteristics that are to be examined, will
appear in Chapter 2; the following section, meanwhile,
describes the Distribution Problem, with its different
formulations and sub-problems, in greater detail.,

1.1. The Major Components of the Distribution Problem

Figure 1.1. is a -taxonomic diagram, in as much as its
purpose is one of classification, whose role here is to
define the relationships between each of the various components
of the Distribution Problem, which may be divided into three

main parts:—

1. the Warehousing Problem, which covers all issues
associated with the management of people, equipment
and flows within a depot or warehouse,

2. the Depot Location Problem, dealing with the location
and siting of one or a network of depots or
warehouses,

and 3. the Routing & Scheduling Problem, which focuses on
the size, nature and management of the fleet of
vehicles operating from one or more operating centres.

It is the routing & scheduling component of the problem
that is of interest here, and Figure 1.1. divides routing &
scheduling into the four formulations of the problem that are
most commonly found in the literature: the Travelling-
Salesman Problem, the Dial—a—-Ride Problem, the Chinese
Postman Problem and the School Bus Problem.

1.2, Routing & Scheduling Problems

Both Figure 1.1. and Figure 1.2. serve to describe the
relationship of Routing & Scheduling to the other components
of the Distribution Problem. Figure 1.2. goes on to define a
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raxonomic space in terms of the following three dimensions:-

(a) the type of routing & scheduling problem addressed,
(b) the availability or unavailability of details on
the location and demand—characteristics of
individual customers,
and (¢) the presence or absence of time—window constraints.,

It should be stressed that Figure 1.2. is by no means
intended to be a totally comprehensive taxonomic framework
within which all work relating to routing & scheduling problems
may be classified; such a model would, of course, need to be
multi—-dimensional, and therefore be impossible to portray
diagrammatically., However, it is useful to use such a frame-
work as a basis for discussion, as it enables quite a diverse
subject—area to be presented as a set of more specialised
areas of inquiry. Furthermore, the above dimensions,
particularly dimensions "(b)"and "(c)', highlight the aspects
of the current research that give originality to the thesis,
and emphasise the importance here of estimating the effects of
time-windows on the behaviour of the major parameters of
distribution operations, especially in the absence of customer-

specific data.

1.2.1. The Formulations of the Routing & Scheduling Problem

This dimension of the framework shown in Figure 1.2.

jllustrates the variety of different formulations .of the

problem of distributing goods, people or services to a set
of locations, each of which may either deal purely with a
routing problem, or deal specifically or simultaneously with
the scheduling of vehicles and crews. The Routing Problem on
its own is typically mainly concerned with distance—-minimisation
in the absence of time-window constraints, whilst the task of
scheduling is rather more orientated towards the question of
time-constraints, whether these constraints are imposed by
customers or suppliers, in the form of restrictions on times

of delivery & collection or by drivers' hours limitations.
Both routing and scheduling entail the order in which customers
on a route are visited, and are, in practice, normally dealt
with together; the Classical Travelling-Salesman Problem,
however, is mainly concerned with the minimum distance that 1is
required to serve a given set of customers.

The Travelling—Salesman Problem.

One of the earliest, and certainly:one of the most
commonly-referenced, attempts at offering a solution to the
Travelling—Salesman Problem was presented by Clarke & Wright(1l)
in 1963: in this paper, the "Savings Method"” is outlined, an

—

(1) CLARKE, G., and WRIGHT, J.W., "Scheduling of vehicles from
a central depot to a number of delivery points." OPERATIONS

RESEARCH. Vol. 11., P.568. (1963).
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iterative procedure which produces an optimum, or near-optimum,
route through a set of points, starting and finishing at a
central depot. This method has subsequently been used, refined
and developed by a number of researchers. A more detailed
description and discussion of the Savings Method can be found
in Chapter 7 .

The Dial—a—-Ride Problemnm.

Rather more complex solutions are required to distribution
problems involving scheduling, whether it is goods or people
that need to be transported. In the context of passenger
transport, there is an extensive body of literature which
deals with the Dial-a-Ride Problem, a theoretical problem
named after a shared-ride scheme in which users state a
desired time and location for both pick—-up and delivery.
Clearly, a solution for such a customer—-orientated problem
would be rather unrealistic if scheduling in terms of time
were not considered, although Stein, D.M.,(2), for instance,
defines pick—-up and delivery-times as decision—-variables
which are imposed upon each customer in order to maximise
bus-utilisation, rather than as constraints. However, despite
the importance of time—constraints in this problem, the
usefulness of dial—-a-ride—orientated algorithms to the
Travelling—-Salesman Problem is limited, since each passenger
has two stated "arrival-times'"; usually, in the context of
freight distribution, the problem involves just one time-
window per location during each delivery-cycle. This
important distinction means that the Many-to—-Many Dial—-a-Ride
Problem is algorithmically quite different to the One—-to—Many
Distribution Problem. Furthermore, the former's strong
emphasis on passengers' needs means that customer—service
considerations must be directly incorporated into the objective
function of the model, a requirement that has led to various
attempts at quantifying the concept of "customer—inconvenience'.
For example, the main stated objective of Sexton & Bodin's, (3),
Mathematical Programming formulation is to schedule a single
vehicle so as to minimise the total of each customer's
"Excess Ride Time" (defined as actual ride—-time less the
minimum feasible ride-time) plus "Delivery-Time Deviation"
(desired delivery-time less actual delivery-time). Similarly,
Hung et al seek to minimise the number of vehicles utilised
whilst maintaining a pre-determined level of customer-service, (4),

M

(2) STEIN, D.M., "Scheduling Dial-a—-Ride Transportation

Systems". Transportation Science (1978), Vol.12., No.3,
P.P. 232-49

(3) SEXTON, T.R., and BODIN, L., "Optimising Single Vehicle
Many—-to—-Many Operations with Desired Delivery Times: 1I.
Scheduling." Transportation Science, (1985a), Vol.1l9.,

P.P. 378-410.
(4) HUNG, H., CHAPMAN, R., HALL, W., and NEIGUT, E., A heuristic

aleorithm for routing and scheduling dial—-a-ride vehicles.
(Presented at the ORSA/TIMS 1982 Joint National Meeting 1n
San Diego, Oct. 1982).



and Psaraftis minimises a weighted sum of travel—-time and
"customer—dissatisfaction”", (this measure being assumed to be
a linear function of the waiting and riding times of each
customer), (5). Despite the importance of customer—-service
to freight distribution operations in the real world, there
is, as yet, no evidence of customer—-inconvenience, Or a
similar variable, being used in algorithms to provide a
solution to a Travelling—-Salesman Problem.

The Chinese Postman Problem.

Another problem based on distance—minimisation is the
Chinese Postman Problem. Whereas the theoretical salesman is
required to visit each of a set of points, the postman in
these problems must traverse every 'street' in a street—-network,
so that the latter problem deals with Arc Routing, as opposed
to Node Routing. The Chinese Postman Problem is so-called
because one of its earliest formulations was presented in
Chinese Mathematics in 1962, (6). Despite the conceptual
similarity between this formulation and the Travelling-
Salesman Problem, their solutions require totally different
algorithms., The Chinese Postman Problem will be discussed
no further here but more detailed descriptions of this
problem have been put forward by both Bodin et al, (7), and
Minieka, (8).

The School Bus Problem.

There are certain contexts in which the routing &
scheduling of vehicles is merely part of a wider Location-
Allocation Problem, usually in connection with the location
and dispersal of public services; an example of this is the
School Bus Problem, in which the given fixed variables are
the number and location of schools, the number and location
of bus—-stops associated with certain schools, the number of
children assigned to each bus—stop and the starting - and
finishing—times of the schools.

(5) PSARAFTIS, H.N., "A Dynamic Programming Solution to
the single vehicle many—-to—-many immediate request Dial—a-Ride
Problem." Transportation Science, (May, 1980), Vol.l4.,

No.2, P.P, 130-54.
(6) MEI-KO, K., "Graphic Programming using odd or even points."

Chinese Mathematics, (1962), Vol.l., P.P.278-87.
(7) BODIN, L.D., GOLDEN, B.L., ASSAD, A.A., and BALL, M.O.,
"Routing & Scheduling of vehicles and crews: The State of the

Art". Computers and Operations Research, (1983), Vol.10.,
No.2, P.P. 63-211.

(8) MINIEKA, E., "The Chinese Postman Problem for mixed net-
works." Management Science, (1979), Vol.25., P.P. 643-8.



The time—-window component of this problem is the timing
of the pick-up and delivery of children at their bus=stop
and school, the main objective being to minimise the cost of
+he whole operation, which is a function of both the number
of vehicles used and the running cost of the fleet. Among
+he researchers who have addressed this problem are Swersey &
Ballard, (9), who assume that the bus-routes for each school
are given, Bennett & Gazis, (10), and Bodin & Berman, (11).

1.2.2. The availability or unavailability of customer-—
sgecific data

There are many examples of algorithms which are designed
to give optimal or near—-optimal solutions to Routing &
Scheduling problems, given information on the location and
demand—characteristics of a set of customers; where such
details are not available, key cost components and other
important parameters of distribution systems may be
estimated using an approach known as Continuous Space Modelling.

This approach, of which one of the earliest .examples 1is
Kantorovich's use of the technique in-.1942; to describe -the
movement of bulk materials, (12), sets out to give accurate
estimates of cost components using simple, analytical
expressions derived from basic parameters such as the density
of customers and the size of the distribution—area etc.. In
other words, customers may be located anywhere within the
study—area, which is regarded for the purpose of the analysis
to be both continuous and homogeneous, without affecting the
resulting estimates; it is the dimensions and overall
characteristics of the delivery—-zone and its customers that
are of importance.

Eilon et al, (13), use Continuous Space Modelling to
estimate the length of a travelling—-salesman tour in a square

(9) SWERSEY, A., and BALLARD, W., Scheduling School Buses
(Yale School of Organisation and Management Technical Report,

Yale University, 1982).
(10) BENNETT, B., and GAZIS, D., "School bus routing by

computer." Transportation Research, (Dec., 1972), Vol.6.,
No.4, P.P. 317-25.

(11) BODIN, L., and BERMAN, L., "Routing and Scheduling of
school buses by computer." Transportation Science, (1979),
Vol.13., No.2, P.P. 113-29.

(12) KANTOROVITCH, L., "On the translocation of masses."
Comptes Rendus (Doklady) de 1' Academie des Sciences de 1'URSS
(1942), Vol.37., No.s 7-8, P.P., 199-201.

(13) EILON, S., WATSON-GANDY, C.D.T., and CHRISTOFIDES, N.,
Distribution management: mathematical modelling and practical
analysis. (Griffin, London, 1971).



sone of given dimensions as a function of the number of
customers that may be visited during one vehicle—tour, the
area of the delivery—-zone and the aggregate distance between
the depot and each of the locations that require a delivery,;
when customers are randomly located in the delivery-zone, the
latter parameter is, of course, a direct function of area—size.
This work is discussed in greater detail in Chapter 4.

Another example is provided by Blumenfeld & Beckmann,
who derive simple expressions for both the number of
destination stops per load, and the distance travelled per
lJoad, from information regarding the average density of
locations and the average and variance of demand. Although
the equations are, by the authors' admission, merely
generalised estimates,

Meeeessoofor the cost of distributing freight under general
conditionS.eeeeeess

they are useful in as much as they are convenient to use
whilst still maintaining a good level of accuracy, (14).

Similar work using Continuous Space Modelling has been
carried out by Daganzo, who calculates total distance
travelled per drop from vehicle-capacity, the number of
customers to be visited and a parameter representing the
average of the distances from the depot to any random point
in the delivery—area, (15).

The same author also explores the impact of zone—shape
on the expected length of travelling-salesman tours, thus
illustrating the usefulness of deriving such analytical
expressions for estimating the consequences of changing a
given variable on the cost components of a distribution
operation, (16).

Daganzo applies the same concept of continuous space to
the Many-to-One Demand-Responsive Transportation Problem, a
problem similar to that of Dial—-a—-Ride, involving a single
vehicle picking up passengers from a "rendez-vous" point and

(14) BLUMENFELD, D.S., and BECKMANN, M.J., "Use of Continuous
Space Modelling to estimate freight distribution costs.”
Transportation Research., Vol.19A., No.2., P.P. 173-87.(Mar.,1985).
(15) DAGANZO, C.F., "The distance travelled to visit N points
with a maximum of C stops per vehicle: a manual tour—building

strategy and case'study." Research Report, Institute of

Transportation Studies University of California. (Aug-Sep.,
1982).

(16) DAGANZO, C.F., "The length of tours in zones of

different shapes." Transportation Research - B., Vol.18B.,
No.2., P.P., 135-45, (1984).



distributing them to a random set of destinations, before
picking up a fresh load of randomly-located passengers on the
way back to the rendez-vous point; the vehicle 1is constrained
to return to this point periodically at fixed times. A
typical application for this problem is a shared-ride
taxi-service operating from an airport or railway station,
(17). In this paper, Daganzo refers to one of his own
unpublished pieces of work in which he proposes a simple
analytical model for the Many—-to—-Many Dial-a—Ride Problem
itself, (18).

These applications of Continuous Space Modelling suggest
that the same approach can also be used to tackle the other
types of Routing & Scheduling Problem outlined above.

1.2.3. The presence or absence of time—-window constraints

In the real world, the routing of a fleet of vehicles 1is
invariably conditioned by time-constraints of one type or
another:; this, of course, introduces a divergence from the
original Travelling-Salesman Problem, which is primarily
concerned with minimising the distance travelled through a
given set of points, regardless of time restrictions.

The most obvious type of time constraint involved is
the limit on the working—-day, as vehicles are often required
to return to the depot at the end of each day's work; even
if it is feasible for a driver and vehicle to continue away
from their operating centre for one or more nights, there are
still limits on the aggregate and continuous time during which
a driver may drive.

But the type of time—constraint that has received most
attention from researchers in this area is the "time-window.'
A time-window, in the context of freight distribution, may be
defined as the time-period during which a visit may be made
to a given location for the purposes of delivery or collection;
the two times that define the span of each time-window will
normally be specified by the customer. |

The presence or absence of time-windows will obviously
influence both the formulation of the particular problem and the

choice of algorithm. The extent to which the total mileage
travelled by a fleet is increased as a result of time—-windows
depends on how severe these restrictions are, 1in terms of
either the width of the time—-band during which delivery or
collection may be made, or the percentage of outlets that
specify such limitations.

——— e ———

(17) DAGANZO, C.F., HENDRICKSON, C., and WILSON, N.H.M.,
"An approximate analytic model of many—-to—one demand responsive

transportation systems." (Aug. 1977).
(18) DAGANZO, C.F., An analytic model of Many-to-Many Dial-

a—Ride transportation sytems. (Unpublished manuscript, 1974).
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Time constraints must also be taken into account when
consideringother:-types-of routing & scheduling problem. For
example, in the context of the Dial-a-Ride Problem, time-
constraints exist in the form of customers' desired time of
arrival at their destination; although each customer need
not necessarily arrive at the precise time preferred, a
major objective of the problem is to minimise the sum of
deviations from the stated delivery—-time of all customers.
Furthermore, the time at which each customer should be
picked up is determined in order that Total Customer Excess
Ride—-Time should be minimised, so that the overall objective
of dial—-a-ride problems is to minimise total inconvenience
for the whole population of customers. In other words, a
time—-window is, in this example, a precise time that is
stated by the customer, but which need not necessarily be
complied with, so that the time:at which a vehicle arrives
at a given location is a decision—variable.

The time-—windows considered in the current thesis,
however, are defined by time—-limits within which a delivery
must be made to a certain customer, and these time—-limits
act as fixed constraints on the final solution,

Of the relatively few references that deal specifically
with time-windows in the context of freight operations, 1t
is common for time-window constraints to be added to a
problem after the generation of an initial feasible solution.
For example, the approach used by Baker is to derive an
initial solution, using a technique based on Nearest
Neighbour Analysis, in the absence of time—-window constraints,
and to then impose time-windows at a second stage, (19).
Savelsberg uses a similar two-stage method when he employs
route—improvement procedures to reduce both total travel-time
and the total time taken to complete a tour, having initially
cenerated a feasible solution, (20).

1.3. Summary

The foregoing sections have provided a general definition
of the Distribution Problem, and have described both the major
sub-problems of which it consists, and the main formulations
of the more specific Routing & Scheduling Problem. This
problem—area is conveniently summarised by the taxonomic
diagrams of Figures 1.1. and 1.2., and, referring to the
latter, it is the area of interest that is indicated by the

(19) BAKER, E.K., "Vehicle routing with time-window

constraints.,” The Logistics _and Transportation Review. Vo0l.18.,
No.4. (1982).

(20) SAVELSBERG, M.W.P., Local search in routing problems with
Time-Windows. (Report 0S—-R8409, Centre for Mathematics and

Computer Science, Amesterdam,, 1984)..
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symbol "X" that provides a focus for the current thesis. In
other words, the general aim, here, is to analyse the
Travelling—Salesman Problem with Time-Windows using the
"Continuous Space Modelling" approach that is employed by

Blumenfeld & Beckmann (14), Daganzo (15, 16, 17, 18), and
others.

Chapter 2 now goes on to present a more detailed
statement of the thesis's research objectives, along with a
description of the common features of the various problem-
definitions that are used in subsequent chapters. This
objectives statement is then placed in the context of the
objectives pursued by other researchers in this field. Finally,
a summary is given of the thesis's structure and of how this
structure relates to the objectives that have been set.
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CHAPTER 2

THESIS OBJECTIVES AND METHODOLOGY

2.1. Thesis Objectives

The central aim of the research i1s to explore how a

computerised simulation model may be used to measure the
effect of,

1. the number of vehicles that make up the
vehicle fleet, and,
2. the severity of constraints on delivery-times,

on the cost of a hypothetical delivery task. This task 1is
to deliver a uniform consignment of goods, using a uniform
fleet of vehicles, to each of a set of customers. These
customers are located within a delivery-area of Known
dimensions, and each one specifies a "time-window" durilng
which a delivery must be made.

A simulation model is constructed in order to provide
a simplified representation of a distribution system. This
model includes a number of assumptions, particularly about
the nature of the area within which goods are to be
distributed. Generally, these assumptions correspond to
those associated with Continuous Space Modelling, (which
has already been discussed in Chapter 1). The most important
of these are:-

1. The customer-locations requiring a delivery are
distributed irregularly throughout the delivery-
area with the location of individual customers
being unspecified.

2. The delivery-area is, for all intents and
purposes, homogeneous, so that vehicle speed
within this area 1s constant regardless of the
direction of travel. ©No information is given on
the details of a road network; therefore, the
straight-line distance between two customer
locations is taken to be equivalent to the "road
distance" between them.

3. The delivery task must be accomplished from a
single depot, using a uniform fleet of vehicles.

A formal problem definition is presented in Section 2.2..
Once the simulation procedure has calculated the mlileage that
is required for making a delivery to each customer-location,
this distance figure is then converted to cost using vehicle
cost tables published by Commercial Motor magazine.
These costings, along with the assumptions that underlie
them are discussed in depth in Section 3.3..

The creation of such a model makes it possible to
exercise complete control in the hypothetical system that
is provided, so that a particular parameter of interest may
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be made variable whilst all other parameters are held
constant. The general methodology pursued here 1is to
observe the way in which the Total Cost of makilng deliveries
to a given set of customer-locations is affected when
controlled changes are made to, first, the size of the
vehicle fleet, and then to the severity of the time-window
constraints. The objective then is to derive quantative
expressions to describe the observed relationships. The
purpose of this process of running a simulation model toO
generate such equations is to produce predictive tools that
can estimate, say, the minimum length of a Travelling-
Salesman tour required to visit a given set of customer-
locations within a delivery-area of given size and shape.
Obviously, other assumptions, such as average road-speeds
within this area, also have to be made. Although the
applicability of the models predictions is initially
restricted to the types of operation described 1n the
problem definition of Section 2.2., the technique of
simulation allows the flexibility of being able to
elaborate on these basic assumptions. For eXample, a
constraint on the length of the working day may be added to
the model so that more than one vehicle is required for all
deliveries to be made before the end of the day. 1In other
words, the model has an aptitude for impact analysis,
predicting the impact of a change in working practices, in:
this example, on the Total Cost of an operation. 1In
particular, the current research focuses on the effects of
| changes in both the size of the fleet and the constraints
that are imposed on delivery-times at demand-points.

body of knowledge that is associated with Continuous Space
Modelling, a methodology that has been used extensively for
research at a tactical/strategic level. Continuous Space
Modelling has already been described in Section 1.2.2., but
it might be useful to clarify the precise meaning of the
terms "tactical" and "strategic", since they have a variety
of interpretations when applied to planning, policy
analysis and research methods. This is dealt with in the
following sub-section.

2.1.1. The Distinction between Strategic, Tactical and
Operational Planning.

The distinction between “"strategic", "tactical" and
"operational" levels of activity is well documented.

}
|
i
|

-

(1) CHRISTOPHER, M.G., Strategy of distribution management

effective logistics management.
(Gower, 1985).

(2) WALLER, A.G., "Use and location of depots." 1in

GATTORNA, J., Handbook of physical distribution management,
(Third Edition). (Gower, 1970).

(3) BOWERSOX, D.J., Logistical Management: A systems
integration of physical distribution management and
materials management, (Second Edition). (McMillan, 1978).
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christopher (1) is specific in describing these three terms

asS;,

M e e e e e distribution planning horizons........ "
and Waller (2) portrays them as forming a,

A hierarchy of decision levelS......... .

whilst making specific reference to depots and warehousing.
Bowversox (3) takes a more general view when he refers to
the three terms as a,

" ,...Classification of planning situations...."
and suggests that the relevant criteria when using this
means of categorisation are,

" e . the nature of asset commitment, the time

duration of the plan, the likelihood of implementation'.
the time duration element of these criteria 1s clearly
important. All three of the authors quoted above put
forward their views on the time horizons that are associated
with operational, tactical and strategic decision-making
activities. These views are summarized in Table 2.1.. This
table reveals a broad agreement within thls small sample of
authors on the operational and strategic time horizons, but
it is interesting that it 1s only Waller, who bases his
classification on the number of times that each type of
decision would normally be reviewed, is specific about the
time-horizon that is associated with the tactical planning
level. Christopher, for example, defines a two-tiered
hierarchy, in which strategic planning, (or "resource
planning"), adopts

Table 2.1. Views as to the time horizons that correspond

to operational, tactical and strategic decision-makin

TIME HORIZON

AUTHOR OPERATIONAL TACTICAL STRATEGIC

Bowersox Up to 1 yr Adaptation 5 to 10 yrs
within
strategic
| horizon
Christopher 5 + years

| Waller Review many
| times each
year

Review once Review every
a year 3 to 5 years

whatever time horizon enables all resources to be considered
variable, whilst, with operational decision-making,
resources are effectively fixed. Similarly, Bowersox
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suggests that the tactical planning level shares the same
time horizon as the strategic level, but that the former 1s
concerned with the setting up of contingency plans, support
requirements and procedures for adaptation which are to be
used by decision-makers working in an operational environment.
Bowersox goes on to argue that tactical planning may also be
regarded as being short-term, since it 1is,

e e e e e event orientated........ "
All three authors agree that, whatever the precise definition
of the terms, the three planning levels described above are
mutually-dependant. Both Bowersox and Waller point out that
operational and tactical activities take place within a
structure that has already been established at a strategic
ijevel, whilst Christopher suggests that the development of
decision support systems and more systematic management
techniques has enabled the products of strategic planning to
be used increasingly at an operational level. A trend that
is exemplified in the recent growth in the use of "desk-top”
software for Routing & Scheduling and stock control tasks
etCc. .
An alternative set of definitions is offered by Ballou (4),
who, whilst making no attempt to define the time horizon
that is associated with each term, distinguishes between

strategic planning, which he describes as,
M e e v e deciding in a broad sense what the overall

system configuration should be for distribution.”
and tactical planning, which is considered to be concerned
with the efficient use of facilities, equipment or fleet.
Ballou goes on to suggest that tactical planning 1is not
bound to a specific time horizon, and that 1t may even be
carried out on a daily basis. Ballou's definition of
decision-making at an operation level is somewhat dismissive
in that he describes is as being,

e e e a process for developing logistical policy and

plans to handle routin or regularly anticipated management

action....ceeee "

Slater (5), with reference to load planning, suggests
that tactical decision-making is associated with a time
horizon of a few months, often in the presence of seasonal
variations, whilst decision-making at an operational level
involves the planning of routes on a day-to-day basis. He
describes strategic planning as dealing with matters such as
depot location, fleet size & composition, changes in the
length of driver's working day, change in customers’ order
patterns and opening hours.

The conclusion from the limited literature survey
described above is that there is no agreement on what
constitutes planning, or a decision, at a tactical level;

' in fact, some authors do not recognise a tactical tier
between the strategic and operational levels at all. There 1s,

(4) BALLOU R.H., Basic business logistics - transportation,
materials management, physical distribution, (Second Edition)

(5) SLATER, A.G., "Load Planning." 1in GATTORNA, J. Handbook

of physical distribution management,_TThird Edition)
(Gower, 1970).
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however, certalinly a distinction made between operational
activities and those which fall into the broad category of

"tactical/strategic planning".

The following sub-section considers how the current
thesis might be described, in relation to the foregoing
discussion.

2.1.2. The planning and decision-making level that
corresponds to the current thesis.

First of all, it should be made clear that this research
does not consider the effect of decisions that are made at
an operational level of activity. In fact, 1t may be argued
that an approach at this level is precluded by the use of
Continuous Space Modelling through out the thesis, since
this is a technique that regards a delivery zone as being a
"Black Box" of known size within which no information 1s
available on location, order-size or time-window width at a
customer-specific level; the products of this research,
therefore, are more likely to be of relevance to strategic
decisions such as the optimum size of the vehicle fleet etc.,
than of direct use in the day-to-day task of routing and
scheduling vehicles, for example. Although the Travelling
Salesman Problem provides a central theme for the research,
no attempt will be made to produce a model or algorithm that
might be used by, say, an operations manager for his dailly
duties.

In other words, the parameters of an operation that are
dealt with here, such as fleet-size, are not flexible at an
operation level, or within an operational time-scale.
Furthermore, the time-horizon assumed for analysing the
impact on Total Cost of changes in working-hours restrictions,

policy on overnight stays, or customers' policies on delivery-
time restrictions, etc. would relate to the tactical/strategic
level of planning outlined in the foregoing discussion.

Another feature of the modelling methodology 1s that
simulation enables all parameters to be variable, with the
facility to change even the size of delivery 2zone. Using
Christopher's definition of a strategic planning horizon
being one at which all resources are variable, therefore,
(SEE sub-section 2.1.1.), it may be argued that the findings
of the research are applicable at this strategic level.
Furthermore, the number of vehicles in the fleet, the variable
that is shown to be the most important influence on Total
Cost in both Part 2 and Part 3 of the thesis, is set at the
strategic planning stage. Also, due to the substantial
capital commitment that is involved with a change in fleet
size, this is not a decision that 1s reviewed oOon a regular

basis.

To further strengthen the argument that the current
research deals with the planning of distribution operations
at a strategic level, Slater has already been quoted, (again
in Section 2.1.1.), as using Fleet size, drivers' working
hours and customers' opening times (ie. time-windows) as
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being examples of variables and constraints that provide
the subject-matter for strategic planning.

It is difficult to categorise the thesis 1in terms of
it being either strategic or tactical, because of the
difference of opinion that exists as to the precise definition
of the latter term. Taking Ballou's view that tactical
planning involves optimising resources, however, the current
research may be defined as tactical, considering the emphasis
that is placed on finding the optimum fleet size for a given
task, and on the minimisation of both mileage and cost. On
the other hand, the research does not focus on contingency
and support mechanics, which form the basis for Bowersox's
definition of tactical planning. It may be argued that the
subject-matter of the thesis is not bound by any particular
time-horizon since, whereas fleet size is clearly a variable
that must be planned on a long-term basis, a change in
customers' opening times or a company's policy on allowing
drivers to make overnight stays may occur at short notice,
and so will be associated with a far shorter time scale.
Furthermore, the part of the analysis that examines routing
and scheduling might be described as tactical, since the
algorithm employed in this task, or the zoning technique
used, might be changed at short notice and with no effect
on capital input.

Because there is a range of issues addressed here, the
thesis can not readily be placed in one category or the other,
and there is arguably little point in trying to make a firm
distinction between tactical and strategic levels. It may
be reemphasised, however, that the central theme of the
thesis is the effect of various decision variables and
constraints on fleet size, and so the findings of such
research will clearly be mainly applicable to strategic
planning activities. |

2.1.3. Reasons for focusing on fleet size and time-windows.

Ideally, the ultimate objective of such analysis 1s to
develop an interactive model of a distribution system, which
describes the relationships between all of the variables that
have a significant effect on Total Distribution Cost, and
which may be applied to any physical distribution context.

It is clearly not feasible to try to achieve this with the
current research, and so it has been necessary to be selective
in choosing the particular relationships that are to be
examined; the thesis therefore focuses on the effect on Total
Cost of the number of vehicles in the fleet, and the severity
of time constraints that are imposed on the fleet's deliveries.

One of the reasons for concentrating on these two

variables is that their effect on distribution cost has so
far received little attention from researchers in this field
and subsequent chapters will demonstrate that both have a
considerable influence on Total Cost.
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There is a fundamental difference between fleet-size

and time-windows in the way which they relate to Total Cost,
since, whereas timing constraints are taken to be an external
influence on a distribution system, that is largely beyond

the control of the operator, fleet-size is a decision-variable
which is related to other aspects of the relevant distribution
system. For example, there is a fundamental trade-off

between the average carrying-capacity of a fleet's vehicles,
(denoted later as "x"), and the number of vehicles used,
("n"); the way in which fleet size influences distribution
cost via its effect on "x" is examined in some detail 1n
Chapter 3. Similarly, Chapter 5, which considers the
influence of factors relating to drivers' working-hours,
explains how the number of vehicles used is once again the
major variable that affects Total Cost, whilst Chapter 4
focuses on the way in which fleet size itself influences
distribution costs through its effect on Total Fleet Mileage.

The structure of the thesis is described in greater
detail in Section 2.5.; Section 2.2., meanwhile, describes
the basic problem formulation that 1is used throughout.

2.2. Problem Definition

The problem-definition that is used as a basis for
analysis often differs in detail throughout the thesis,
and so relevant variations in constraints and assumptions
are outlined at the start of each section, as and where

appropriate,

However, these precise formulations of the Distribution
Problem have many common features. The most important of
these features is that they are based on the fundamental
problem of distributing a consignment of goods from a
centrally-located depot to a set of randomly-distributed
demand-points at the lowest possible cost, given a set of
constraints. Again, many of the assumptions that are made
correspond to those associated with the Continuous Space
Modelling technique, in that it is assumed that there is
no infomation available on the location of individual
customers, which are distributed within a homogeneous area
in which precise details of the road network are unimportant,
and where road-speeds are uniform in all directions. It 1is

also generally assumed that the level of demand 1s the same
for each customer, and that the: fleet of vehicles operating
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from the depot is also uniform in terms of capacity. The
information that is given in each section usually concerns
+he number of customers requiring a delivery, the size of
the circular, or square, area in which they are located and
data referring to the temporal constraints in which the fleet
must operate, (eg. the maximum permissible length of a
working—day, average road—-speeds, amount of time required at
cach location, etc.).

The first objective in the context of this problem
formulation is to deliver the required consignment of goods
to the set 0of locations at the lowest cost possible. 1In
order to achieve the wider objectives outlined in Section
2.1.,, it is then necessary to estimate the Total Cost of an
optimum solution to this Distribution Problem, and then to
examine the way in which this Total Cost estimate varies in
response to changes in both the assumptions that are made,
and value of certain parameters. A more detailed statement
of these objectives already appears earlier on in this
chapter; Section 2.3. now goes on to compare these objectives
with those of other researchers in this field.

2.3, Comparison of Thesis Objectiveswith those of Other

Researchers

The research—objectives outlined above have most in
common with those of Daganzo and Blumenfeld & Beckmann,
whose use of Continuous Space Modelling to develop formulae
that might be used as analytical tools has already been
discussed in Chapter 1, (referred to in that chapter as
references (15), (16), (17), (18), and (14), respectively).

Far more researchers have as their objective the
development of a distance-minimising, tour—-building algorithm
for solving Travelling—Salesman Problems, such as Held &

Karp (6). Also, because of the computational complexity of
such problems, particularly when a large number of customers

is involved, references concentrating on the implementation

of route-building or route—-improvement algorithms have
appeared. Such work presents algorithms which, despite

being able to derive only near-optimum tours, have the
advantage of requiring substantially less computer time or
capacity than similar precedures that are designed to produce
optimum solutions. For example, Golden, Magnanti & Nguyen (7),

M e ..consider heuristic algorithms for vehicle routing....
....presenting modifications and extensions which permit
problems.....to be solved in a matter of seconds.”

() HELD, M., and KARP, R.M., " The Travelling-Salesman
Problem and Minimum Spanning Trees, Part II." Mathematical

Programming, (1971), Vol.l1l., No.l1l, P.P.6-25.
(7) GOLDEN, B.L., MAGNANTI, T.L., and NGUYEN, H.A., -
"Implementing vehicle routing algorithms." Networks, (1977),

Vol.7., P.P.113-48.
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and Baker, Schaffer & Solomon (g) suggest streamlined route-
improvement procedures for the Vehicle Routing Problem with

Time-Windows, which lead to,

" ee.....significant increases in algorithmic efficiency

with minimal deterioration in solution quality.'

There is also a section of the literature whose
objectives are confined to one particular sub-problem. For
instance, both Ball et al (9) and White(10) focus on issues
concerning the size of a vehicle—-fleet, whilst Kirby(11) and
Wyatt (12) consider methods for establishing optimum fleet-

size.

The Fleet—-Size Problem is closely related to the more
general Vehicle Loading Problem, which deals with the
allocation of a set of consignments to a fleet of vehicles of
known size, the objective being to minimise the number of
vehicles used; a thorough discussion of this problem appears

in Chapter 10 of Eilon et al (13)

Golden et al (14) go a step further 'to consider both the

optimum fleet—-size and the optimum mix of leased and owned
vehicles, formulating the Fleet Mix Problem as a Mathematical

Program, and Gould (15) uses Linear Programming for the
same purpose.

Having outlined some of the different objectives that
are pursued by other researchers, in relation to the
Distribution Problem, it is also possible to put the current

(') BAKER, E.K., SCHAFFER, J.R., and SOLOMON, M.M.,
Vehicle Routing & Scheduling problems with time-window

constraints: efficient implementations of solution i1mprovement

procedures. (Unpublished paper, Oct. 1986).

(g BALL, M.O., GOLDEN, B.A., ASSAD A.A., and BODIN, L.D.,
"Planning for truck fleet-size in the presence of a common-

carrier option." Decision Sciences., (1983), Vol.1l4., P.P.103-117/.
(10) WHITE, G.0., "An easy lower bound on the number of trucks

needed to service a set of destinations." OMEGA, The International
Journal of Management Science., Vol.8., No.3., (1980), P.P.385-7.
(11) KIRBY D., "Is your fleet the right size?" Operational
Research Quarterly, (1959), Vol.10., P.252,

(12) WYATT, J.X., "Optimal Fleet Size." - Operational Research

Quarterly, (1961), Vol.12., P.P.186-7.
(13) EILON, S., WATSON-GANDY, C.D.T., and CHRISTOFIDES, N.,

Distribution Management: mathematical modelling and bractical

analysis. (Griffin, London, 1971).
(1a) GOLDEN, B.L., MAGNANTI, T.L., and NGUYEN, H.A., (1977).

Op cit.

(15) GOULD, J., "The size and composition of a road transport

fleet." Operational Research Quarterly, (1969), Vol.20.,

P,P.81-92.
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thesis into perspective with existing literature by examining
the methodology that is used here. This is the aim of the
following section.

2.4. Methodology

There are three main ways in which the thesis may be
described, vis—a—-vis the methodology that is used: 1. The
central technique employed for generating data is that of
stochastic simulation, as opposed to empirical observation or
the analysis of existing data associated with actual
distribution systems. 2. The particular modelling technique
used has much in common with what has already been referred
to here as Continuous Space Modelling. 3. All of the
algorithms that are used for deriving "Optimum'" solutions
are "heuristic" in nature, rather than "exact', (both of these
terms will be defined later).

The simulation aspect of the methodology used refers to
the generation of vehicle—-tours using a computerised
Travelling—-Salesman algorithm - this algorithm is used
iteratively to generate a number of hypothetical vehicle-tours
in order to estimate the length of a set of tours given basic
data on the number of vehicles used, the size of the delivery-
area, the number of locations visited etc.. The fundamental
research—strategy here is that of building a computerised
model of a distribution operation, in which all of the
relationships between important variables are quantified.
Having set up such a model that is adequately representative
of an actual operation, observations may be made as to
the effect of changes in the value of key variables and/or
in the nature of important constraints, on factors such as
Total Distribution Cost, Total Fleet Mileage etc.. In other
words, once such a model has been established, inferences
as to the nature and behaviour of actual systems may be made
on the basis of the results yielded by this model. Apart
from the facility of being able to quantitatively predict
the effect of various changes in selected parameters, the
use of simulation enables the researcher to produce a
number of solutions for the same problem, so that each
series of iterations may yield, not only a mean result, but
also an indication of the variance that is associated with
this mean figure. The advantages of being able to measure
this variance are described and illustrated in greater detail
in Chapter 4.

A major characteristic of the way in which distribution
systems are modelled, here, is the fact that it is assumed
that no information is available on the location of individual
customers, and that the area in which these customers are
situated is a featureless plain in which "road'"-speeds are
uniform in each direction. This is, of course, a
characteristic of Continuous Space Modelling, which is
described in greater length in Chapter 1.
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Having described the algorithms used to generate Travelling-
Salesman solutions as being "heuristic", as opposed to "exact",
it is necessary to provide a more detailed definition of
these terms. The distinction between these two approaches 1s
quite neatly presented by Rand (1), who when referring to
the methodological approaches available for Depot Location
studies, portrays this choice as a trade—-off involving the
acceptance of sub—optimum solutions to Travelling-Salesman-
type problems as a result of using less complex procedures
for solving them. Rand illustrates this trade-off by means
of the 2-dimensional taxonomic space reproduced in Figure 2.1.,
which defines a continuum that ranges from approaches that
seek to derive optimum solutions using exact methods, to
those that arrive at more approximate solutions by less
complex means. For example, as Figure 2.1, suggests, the
"Route-Optimisation" approach seeks to develop a very complex
procedure that will guarantee an absolute optimum solution,
(eg. Held & Karp (17)), but, because of the level ot
sophistication of the search procedure involved, this can
only be achieved if a relatively simple cost function is used.
On the other hand, "Heuristic" procedures employ a more
detailed and realistic cost function, at the expense ot
complexity in the search procedure. Above, and to the left
of, "heuristics" in the continuum of Figure 2.1. are
"Simulation Models", whose cost function is even closer to
reality, with the accompanying simplification of the search
procedure,

Whilst assessing the position of the current research in
Rand's continuum, it is important to point out that the
creation of exact algorithms is not the central aim of the
thesis, (SEE Section 2.1. for a precise statement of objectives).
The development of an algorithm for constructing Travelling-
Salesman tours in the presence of time-windows, in Chapter 6,
is made necessary by the absence of a suitable existing
algorithm under such conditions, and, in common with the
Savings—-based method used in Chapter 4, is merely a means to
the end of generating a sample of vehicle tours on which
further analysis may be carried out. In other words,
rather than the production of optimum tours, what is of
importance here is that the route-building algorithm employed
should enable a parameter of interest, (eg. delivery-—area
size), to be varied whilst all others are held constant, 1n
order to examine the effect of this parameter on, say, Total
Fleet Mileage. A model that produces near-optimum tours 1is
therefore adequate for the purposes of the current analysis.

It should also be noted that no attempt is made to
simulate an actual distribution system in detail, so that the
methodology employed here cannot be described as being purely
simulation: in fact, it is assumed that there is a very simple
situation of a delivery—area in which vehicle speed 1is

—— e —————————— ———————

(1) RAND, G.K., "Methodological choices in Depot Location

studies,"”" Operational Research, Vol.27, No.l, (1974).
(17) HELD, M.M., and KARP, R.M., op cit
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Figure 2.1. Rand's continuum of methodological approaches
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uniform in all directions, and all cost-data that are used
are based on very generalised cost-tables (18). Referring,
again, to Figure 2.1., therefore, it can be argued that,
since each Travelling-Salesman tour "simulated" merely
represents a simple, hypothetical tour within a homogeneous
space, the thesis, in Rand's continuum, can by no means be
described as occupyling a position at the extreme
"Simulation"” end of the scale, due to the nature of the
cost-function that is used.

An example of the type of tour-building algorithm
that is used here for deriving Travelling-Salesman
solutions is the "Savings Method", developed by Clarke
& Wright (19); although it may be argued that this
algorithm falls short of producing optimum solutions,
the "near-optimum" tours provided by this method are
adequate for the purpose of exploring the way in which
Total Fleet Mileage varies in response to changes 1in
other Key parameters.

As with the particular problem-formulation adopted,
details of the methods used, along with a fuller description
of the relevant model that is constructed, will be included
in the text as and where appropriate. Section 2.5. now
outlines some alternative algorithms for solving the
Travelling-Salesman Problem that might have been used,
and discusses the reasons for adopting a savings-based
method, similar to that of Clarke & Wright, in the
simulation program.

2.5. The Savings Method and Alternative Routing Algorithms

The travelling-Salesman Problem may be formulated
in a symmetric or an asymmetric context. The difference
1s that the symmetric version of the problems assumes
that the cost of travelling between, say, locations 1 and
j is the same regardless of whether the direction of
travel is i-to-j or j-to-i; this "cost" may be measured
simply in terms of travel-time. The asymmetric Travelling-
Salesman Problem, on the other hand, does not 1include
this assumption, so that a matrix of the costs of travelling
between pairs of locations would be asymmetrical.
Algorithms for solving the asymmetric case are therefore
more complex than those designed for the simpler case, and
reguire more computer time and computer storage space.
In this section, however, the discussion is confined to
algorithms for the symmetric version of the problem.

(18) The cost-tables used were published by Commercial
Motor magazine inl982. |

(19) CLARKE, G., and WRIGHT, J.W., "Scheduling of vehicles
from a central depot for a number of delivery-points.”

Operations Research. Vol.1ll., P.568., (1963).
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There 1s no theoretical difficulty in finding
exact solutions to the Travelling-Salesman Problem.
For each set of points that is generated, there 1is a
finite set of tours which pass through these points;
the length, or cost, of each tour may be calculated and
the tour incurring the lowest cost may be identified as
the "optimal" tour. 1In practice, however, even with
problems involving a relatively small number of locations,
the number of possible tours makes such a complete
enumeration of all options impractical, even with the
use of a computer. The total number of tours that
might pass through a set of C customer locations may
be calculated using the simple formula,

(C - 1)!
For example, when there are 3 locations to be
visited, only 2 tours are possible, and when C = 4,
there are six alternatives, (since 3! = (3x2) = 6). In

simple cases such as these, there is no problem in
quantatively evaluating all alternatives, but a problem
involving 10 customer-locations has 9!, or 362880, possible
solutions, whilst one with 15 locations has (8.7 x 10)
solutions. The computer capacity that is required for
complete enameration of problems involving substantially
more customer-locations is therefore extremely large.

This limitation as to the number of locations that can

be dealt with by algorithms that yield exact solutions
underlines the need for heuristic methods that can produce

near-optimum tours using far less computer time and
storage space.

Procedures for solving the Travelling-Salesman
Problem fall into one of four categories:-

1. Partial enumeration. This method, by definition, can
not guarantee an exact solution, since not all possible
routes are enumerated. This 1s because some links between
locations are eliminated before the enumeration stage of

the procedure i1n order to reduce the computational size of
the problem. For example, this might be done by excluding
links which are obviously not likely to form part of the
optimal tour, so that a complete enumeration may be carried
out on the reduced set of possible links that remain.

2. Seguehtial tour-building. Both exact and approximate
algorithms may be employed with this strategy. The method

involves first selecting the customer location that is
"closest" to the depot (in terms of distance, time or cost,
etc.), as the first location that should be visited in the

tour. The next step is to select the point that is nearest

to the customer location, using the same criterion, 1in Qrder
to form the second link in the tour. This process continues
until it is no longer possible to add another location to

the tour and return to the depot without violating a time or
mileage constraint on the length of a tour. Most commonly
this involves the constraint on the length of the working-day,
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or legislative limitations on drivers' hours. If no further
additions to the tour are feasible, the tour must be completed
by making a link from the last customer-location to be added

to the depot. Should there be some customers that have not

yet received a delivery, then a new tour must be initiated,
using the same procedure. A number of methods may be employed
for selecting the next customer-location to be added to the
tour, from simple Nearest Neighbour Analysis to exact technlques
such as branch & bound procedures and dynamic programming.

3. Tour-to-Tour Improvement. Methods falling into this
category begin by generating an initial, feasible solution

which is then improved upon according to a set procedure.
This might, for instance, involve removing one Or more
locations from one tour and replacing them with other
locations, or entail reversing the order in which locations
are visited. The former method of tour improvement is used
by Lin (20), who describes a tour as being "r-optimal" 1if
no improvement can be obtained by replacing r of its links
with r alternative links, (21). Usually, a 3-optimal, or
even a 2-optimal, tour will have a high probability of being
the optimal solution to a problem. An exact solution can
only be quaranteed, however, if the tour 1s found to be
"C-optimal", (C representing the number of locations that
must be visited). Since such procedures rarely evaluate a
tour beyond the 3-optimal stage, all algorithms based on
tour-to-tour improvement, or "local optimisation" are
approximate.

4. Sub-tour Contraction. This method begins with a matrix
of the distance, time or cost that separates each pair of
customer locations, each of which is a potential link that
might be included in the minimum-cost optimal tour. 1If all
lowest-cost l1links are made until all locations have been
linked to at least one other, then a solution to the
"Assignment Problem" will have been produced. At this stage,
however, the "solution" will not constitute a tour, but a
series of sub-tours. The next step is therefore to eliminate
the sub-tours so that a single tour is produced. ©Unlike
tour-to-tour improvement, this strategy may be used to give
exact solutions, as demonstrated by both Eastman (22) and
Shapiro (23), using "Branch & Bound" algorithms.

Branch & bound is one of the methods discussed 1in the
following sub-section on algorithms that have been used to
derive exact solutions to the Travelling-Salesman Problem.

—
(20) LIN, S., "Computer solutions of the Travelling-Salesman

Problem". Bell Systems Technical Journal., Vol.44.,
p.p.2245-69, (1965).

(21) Lin's notation is used here; his r should not be confused
with the r used in Chapters 6 & 7 of the thesis.

(22) EASTMAN, W.L., Linear programming with pattern

constraints. (Harvard University Ph.D. thesis, 1958).

(23) SHAPIRO, D., Algorithms for the solution of the optimal

cost travelling-salesman problem. (Washington University
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2.5. Exact algorithms

An example of the use of a branch & bound, or "tree-

search), procedure is provided by Little et al (24). The
method is based on the division of the set of all possible
tours into a number of sub-sets, a process that is analogous
to the branching of a tree. The procedure begins with the
making of a link between two customer locations, (a 1link
from, say, point i to point j). The forming of such a link
has two implications: 1. The set of all possible tours may
be divided into two sub-sets: those tours that contain the
i-to-j link, and those that do not. 2. The number of
feasible links to j from i may now be eliminated, along

with any 1link that may cause a sub-tour to be formed, (such
as j-to-i, in this example). The matrix of all possible
links between customer locations 1s thus "reduced" whenever
a "branch" is made. A lower bound on, (ie. the minimum
value of), the length of the least-cost optimal tour withiln
each of these sub-sets is then calculated, (ways in which
the lower bound may be estimated are outlined in sub-section
2.5.2.). Each sub-set that is created by the selection of a
1ink from one location to another may, in turn, be divided,
by the same process, into two sub-sets. In this way, more
and more, smaller and smaller, sub-sets of tours are formed.
There is a point in this branching procedure at which the
links that have been made form a tour, whose length, or
cost, may be measured. If the length of this tour 1is less
than, or equal to, the lower bounds of all sub-sets of tours
that are to be branched from, then this tour is the optimal
tour that is the solution to the Travelling-Salesman Problem.
If this is not the case, then the search procedure continues
from a sub-set whose lower bound 1is less than the length of
the initial tour; the search ends when a tour - the optimal
tour - is found whose length is less than or equal to the
lower bounds of all the sub-tours that remain "unbranched".

Obviously, a tree-search of this type reguires a great
deal of computer-time and storage space, which increases
considerably as the number of customer-locations involved 1is
increased. The same comment may be applied to dynamic
programming, a technigue used extensively in operations
research, which involves the solving of a recursive equation
to find the minimum cost of each stage of a problem. 1In the
context of routing & scheduling problems, the technique
consists of finding all feasible tours through a set of
locations, and the cost of each. Held & Karp (25) and
Bellman (26) are among those who have used dynamic
programming for solving the Travelling-Salesman Problem.

(24) LITTLE, J.D.C., MURTY, K.G., SWEENEY, D.W., and KAREL,
"An algorithm for the Travelling-Salesman Problem".

Operations Research, Vol.1ll., p.p.979-89, (1963).
(25) HELD, M.M., and KARP, R.M., op cit

(26) BELLMAN, R., "Dynamic Programming treatment of the

travelling salesman problem". Jour. Assoc. Computer Mech.,
Vol.9., p.p.61-3, (1962).

C.

' 4
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In the context of the solutions produced for the
purposes of the current thesis, however, exactness 1s by no
means crucial. The simulation process used here involves the
solving of a large number of Travelling-Salesman Problems,
and so it is of greater importance that the algorithm used
should be economical in terms of both computer time and
computer storage space, whilst still producing near-optimal
solutions. For this reason, the discussion will now be
focused on alternative heuristic algorithms that might have
been used.

" 2.5.2. Heuristic methods

The heuristic of Lin (20) has already been outlined
above, in the section dealing with methodologies based on
tour-to-tour improvement. Reiter & Sherman (27) employ a
similar method. Having formed and initial feasible tour, one
of the points through which the tour passes is removed from
the tour; the objective is then to insert this point into
the seguence of 1links that remains in the position that
maximises the improvement of the overall tour. This procedure
is repeated with each point, and then takes place with each
linked pair of points. When it is no longer possible to
reduce the total length of the tour, then the tour is said,
using the same terminology used by Lin, to be "2-optimal".
Similarly, "3-optimality" may be achieved by successively
removing and replacing linked chains of 3 customer-locations.

The "Sweep Algorithm", proposed by Gillett & Miller (28)
is an example of a two-stage procedure, since customer
locations are first sorted into clusters and then sequenced
into tours at a secondary stage. The first phase begins
with the selection of the location, i, that has the smallest
angle with the depot, (a customer location situated "due
North" of the depot, for example, has an angle of zero
degrees). The "sweep" continues with locations having the
smallest angle with the depot, (j,k,1l..... etc.), being added
to the cluster until no more locations may be 1ncluded
without the violation of either distance or capacity
constraint. At this point, the formation of a new cluster
begins, and the process continues until every customer
location has been assigned to a cluster. A shortest-path
algorithm may then be employed for solving the Travelling-
Salesman Problems that are presented by each cluster of
points. In order to test whether the initial solution
arrived at can be improved upon, the whole process may be
repeated, with the "sweep" procedure beginning with j, the
location that was originally the second point to be selected.

(27) REITER, S., and SHERMAN, G., "Discrete optimising."
S.I.A.M. Review., Vol.13., p.p.864-89, (1965).

(28) GILLETT, B.E., and MILLER, L.R., "A heuristic
algorithm for the vehicle-dispatch problem." Operations
Research, Vol.22., p.p.340-9,

(1974).
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With the central depot acting as a pivot, the imaginary

axls has effectively been rotated clockwise, so that point
j's angle with the depot is now zero degrees and point 1 1is
the last point to be "swept". The procedure may be repeated
as many times as there are customer locations in the problem
definition. One advantage of the Sweep Algorithm is that it
is effective for problems with up to 250 locations, but,
according to Ballou & Agarwal (29),

"Time windows on stops are not well handled
by this method.™"

Tyagi (30) presents a similar two-stage methodology,
which may also be described as a "cluster first route second"
procedure. Nearest Neilghbour Analysis 1is used to sequentially
group customer locations into clusters, each of which
constitutes a separate Travelling-Salesman Problem.

Some researchers have proposed methods which, though
based on the Savings principle, differ from the procedure
originally described by Clarke & Wright, (31). For example,
Tillman & Cochran (32) employ a different method for deciding
which links should be made. Whereas Clarke & Wright's
method is for links to be made in order of greatest distance-
saving, Tillman & Cochran consider connected pairs of links,
so that the search procedure calculates the combined cost of
making two choices 1in sequence. This principle may be
extended further so that the total cost of making three
connected 1links is calculated at each stage. At this point,
however, the number of possible 3-location chains becomes
quite large, as do the demands that are made on computer
time and storage space.

Gaskell (33) differs from Clarke & Wright in the way
in which savings are calculated. Gaskell's method is an
attempt to counteract the tendency of the Savings Method
to favour links between locations that are both close to each
other and remote from the depot, thus giving rise to rather
circumferential routes. This tendency is suggested by the

(29) BALLOU, R.H., and AGARWAL, Y.K., "A performance
comparison of several popular algorithms for vehicle routing

and scheduling." Journal of Business Logistics. Vol.9.,
no.1l1, p.p.51-65, (1988).

(30) TYAGI, M., "A practical method for the truck dispatching

problem." Journal of the Operations Research Society of Japan.
Vol.10., p.p.76-92, (1968).

(31) CLARKE, G., and WRIGHT, J.W., op cit

(32) TILLMAN, F.A., and COCHRAN, H., "A heuristic approach
for solving the delivery problem." Journal of Industrial

Engineering. Vo0l.19., p.354, (1968).
(33) GASKELL, T.J., "Bases for vehicle fleet scheduling."®

Operational Research Quarterly. Vol.18., p.281, (1967).
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very nature of the savings formula,

Sjj = doi * doj - djj (E.2.1.)
Where, Sij = the distance saving from
linking points 1 & j,
d,3 = the distance from point i

to the depot, O,
the distance between points

i and j.

and, dj j

In order to encourage more "radical" 1links, Gaskell
proposes following formula which discriminates in favour of
links between locations that are close together, and against
those whose joining together yields the greatest saving,

Ajj = Sij (e + (cgi - Coj) - c33) (E.2.2.)

Where, Aij = the modified measure of thé
desirability of a 1link,

and, c = the average distance of all
locations from the depot.
The formula (Sjj - cjj) is also suggested as an

alternative measure that might be used. Since heuristic
algorithms, by definition, are liable to produce less-than
optimum solutions to routing problems, it is useful to be
able to estimate the difference between the algorithm's
solution and the optimum. One way in which the cost of an
optimum solution may be estimated is using a formula devised
by Beardwood, Halton and Hammersley, (34). They suggest
that the shortest distance that is required to pass through
a set of points within an area of known size 1is,

K.a0.2, 0.5, | (E.2.3.)

a constant that has a value of
approximately 0.75,

the size of the area,

is the number of points through
which the route must pass.

Where, K

a
and, C

There are several other ways in which a "lower bound"”
on the cost of an optimal tour may be estimated. This may,
for example, be done by calculating the "shortest Spanning
Tree"; this i1s the minimum total length of all the links
that are required to join all customer-locations, which does
not necessarily have to be a tour. The Shortest Spanning
Tree may be calculated using an algorithm designed by
Kruskal (35). Similarly, the sum of the distances from

(34) BEARDWOOD, J., HALTON, J.H., and HAMMERSLEY, J.M.,
"The Shortest Path through many points." Proceedings of the

Cambridge Philosophical Society, Vol.55., p.299, (1959).
(35) KRUSKAL, J.B., "On the shortest spanning subtree of a

graph and the travelling salesman problem." Proceedings of
the American Mathematical Society, Vol.2., p.p.48-50, (1956).
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each location to its nearest neighbour and next-nearest
neighbour may be considered as the lower bound on the length
of a tour, and may be calculated as follows,

"Sum of the shortest links" = % ( (dj1 + d52))

(E.2.4.)

where, dj; and djp are the distances

of j's nearest, and next-nearest,
neighbour, respectively.

The sum of these distances 1is divided by 2 in order to
eliminate double counting, (36).

An alternative strategy for evaluating heuristic
algorithms is to compare their performances, both with one
another and with exact procedures, when applied to a range
of hypothetical test problems. The results of this type of
research, where the savings method has been one of the
heuristics tested, are reviewed in the following sub-section.

2.5.3. The performance of the savings method compared with

other algorithms

A recent evaluation of heuristic algorithms 1s provided
by Ballou & Agarwal (37), who compare the performance of the
savings, sweep and cluster (38) heuristics when used to solve
a number of test problems. These tests are carried out
using five types of point configurations, described as
"random", "cluster", "West Coast", "sector" and "urban-
rural"; these are illustrated in Figure 2.2.. Ten or twelve
problems for each of these configurations 1s devised, with
20 customer locations each time. In addition to the heuristics
mentioned above, an exact method is used for deriving optimum,
or near-optimum, solutions to each problem; the purpose of
this is to provide a means of comparing the results of the
approximate methods with the optimum solution. The eXact
algorithm used is set partitioning, a method based on integer
programming. Although set partitioning is prone to becoming
computationally complex when dealing with large problems,
which is a characteristic of exact methods, the 20 customer
locations that were involved in the test problems where
insufficient to create any difficulties. A summary of
results, for all five configuration-types, is presented 1in
Table 2.2.. Clearly, the savings method emerges as the most

(36) EILON, S., WATSON-GANDY, C.D.T., and CHRISTOFIDES, N.,

Oop Ccit.

(37) BALLOU, R.H., and AGARWAL, Y.K., "A performance
comparison of several popular algorithms for vehicle routing
and scheduling." Journal of Business Logistics, Vol.9.,
p.p.51-65 (1988).

(38) The "cluster method" used involves a two stage "cluster
first route second" procedure, with Nearest Neighbour Analysis
employed initial clusters, (although the details of the

method are not the same as those of Tyagi's (op cit)).
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effective of the heuristics tested, producing solutions

that varied from the optimum by less than 2%, on average,
compared with average figures of 12.1% and 14.3% for the
cluster method and sweep method, respectively. For each
problem type, the savings method produced an optimum
solution for at least one problem, something that was never
achieved by either of the other heuristics, and the worst
performance by the savings method in the entire experiment
was a solution that differed from the optimum by 13.3%.
Ballou & Agarwal also point out that the savings method
produced solutions requiring more vehicles than the optimum
solution on only 8% of occasions.

Table 2.2. Summary of test results, (percentadge deviation

from optimum solutions

Savings Method

Cluster Method

Problem type|Min Ave Max Min Ave Max | Min Ave
WEST COAST 5.6 13.3
URBAN RURAL 2.7 22.7
CLUSTER 1.5 9.0
RANDOM 0.2 10.2
SECTOR 8.1 29.5
OVERALL 0.0 1.9 13.3 1.5 12.1 47.7] 0.2 14.3
(After: Ballou & Agarwal (37)).
Ballou has followed up this work by repeating the

experiment with a larger number of customer locations, (39).

The same point configurations are used, but with 50 or 100
locations for each problem. It was therefore not feasible
to use an exact method to produce optimum solutions and so

Sweep Method

Max

29.8
39.4
20.6
18.2
47 .5

47 .5

the savings method was simply compared with modified versions

Again,
on average,

of the cluster and sweep methods.

out-performed both of these, since, the cluster

method gave solutions that were 7.9% longer than the savings
method, whilst the sweep method produced solutions that were

5.9% longer. With reference to the question of whether the

savings method would be as effective on problems involving a

larger number of locations, Ballou concludes that,

the savings method

N e e e oo there is no reason to believe that the savings
method did not perform as well as it did in the previous study".

(39) BALLOU,
algorithms for vehicle routing and scheduling.®

Business Logistics, Veol.1]1]., No.l., p.p.111-126, (1990).

R.H.,"A continued comparison of several popular
Journal of
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Herlihy, Butler & Pitts (40) performed similar tests
on commercially available computer packages, using test
problems of 100 customer locations, and found that packages
based on the savings method produced solutions that were
approximately 6% longer than the best known solutions, (the
tests were based on widely used test problems, first
suggested by Eilon et al (41)). It was with these test
problems that Eilon et al had earlier found that, with small
problems involving 10 customer locations, the Clarke &
Wright savings heuristic gave solutions that were only
approximately 3.2% longer than the optimum.

2.5.4. Conclusions on the use of the savings method for
generating travelling-salesman solutions

The role of the routing algorithms used within the
simulation procedure, for the current thesis, is to produce
solutions to travelling-salesman problems which approximate
the optimum, but which do not require excessive amounts of
computer time and storage space. Because the process of
simulation requires that many routing problems are solved,
then solution time is extremely important, especilally as
100 customer locations are involved in each problem. The
sheer size of the routing problem in any case precludes the
use of an exact algorithm.

The savings method consists of an extremely simple
formula, and is widely used in commercial routing packages,
although there are some criticisms that might be made of 1it.
The fact it has an inherent bias towards the linking of
points that are both close to each other and remote from the
depot, thus encouraging rather circuitous, circumferential
routes, has already been mentioned, and Gaskell's
modification is an attempt to counteract this tendency,
(33). Clarke & Wright's procedure for constructing tours,
based on savings, 1s another aspect of the methodology that
is open to criticism. This is because links between points
are made in descending order of savings value, so that the
linkage that yields the largest distance saving 1s made
first, and so on. The problem with this is that the remainder
of the tour-building process 1s affected by this first 1link;
initially, of course, this is because there are some 1links
that are impossible due to the fact that these two points
are irreversably linked together. 1In a situation where an

(40) HERLIHY, P., BUTLER, M., and PITTS, E., Estimation of
eneravy and cost savings arising from rationalisation of milk

assembly operations. (EEC report EUR 9272 EN, 1984).

(41) EILON, S., WATSON-GANDY, C.D.T., and CHRISTOFIDES, N.,
op cit.
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optimum solution may have been derived if the 1link that
yvields the second-, or third-highest, saving had been made
first, it 1s clear that the tactics of achieving the greatest
saving with the first link would ensure that the eventual
solution must be sub-optimal. Tilman's method of considering
the desirability of selecting connected pairs of links 1s an
attempt to overcome this problem, (32), although the general
criticism of Clarke & Wright here is that their method 1is

not interactive, in the sense that it does not return to
decisions that have been made in order to consider whether
the eventual solution might be improved.

In spite of these criticisms, however, the work of
those who have used test problems to evaluate the
performance of heuristic methods has shown that the
savings method, not only out-performs rival heuristics,
but also produces solutions that are demonstrably near to
the optimum. The use of the savings method for producing
tours for the current research therefore appears to be
fully justified.

The most commonly cited weakness of the savings
algorithm is that its effectiveness 1s substantially reduced
when time-windows and other constraints are added to the
problem formulation. This 1s not relevant to the current
discussion, since the savings method is no longer utilised
when time-window constraints are considered, in Chapters
© and 7. This 1issue 1is dealt with in Chapter 6. Meanwvhile,
Section 2.6. outlines the structure and content of the
thesis.

2.6. Summary of the Structure and Contents of the Thesis

The analytical portion of the thesis 1s divided into
two parts: Part 2, which deals with both the direct and
indirect effects of fleet-size, a decision variable, on
distribution costs, and Part 3, which considers the
"external" influence of time-constraints, 1mposed by
customers, on the cost of an operation.

Part 2 begins with Chapter 3, which has as its major
theme the dilemma of whether to deliver an order of goods
using a large fleet of small vehicles, or a smaller fleet
made up of vehicles with the largest carrying-capacity
permissible, (given that the problem formulation constrains
the fleet to being made up of vehicles of the same size).
The central concept of this chapter is "Economies of Scale
of Transport", which deals with the fundamental trade-off
between fleet-size and vehicle carrying-capacity. This
trade-off is associated with a similar problem, of which a
hypothetical example is given 1in this chapter, which involves
the choice between delivering a weekly order of goods to a
number of customer-locations in one day using one large
truck, and employing a smaller vehicle for the same task on
every day of the week.



Chapter 4 considers specifically the spatial
implications of the fleet—-size decision, by examining the
precise relationship that exists between the number ot
vehicles that operate from a depot and Total Fleet Mileage.
As well as producing analytical equations to describe this
relationship, this chapter also includes a description of an
alternative method for estimating the total mileage of a
fleet, given basic data such as the number of vehicles used,
the number of customer—-locations that require a visit, the
maximum number of drops that may be made in a day, the size
of the delivery—area etc..

Chapter 5 considers those decisions and constraints
that concern the management of drivers and their hours of
work. The two main topics included here are the impact of
scheduling drivers to make overnight stays away from the
operating —centre, instead of them being constrained to
return before the end of each working—day, and the effect of
altering the constraint .on the number of hours that each
driver may work in a day. The discussion of the overnight
stay question also relates to the parts of Chapter 3 which
deal with the Economies of Scale of Transport and the
fundamental trade—off between fleet—-size and vehicle-size.

Chapters 6 and 7 focus upon the times that are laid
down, if any, within which a delivery may be made at a
location, (ie. "time-window"). Although such time-constraints
may exist in many forms, the particular scenario that is
assumed in these chapters is one in which each customer
specifies one time-window during which deliveries may be
made, whose width is the same at each location, and which
may be fixed at any time within the working—-day. Because no
algorithm currently exists for constructing Travelling-
Salesman tours in the presence of such constraints, a
considerable part of this section of the thesis is devoted
to describing how such an algorithm was developed in order
to make it possible to make estimates of vehicle—tour
length in such circumstances.

Chapter 7 discusses the output that is obtained from
many iterations of the resulting program, and goes on to
compare these results with those derived using alternative
route—-building algorithms. To provide a comparison with the
analysis of the relationship between fleet—size and Total
Fleet Mileage described in Chapter 4, this chapter also
includes consideration of the same relationship in the
presence of time-window constraints.

2.7. Summary of Introduction

After Chapter 1's general discussion of the Distribution
Problem, with its various formulations and components, 1n
which the broad area of interest of the thesis is defined,
Chapter 2 has focused on the main objectives that are
pursued in the following text, and has described in greater
detail the relevant problem definition. The current
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chapter also outlines the methodologies that are used for
meeting these objectives, and the way in which the findings
of the subsequent research are structured and presented.

Another theme of this introductory section has been to,
not only define the problem—area dealt with by the thesis,
but to also set the research into the context of work
already carried out by other researchers in this field. The
discussion falls short, however, of attempting to make an
exhaustive literature review of the subject—area;
comprehensive surveys have already been carried out by
Bodin et al (42 ) and by Bodin:& Golden @3 ).

542) BODIN, L.D., GOLDEN, B.L., ASSAD, A.A., and BALL, M.O.,
Special issue - Routing & Scheduling of vehicles and crews -

the State of the Art." Comput. & Operations Research, (1983),
Vol.,10., No.2., P.P..63-211. -

(43) BODIN, L.D., and GOLDEN, B.L., "Classification in vehicle
Routing & Scheduling." Networks, (1981), Vol.11l., No.2., P.P.97-108.




2. THE EFFECT OF FLEET SIZE ON THE COST OF A
DISTRIBUTION OPERATION




CHAPTER 3

FLEET SIZE AND VEHICLE SIZE: THE ECONOMIES
OF SCALE OF TRANSPORT

The concept of reducing the unit cost of a business or
industrial concern by increasing the size of either the entire
operation or of certain units of production, is based on the
economic principle of Economies of Scale. The basis of this
principle is the distinction between variable, or running,
costs, which increase, often proportionately, as the size of
an operation increases, and fixed costs, often referred to as
"overheads", which remain constant regardless of the level of
production etc.. As an example, consider an industrial firm
that manufactures the product "A"., As the output of this
firm increases, the fact that fixed costs remain constant
means that the total of fixed and variable costs of producing
each unit of "A" rises less than proportionately, so that the
average cost of production, (the cost of producing each
individual unit of "A"), actually decreases.

Similar reductions in the unit cost of transport can be
made in road haulage operations, encouraging the carriage ot
freight by road in increasingly large vehicles; evidence ot
the advantages of Economies of Scale in physical distribution
is the fact that the road haulage industry in the U.K. has
recently continually called for an increase in the maximum
permissible weight of vehicles on British roads from the
current legal maximum of 38 tonnes. In the context of road
freight, the most important fixed costs are drivers' wages,
licences, taxes, insurance, rent and rates for operating
centres and administrative costs, whilst the main variable
costs involved are for fuel, maintenance, lubricants, tyres,
depreciation and overtime costs. Variable and Fixed costs
will be referred to here as Running Costs and Standing Costs
respectively.

The remainder of this chapter sets out to investilgate
the nature and extent of the Economies of Scale that are
associated with distribution operations, first. by:.
disaggregating Total Cost and examining the behaviour of its
major components in response to changes in the scale of an
operation, and then by deriving expressions that describe the
relationship between Total Cost and both vehicle-size and
fleet—-size.

3.1. The Existence of Economies of Scale in Road Haulage
Operations

In Road Haulage operations, there are two main ways 1n
which EFconomies of Scale might be derived; firstly, transport
costs per mile tend to increase less than proportionately
with increasing distance and, secondly, the unit costs of
transportation will be reduced as vehicle—size increases.
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3.1.1. Economies of Scale with Distance

The existence of Economies of Scale for transportation
costs with increasing distance is one of the main conclusions
of Daganzo & Newell, who consider not only the distance-
orientated cost of transport but also inventory costs at the
depot and the amount of time that goods spend in vehicles,
although these economies are apparently only effective up to
a certain size of delivery-area, (1).

Economies of Scale with distance for any individual
vehicle is, of course, to be expected, since, whereas
Running Costs will increase proportionately with mileage,
Standing Cost will, by definition, remain constant, so that
Total Transport Cost will increase less than proportionately
with distance.

This view of the nature of transport costs is confirmed
by Scott, who states that,

"...It is a well-known feature of probably the
vast majority of real transport systems that
transport costs are in fact rarely directly
proportional to distance."

and goes on to suggest that the unit costs of transport are
of the general form,

a.Db

(E.3.1.)
where, D = distance,
and, a & b are parameters.

The parameter "b", according to Scott, will normally
have a value of less than 1.0 , thus allowing Economies of
Scale as distance increases; Figure 3.1., adapted from Scott,
illustrates the possible shape of this trade—off between unit
cost and distance, (2).

3.1.2. Economies of Scale with increasing vehicle size

By way of comparison, it is interesting to plot transport
costs per mile against vehicles' carrying-capacity. The
resulting curve, Figure 3.2., might be compared with Figure
3.1.: although the former curve is by no means a smooth one,

(1) DAGANZO, C.F., and NEWELL, G.F,, "Physical distribution
from a warehouse: vehicle coverage and inventory levels." in
Transportation Research. Special Issue: Transportation Systems
and Loglstlcsz (Part B: Methodological). Vol.19b., (Oct. 1985),
No.5S. .397-407.

(2) SCOTT, A.J., Combinatorial programming, spatial analysis

and planning. (London,1971).
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(and reasons for irregularities in this distribution will be
discussed in a later section), there is still evidence of a
definite tapering off of this curve, suggesting that Economies
of Scale may be derived with increasing vehicle size as well
as with increasing distance. It is also interesting to note
here that the cost of fuel per mile, according to Commercial
Motor cost—tables, also increases less than proportionately

F

with vehicle size, (SEE Figure 3.3.).

Figure 3.4. demonstrates how the distribution in Figure
3.2. may be expressed in the form,

a.xb (E.3.2.)

where, x = vehicle size,
and, a & b are parameters,

a variation on the general formula proposed by Scott, (2).
After simple Linear Regression Analysis on the transformed

data, yielding an "R®" value as high as 0-973, the resulting
equation of the regression-line is,

log. TC = 1-525 + 0-312 log. x (E.3.3.)

where, TC
and, X

Total Cost per mile, (in £'s).
carrying—capacity of vehicle, (in tons).

This equation may be rewritten as,

TC = 33:4965x0 -1%

(E.3.4)
and is represented by the continuous curve shown in Figure
3.2.. It should be noted that this curve of predicted unit
costs actually passes through "the origin'"; of course, this
situation will not occur in practice, as fixed operating
costs ensure that cost per mile will never fall below a
certain level, regardless of the carrying—-capacity of a vehicle.
In some cases, a problem would be created by the use of a
curve passing through the origin of a graph to describe a
distribution whose points will never meet the x—axis, since
the variable described by the y—axis will inevitably be
underestimated for small values of x. This is not the case
with Figure 3.2., however, as equation E.3.4. makes a very
Close estimate of the unit costs of the smallest vehicles,
so that the acknowledged absurdity of cost—estimates for
vehicles of much less than 15cwt carrying-capacity presents
no problem in this context.

The value of the parameter b in equation E.3.4. is
0:312, which agrees with Scott's assertion that, in most
Lransportation contexts, b will be less than 1:0, and once
dgain confirms the existence of Economies of Scale as vehicle
Slze increases.
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Tt is on this type of Economies of Scale that the thesis
will now concentrate.

3.2, The Economies of Scale of Transport with Increasing

Vehicle Size

Throughout the following discussion, all data referring
to transportation cost is based on cost tables published by
Commercial Motor magazine, an example of which may be found
in Appendix A. Closer analysis of these figures reveals an
interesting relationship between Running Cost per ton per
mile, (having previously considered unit-costs in terms of
cost per ton-mile), and the carrying-capacity of a vehicle,
(so that cost per ton actually represents cost per ton of
carrying—-capacity). For example, Figure 3.5. shows this
relationship for rigid vehicles of between 075 tons and 20
tons carrying—-capacity, and Figure 3.6. illustrates a similar
curve for Standing Cost per ton per mile, again for rigid-
chassis vehicles; because Commercial Motor cost tables express
Standing Cost in terms of £ per week, it is assumed that each
vehicle travels 1000 miles each week, so that Running Cost
and Standing Cost could be expressed in the same units.

Figure 3.7. shows the similar shape o0of the Total Cost curve.

To illustrate the closeness of the relationship between
vehicle carrying-capacity and unit cost, Figure 3.8. graphs
the results of a logarithmic transformation of the data on
which the above figures are based; again, there is a "log.-
linear" relationship, enabling the relationship between unit-
cost and vehicle size to be described quite accurately with
regression—lines. Table 3.1. summarises the results of the
regression analysis performed on this transformed data, and
includes results of the same analysis for articulated vehicles
of between 10 tons and 22 tons carrying—-capacity. The figures
of interest in Table 3.1. are the coefficients of log. x,

(ie. the powers by which x is raised, eg. -0+727 in the case
of the Running Cost of rigid vehicles), since these represent-
the elasticity of the cost estimates provided by these
equations to changes in vehicle size. ..These:elasticities are
slightly smaller for arctics than for rigid vehicles, but

this may again be accounted for by the absence of data on
articulated vehicles of less than 10 tons carrying-—capacity.
Nevertheless, the figures contained in Table 3.1. provide a
useful means of estimating the unit cost of transport as a
function of vehicle carrying-capacity.

Of course, it should always be borne in mind that the
results of the above analysis are all derived from the basic
data contained in the cost tables published by Commercial
Motor magazine; the following section therefore examines

this data—source in greater detail.
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Figure 3.5. Running Cost per ton—mile,
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Figure 3.8. LOGARITHMIC REGRESSIONS
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Table 3.1. Expressions describing transport costs 1in_pence

per ton per mile
RigidTChassis 21.3796 x -0-727
Vehicles
Articulated -0+5
Vehicles 11-885 x

12.106 x 0°02°
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3.3. Discussion of the Basic Data

3.3.1., Data—Sources Available

The cost figures used in this thesis were published by
Commercial Motor magazine in 1982 with the intention of
providing operators with a tool for costing their transport
operations. These costs are based on a survey conducted by
this trade magazine in conjunction with the Mercedez-Benz
Transport Consultancy. Although this data is, at the time of
writing, several years out of date, there is every reason to
trust that these figures were as accurate as it is reasonable
to expect them to be at the time that they were published, so
that these cost tables may be accepted as a reliable basis
for analysis. Cost data that appears in following sections
therefore corresponds to 1982 prices, but these figures may
be converted to 1988 levels by simply multiplying them by a
factor, as described in Appendix A.

These tables are not the only source of costing infor-
mation available, since the Freight Transport Association
also publishes figures based on a survey of its own, (SEE
Table 3.2.). Unfortunately, direct comparison of the two
data-sources is difficult, as the F.T.A, categorises
vehicles according to Gross Vehicle Weight, whilst Commercial
Motor tables differentiate according to carrying—capacity,
and, more importantly, the F.T.A.'s tables provide information
on only five different sizes of rigid vehicle and three
categories of articulated vehicle. Also, whereas Commercial
Motor consider vehicles with a specific carrying-—capacity,

F.T.A. tables publish average figures for vehicles within a
certain GVW range, (SEE Table 3.2.).

Despite these differences, graphs of F.T.A, figures,
(SEE Figures 3.9.1., 3.9.2. & 3.9.3.), confirm the presence
of Economies of Scale, since transport costs certainly
increase less than proportionately with increasing vehicle
capacity. For the purpose of Figure 3.9., where a range of
vehicle sizes is quoted, the largest Gross Vehicle Weight is
taken., It should be noted, here, that these figures are 1in
metric tonnes, as opposed to the imperial tons used by
Commercial Motor; furthermore, as the F.T.A. publishes standing
costs in terms of f per year, it was again assumed that
each vehicle travels 1000 miles per week, and Commercial Motor's
assumption that each vehicle is available for 45 weeks in a
year was also adopted so that standing cost could be expressed
in £ per week.

It is noticeable from Table 3.2. that F.T.A. data omits
Rent & Rates and Wages from Standing Cost calculations; this
is explained by the fact that "Driver Costs" and general
"Administration Costs" are added to vehicle costs separately,
to give "Total Costs per year'. As figure 3.9.3. shows, the
main effect of including these costs is to create a marked
difference between the cost of vehicles of 75 tonnes GVW and
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Figure 3.9.1. Standing Cost per week,
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those of 3.5. tonnes GVW or less; this is primarily due to
the much lower wage—costs involved with smaller vehicles,
which is reemphasised in Figure 3.11.3.. It is also
interesting that, whereas Commercial Motor considers
depreciation to be a running cost, the F.T.A., includes this
factor as a Standing Cost, although this difference does not
significantly affect Figure 3.9..

Both data—sources are based on separate surveys of actual
operators, so differences in detail will:inevitably exist; for
the purposes of the rest of the analysis, all costs quoted
will have originated from Commercial Motor cost tables

published in 1982.

3.3.2. Disaggregation of Basic Data

The Total Cost curve of Figure 3.2. is made up of
Running Cost and Standing Cost, whose individual cost per
mile curves are shown in Figure 3.10.; the relationship
between vehicle size and Standing and Running Cost per ton-—
mile is illustrated in Figure 3.5. and Figure 3.6.
respectively, and has already been referred to in the previous
section., Both Figure 3.2. and Figure 3.10. show
irregularities in their respective curves, which might be
explained by closer examination of the behaviour of the
individual costs by which Standing Cost and Running Cost
are defined. In the case of Standing Cost, the main reason
for discontinuities in the curve is the stepped nature of the
structure of licence-fees, wages and insurance charges, with
rent & rates and interest, by contrast, rising uniformly with
increasing vehicle size, (SEE Figures 3.11.1. to 3.11.5.).
Figures for licence costs are here based on the Unladen
Weight of vehicles, and NOT on Gross Vehicle Weight and
number of axles, which are the criteria on which Vehicle
Excise Duty has been calculated since October 1982; Figure
3.11.1. distinguishes three licencing levels for vehicles
with a carrying—-capacity of 1.5 tons or less, 2 tons to 8 tons
and 10 tons or more. Wages and insurance costs have a similar
structure, the main cut-off points being at 2,5,6 and 10 tons
carrying—capacity, (SEE Figures 3.11.2. and 3.11.3.), and it
is the difference between the wages and insurance for a
vehicle of 2 tons carrying—capacity and one of 3 tons carrying-
capacity that mainly accounts for the discontinuity at this
vehicle size in the Standing Cost curve of Figure 3.10..
The structure of wages and insurance charges is also largely
responsible for the increase in Standing Costs from a 5 ton
vehicle to a 6 ton vehicle.

In all cases, Standing Cost per week is calculated by
adding up the total cost of each cost element for a year and
then dividing by 45, since it is assumed that each vehicle
is operational for this number of weeks in a year, which
takes into account drivers' holidays and maintenance time.

Figures 3.12.1. to 3.12.5. also show that most of the
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Figure 3.12.1. Fuel costs,
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components of Running Cost have separate curves for - vehicles
with carrying—capacities of less than 3 tons, 3 tons to 8 tons,
and over 8 tons, and this is reflected in the overall curve
for Running Cost shown in Figure 3.10.; the exception is the
relatively smooth curve for fuel costs per mile, calculated
from a base—price of £1-50 per gallon. For the cost of
maintenance, tyres and depreciation, it is noticeable that
the unit cost of a 10 ton vehicle is lower than that of an

8 ton vehicle, (SEE Figures 3.12.2., 3.12.4. and 3.12.5.).
One explanation of this is that the Commercial Motor tables
are based on the assumption that the 8 ton vehicle will have
a life of 90,000 miles, whilst the initially slightly more
expensive 10 ton vehicle will last for 200,000 miles; this
means that depreciation, based on a five—year vehicle life-
span with the cost of tyres and the vehicle's residual value
subtracted from the list—-price, will be less for the 10 ton
vehicle. Similarly, the tyres on an 8 ton vehicle are
assumed to have a life of 35,000 miles as opposed to 45,000
miles in the case of a 10 ton vehicle; no explanation 1is
given for this particular difference by Commercial Motor,
although all running costs are based on a previous empirical
survey with the final figure adjusted to account for inflation.

Also, the difference between the Running Cost of a 2 ton
and a 3 ton vehicle is partially explained by the fact that
a set of new tyres (excluding the spare) for a 2 ton vehicle
is assumed to cost £852 as opposed to £540 for a 3 ton
vehicle, (SEE Figure 3.12.4.), and depreciation of a 2 ton
vehicle with a 1life of 90,000 miles is substantially less
than that of a 1.5 ton vehicle with a life of only 75,000
miles, (SEE Figure 3.12.5.).

In contrast, -the..cost of lubricants is virtually
constant, regardless of vehicle size, and is in any case only
a fraction of overall Running Cost, ranging from 0.4p per
mile for a 15cwt van to 0.54p per mile for a 20 ton lorry.

Despite these details of the behaviour of individual
cost components in response to changes in vehicle size, the
only major kink in what is otherwise a relatively smooth
Total Cost per mile curve, (SEE Figure 3.2.), occurs between
vehicles of 8 tons and 10 tons carrying—capacity.

Having disaggregated the raw cost data in such a way,
the next logical step is to try to establish which, if any,
of the cost components discussed above are mainly responsible
for the Economies of Scale observed. This might be done by
calculating the percentage of Total Cost attributable to each
cost component for each vehicle size; these percentages are
presented in Table 3.3.. There are very few trends in
evidence in this table, and only the percentage of Total Cost
accounted for by rent & rates declines consistently as vehicle
size increases; also, insurance and licensing costs, both
fixed costs, have a tendency to increase in terms of their
percentage share of Total Cost as vehicle size increases.




Table 3.3. The percentage of Total Cost attributable to each cost component
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Figure 3.13.3. Fuel costs per ton,
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However, these three components together account for only
about 47 to 7% of Total Cost, and so have relatively little
overall effect. The behaviour of Wage Costs, the largest
component of Total Cost, is worthy of note, since their
percentage contribution to Total Cost decreases within

certain ranges of vehicle size for which wages are constant,
(SEE Figure 3.11.3.), but then increase markedly when a

higher wage—bracket is reached, (eg. a driver's weekly wage
rises from £92-15 to £151+53 when vehicle carrying—capacity
increases from 2 tons to 3 tons; SEE Appendix A.). The
overall effect, as Table 3.3. shows, is for wages as a
percentage of Total Cost to fluctuate between 23:08% and
30:73%Z for all sizes of rigid—-chassis vehicles. As wage-costs
make up such a substantial proportion of Total Cost, it is
useful to plot the relationship between the unit cost of wages
~ measured in pence per mile per ton of carrying—capacity,

and assuming that a vehicle travels 1000 miles per week,

(SEE Section 3.4.) - and vehicle-size, (also measured in terms
of tons carrying—capacity). Figure 3.13.1. reveals that the
shape of the resulting distribution is, not surprisingly,

very similar to that of Total Cost per ton—mile, as shown in
Figure 3.7.. Figures 3.13.2. to 3.13.4. show similar curves
for the three largest components of Running Costs — maintenance,
fuel and depreciation respectively. '
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3.3.3. The Sensitivity of Cost Functions to the
Assumptions Underlying the Data

Having derived cost-functions based on cost data

published by Commercial Motor, and having descibed the
various components that go to make uvp Running Cost and
Standing Cost, it .is now necessary to look beyond the raw
data to consider some of the assumptions and methods of
calculation on which this information is founded. Table

3.3. has shown that depreciation, wages, fuel and maintenance
are the largest components of cost, together accounting for
over 90% of Total Cost, and these will be dealt with in turn.

(a) Depreciation and interest are considered separately
by Commercial Motor. A crude method of straight-line
depreciation is used, and a life-span of 5 years for all
vehicles is adopted. Depreciation per mile is calculated
by simply dividing the list price of the vehicle, (less
the cost of tyres and the vehicle's residual value), by an
assumed mileage life; therefore, for a 0.75-ton van costing
£4240, which is taken to have a life of 75000 miles, the
cost of depreciation is 5.65p/mile.

Notwithstanding the fact that a more accurate method
of depreciation might have been used, it is the assumption
that each vehicle has a life of 5 years that 1s most
significant. This assumption may be tested by consulting
consecutive editions of the Department of Transport's
Transport Statistics Great Britain publication, (3). This
source contains information on the total number of Heavy
Goods Vehicles Licensed in the U.K. on the 1lst of September
each year. These figures are disaggregated in terms of
vehicles' year of first registration. In other words, it
is possible to calculate the number of "survivors" from
each vehicle-cohort each year. Conversely, the number of
vehicles in each cohort that do not survive from one year
to the next can also be deduced. It 1s reasonable to
assume, here, that the mean life-span of vehicles coincides
with the median of this distribution, so that, if the
percentage of HGV's surviving from each cohort 1s plotted
against time, an S-shaped curve will be produced whose
mid-point coincides with the point at which the number of
vehicle "deaths" is at a peak, (SEE Figure 3.14.). This
means that the mid-point in this curve, the time after
which exactly 50% of the cohort remains, may be used as a
measure of the average life-span of the cohort's vehicles.

The data for all HGV's registered in 1981, for eXxample,
are shown in Table 3.4.. These figures show a general increase
in vehicle "deaths" over time, although 57.5% of the cohort

(3) Transport Statistics Great Britain (Department of
Transport, September 1985 to September 1990).
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Table 3.4. Wastage of HGV's first registered in 1981

| :2 ||HII“||II|||I\ Ei IIIIII
30.4 22-3
Remalning

remained for an eighth year,(after which no further data

are yet available). It is therefore necessary to extrapolate
from incomplete curves such as this, 1n order to predict the
number of years after first registration at which 50% of the
cohort has failed to survive. The curves for vehicles first
registered between 1981 and 1984, inclusive, are shown 1in
Figure 3.15.; Figures 3.16.1. and 3.16.2. show the respective
curves for vehicles of more than 20 tons gross vehicle weight
and for those of 20 tons g.v.w. or less.

Years after
first
Registration

Percentage
Remaining

Despite all these curves being incomplete, it appears
from these graphs that 50% of each cohort will have
disappeared from the record by year 8. The evidence of
Figures 3.16.1. and 3.16.2., however, suggests that vehicles
of over 20 tonnes g.v.w. have a slightly longer life than
smaller vehicles, but, for the purpose of this eXxXercise, it
will be assumed from these data that the average life-span
of a Heavy Goods Vehicle 1s 8 years.

Mileage life assumptions made by Commercial Motor may
also be contrasted with Department of Transport statistics.
This time, weight categories used by the information source
(4) are rigid-chassis vehicles with a g.v.w. of less than
7.5. tons, and "rigids" with a G.V.W. of 7.5 to 17 tons.

The publication reveals that, in 1985, 146707 vehicles in
the lower weight category covered 2952 million Kilometres;
the distance travelled per vehicle 1is therefore 20122km for
the year, (or 12503 miles). If a vehicle lasts for 8 years,
then its mileage 1life is 100029 miles. This compares with
Commercial Motor's assumptions of mileage life being 75000
to 90000 miles for vehicles in this weight category.
Similarly, according to the DoT source, 156560 vehicles 1in
the higher weight category travelled 5066 million kilometres
in 1985. Using the same logic, the mileage 1life of these
vehicles may be estimated at 160855 miles, with Commercial
Motor's assumptions ranging from 90000 to 200000 miles.

The way in which depreciation is calculated may also be
criticised. Adopting the philosophy that depreciation 1is

(4) JOHNSON, F., The Transport of Goods by road in Great
Britain 1985. (Department of Transport Statistics Bulletin

(86) 23, Aug. 1986).
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Figure 3.15. HGV wastage over time,
(a1l vehiclas).
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Figure 3.16.1. HGV wastage over time,

| (vehiclas over 20 tons g.v.wW.)k
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Figure 3.16.2. HGV wastage over time,
(vehicles up to 20 tons gvw,).
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equivalent to the amount of money that must be put aside
each year in order to purchase a replacement item of
capital, a straight-line method of calculation 1s used,

with depreciation cost ultimately expressed in pence per
mile. Interest is then treated separately. This 1s
regarded as a standing cost, and is simply 15% of the
vehicle's 1list price divided by the number of weeks in the
year. Interest is therefore assumed by Commercial Motor to
be constant throughout the life of the vehicle. A more
realistic alternative might be to calculate the depreciation
and interest associated with a vehicle simultaneously.

This may be done by finding the "Average Annual Equivalent
Value" of the sum of money that is required for purchasing
the vehicle; this measure may be calculated by means of

a standard formula. For example, in the case of a 0.75-ton
van, the average annual equivalent value of the £4240
purchase price, at 15% interest, is £944.88 per year, (using
the aforementioned assumption of an 8-year life-span). This
is equivalent to £21.00 per week. Using also the above
estimate of a 100029 mile l1ife of such a vehicle, over an
8-year life-span, this works out as 7.56p per mile for
depreciation and interest combined. These figures may be
compared with those published by Commercial Motor for 1982
of £14.13 per week interest and 5.65p per mile depreciation.
Using this publication's own assumption about a 0.75-ton
van's life-span of 75000 miles and 5 years, whether
depreciation and interest combined are

Interest = £14.13 per week or 4.24p per mile
Depreciation = £18.83 per week or 5.65p per mile
TOTAL = £32.96 per week or 9.89p per mile

regarded as a Standing Cost or a Running Cost, therefore,
the Commercial Motor Figures are considerably higher than
the alternative figures, based on the same initial outlay,
that are devised in this section. This discrepancy may
certainly be attributed to a large extent to the fact that
the former cost estimates are based on the assumption of a

5-year vehicle 1life.

Alternative estimates of depreciation/interest cost
may be made for the entire range of vehicle sizes - these
estimates are shown in Figure 3.17.1., expressed 1n terms
of cost per ton-mile. Figure 3.17.2. compares this new set
of figures with Commercial Motor's figures for depreciation
and interest combined. The latter shows that there 1is
little difference overall in the two curves produced;
Commercial Motor's estimates tend to be substantially
higher only for the vehicles with carrying-capacities of
0.75 to 1.5 tons and of 6 to 8 tons. For 10-, 17- and 20-
ton vehicles, Commercial Motor Figures are actually lower,
mainly because of the high mileage lives that this
publication assumes for these vehicles. (These are 200000
miles for 10-ton and 17-ton vehicles, and 250000 miles for

20-ton vehicles).

Similarly, the revised estimates may be tested for
their sensitivity to changes in interest rates and vehicle
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Figure 3.17.1. "Depreciation/interest’,
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1ife-spans. In the above calculations, the rate of

interest has been taken to be 15%, because this 1is a

factor that can fluctuate considerably, and Figure 3.18.
compares depreciation/interest per mile curves using 1interest
rates of 10%, 15% and 20%. There is little difference 1in the
shape of these curves, but a fluctuation of just 5% 1n
interest rate makes a difference of 2p to 3p per mile for
most sizes of vehicle. Because the assumed vehicle 1life

of 8 years is only an approximation, and because this will

in any case vary a great deal between vehicles, a similar
exercise was carried out using vehicle life estimates of 7
vears and 9 years, (mileage was held constant and the
interest rate was fixed at 15%). The three resulting

curves are shown in Figure 3.19., and the impact of altering
the vehicle life-span by 1 year is clearly less than that
produced by changing the interest rate by 5%.

(b) Wage Cost per week estimates appearing in Commercial

Motor tables are inclusive of National Insurance charges,
employer's liability insurance, holiday and subsistence

allowances and pension fund payments, but exclude clothing
and laundry allowances, productivity bonuses and travelling-

time payments. Obviously, these estimates are national
averages, and do not reflect the fact that wage levels vary
considerably geographically. This variation is highlighted
by alternative costings published by the Freight Transport
Association (5), which are based on voluntary returns from
a cross-section of contributors operating throughout the
U.K. According to this sample, basic wages for HGV drivers
are 5% above the national average, gross wages are 12% above
and the number of hours worked during the week is less than
average; gross pay per hour is thus 20% above the national
average. Conversely, basic pay and gross pay per hour in
Scotland are respectively 8% and 13% below the national
average. Added to these regional differences is the fact

that earnings in the main centres of population in each
region are usually greater than in rural areas.

The FTA's costings confirm that wage costs 1increase
with vehicle size according to a stepped progression that
relates to the class of HGV licence that 1is required to

drive different types of vehicle, (the stepped structure
used by Commercial Motor is illustrated in Figure 3.11.3.).

The FTA's vehicle size categories in this publication are
as follows,

Light Rigid Vehicles - No HGV licence required
(less than 7.5 tonnes g.v.w.)

Medium Rigid Vehicles - Class 3 HGV licence required
(7.5 to 17 tonnes g.v.w.)

“_—.___—_—_———————_

(5) The Managers Guide to Distribution Costs, 1990.
- (Freight Transport Association, Jan. 1990).
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Figure 3.18. The effect of changing interest rates
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Heavy Rigid Vehicles - Class 2 HGV licence required
(more than 17 tonnes g.v.w.)

Articulated Vehicles - Class 1 HGV licence required
(A1l sizes).

This categorisation is slightly at wvariance with
Commercial Motor's five-tier structure, which specifies
three wage-levels for vehicles with a carrying capacity of
8 tons or less.

There is little point in comparing absolute figures
published by the two organisations, since FTA costings
refer to January 1990 levels whilst the Commercial Motor
figures used are from 1982. The main reason for consulting
a second source of costing information, however, 1s that
the Freight Transport Association publishes, not just
average figures, but also the minimum and maximum, and
upper and lower quartile (6) values of the sample. In
other words, FTA tables provide information on the variance
of the data around the mean values; these figures are shown
in Table 3.5.. The anomaly in this Table is the set of
costings for light rigid vehicles, since the upper quartile
value is actually less than the mean; this indicates that
at least 75% of the sample of contributors reported the

Table 3.5. Gross Wage Cost Estimates for January 1990

Vehicle Class| Minimumi Lower Mean Upper Maximum
Quartile Quartile
(Difference (Difference
from mean) from mean)
232.25
323.96

159.20

Light Rigid 154.37
(less than

7.5 tonnes

g.V.W.)

Medium Rigid | 148.18 177.71 203.26

(7.5. to 17
tonnes g.v.w)

(-12.6%)

Heavy Rigid 200.00 214.00 245.089 281.00
(more than 17

tonnes g.v.w) (-12.7%)

(Source: Freight Transport Association)

(6) The lower gquartile value is the value that is midway
hetween the minimum and the median of the distribution;
similarly, the upper quartile lies between the median and

the maximum.
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same figure - £154.37 per week - as the gross wage for a
driver. The figure for "medium rigids" and "heavy rigids"
include the percentage deviation from the mean of both the
lower and upper quartile values, and, in the absence of
information on the standard deviation of the distribution,
these figures may be regarded as good estimates of the
variance of wage costs. Using these percentages it 1is
possible to make estimates as to the guartile values
associated with Commercial Motor cost data, 1n order to
calculate the effect of varying wage levels between these
limits on Total Cost. This, however, 1s unnecessary, as
Table 3.3. already provides information on the percentage
of Total Cost that is accounted for by wages, and so this
percentage may be multiplied by the percentage variation
from the mean wage level, to give the percentage variation
in Total Cost.

For example, FTA figures suggest that, with a 0.75-ton
van, the maximum variation in wage level that can take place
between the upper and lower quartiles 1s for dgross wages to
fall to a minimum level of £154.37 per week - this
constitutes a reduction of 3% from the average wage of a
driver of this type of vehicle. Since Table 3.3. reveals
that 30.7% of the cost of a 0.75-ton van is accounted for
by wages, the effect on the Total Cost estimate of adopting
this lower wage estimate is 0.92%, (since 0.03 x 0.307 =
0.0092). Similarly, using the upper quartile figure
instead of the mean value for a 20-ton rigid vehicle, the
effect on the Total Cost estimate would be a 2.3% increase,
(since 0.092 x 0.2487 = 0.0229). The maximum impact of
using a quartile value instead of the mean is with a 10-ton
rigid vehicle; adopting the upper quartile figure of
£243.11 per week would increase the corresponding Total
Cost estimate by 5.89%. It may be concluded, therefore,
that the Total Cost Function is not particularly sensitive
to variation in the assumed level of wage costs within the
quartile range of the FTA's figures.

(c) Fuel and maintenance are the other main components
of Running Cost. As they are both very closely linked to
vehicle mileage, they may be dealt with together; separate
graphs of fuel and maintenance cost against vehicle size
appear in Figures 3.12.1. and 3.13.2, respectively. Both
of these graphs show a definite trend for cost per mile to
increase as the size of the vehicle 1increases.

The cost of maintenance is dependent on the regularity
of maintenance checks and servicing, which in turn affects
the number of man-hours that are assigned to this task each
week. Maintenance cost also depends on whether this work
is carried out on the operator's premises, or whether it 1is
done under contract by another company. In the case of
Commercial Motor's costings, it is assumed that there 1is

".,..the highest standard of maintenance, including
servicing, repairs and washing. The costs produced
are calculated from those incurred by operators using
their own facilities and those charged by private
garages."

L
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Among the factors that affect the level of maintenance
cost are the wage levels of fitters and other workshop

staff and the price of vehicle parts.

Fuel cost per mile is a product of fuel consumption
and fuel price. Both are very volatile and vary both
regionally and temporally 1n response to a number of
political and economic events. The rate of fuel consumption
is sensitive to both the type and make of vehicle and to the
individual driver. The factor that has a major influence
on both fuel consumption and maintenance cost is the way 1in
which the vehicle is employed, particularly the number of
miles that are driven each year. Generally, a vehicle with
a high annual mileage will have a lower unit cost than one
which does fewer miles, usually because the latter 1is
involved in more urban, "stop-start" activities.

The Freight Transport Association deals with this
"level of usage factor" by deducing three separate figures,
from the information provided by its panel of contributors,
for each cost factor - these are the average figure for both
"high mileage" and "low mileage" operators, and the overall
average. The criteria for high and low mileage vary
according to vehicle size. For example, for a diesel-
powered "car-derived" van, low mlileage estimates refer to
vehicles that travel approximately 18000 miles per year,
whilst the average mileage per vehicle of a high mileage
operator 1s 30000 miles; the overall average for the FTA's
sample in this vehicle class is 24000 miles. At the other
end of the scale, the corresponding figures for a 38-ton
articulated lorry are 50000 miles, 80000 miles and 66000
miles, respectively. Having categorised contributors
according to the average mileage that 1s covered by one
of their vehicles each year, average figures for maintenance
cost, fuel consumption and other major components of
distribution cost are calculated for each group of

contributors.

The FTA's fuel price estimate 1s based on both the
retail price of diesel and the bulk purchase price, (which
is substantially cheaper). On the assumption that 80%
of all fuel purchases by the panel will be made in bulk,
the cost of fuel per gallon is assumed to be the sum of
80% of the bulk purchase price and 20% of the retail price.

The figures published for 3.5-tonne diesel vans are
fairly typical of the FTA costing as a whole, and these
are displayed in Table 3.6.. The three columns of this
table show considerable differences in cost per mile
estimates. Fuel cost per mile, for example, varies
between 8.1% and 10% either side of the overall mean
figure depending on whether high mileage or low mileage
is assumed, and maintenance cost per mile varies from
+30.1% (low mileage) and -21.9% (high mileage) of the mean.
The Total Cost per mile figures also show considerable
divergence from the overall sample mean (from +37.7% to
-20%), although it should be stressed here that the range
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Table 3.6. Running Cost and Total Cost estimates for a
3.5-tonne diesel van, Jan.1990

Low High Overall
Mileage Mileage Mean

Annual Mileage

Fuel Consumption (miles/gal)
Fuel Cost (p/mile)
Maintenance Cost (p/mile)
Total Running Cost (p/mile)
Total Cost (p/mile)

Total Cost (&/year)

(Source: Freight Transport Association)

of assumed annual mileages is also guite wide, (the lower
and higher mileage estimates being respectively -42.3% and
+53.8% of the mean). Furthermore, the variations in Total
Cost are a result of a number of variables changing in
response to differences in assumed vehicle usage. If a
single cost component, such as fuel cost, should change

in isolation, as a direct result of an increase 1n the
price of derv, for example, then the effect on Total Cost
would be relatively minor. Given that Table 3.3. indicates
that fuel costs account for between 14.3% and 19.1% of Total
Cost, the variations in fuel cost of 10% or less shown 1in
Table 3.6. can themselves have little impact on Total Cost

estimates.

The FTA's use of an upper and lower mileage estimate
does, however, illustrate the extent to which operating
costs may be influenced by vehicle usage and the nature of
an operator's work. This indication of the possible variance
of Running Cost estimates is particularly useful in view of
the fact that Commercial Motor's statistics do not 1include
such information.

The purpose of this section has been to more closely
examine the Commercial Motor cost data that are used for
the research. This is important, since these figures form
the basis of all the cost functions that appear in this
and subsequent chapters. After a comparison of these data
with those of an alternative source, namely the Freight
.~ Transport Association, the costings published by Commercial

Motor have been disaggregated in order to assess the effect
of each cost component on the Total Cost of a vehicle. The
latter exercise has revealed that wages, fuel, malntenance
and depreciation/interest account for over 90% of this
cost, and so the assumptions that underlie these cost
estimates have been examined in greater detail in
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sub-section 3.3.3.. More particularly, the importance of
the assumption made as to the average life-span of Heavy
Goods Vehicles has been evaluated, along with the effect ot
fluctuating interest rates and drivers; wage-levels oOn
published costings. Alternative figures have also been
produced for the cost of depreciation, using a different
method of calculation to the simple' straight-1line method
employed in Commercial Motor. The following section,
however, in which analytical expressions are developed
for estimating Total Cost as a function of vehicle size,
utilises vehicle cost data as originally published by the
latter publication.
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3.4 Estimating Total Cost as a Function of Vehicle Size
J.4. Lo O - S s ———_—

The equations derived in Section 3.1. for Total Cost as
5 function of vehicle size, (eg. Equation E.3.4.), estimate
costs per mile per ton of carrying—capacity available for .
vehicles of different sizes, but these figures may be rea@1ly
sdjusted to provide an estimate of Total Cost per week, given
o fleet of n vehicles travelling m miles each week. Firstly,
rhe Running Cost formula must be multiplied by the number of
miles actually travelled per week by the fleet, and Standing
Costs, having been multiplied by the assumed weekly travel-
iistance of 1,000 miles, should be further multiplied by the
number of vehicles used. Finally, the whole equation should
be multiplied by vehicle size, (assuming a uniform fleet of
vehicles), so that the modified equation for Total Cost per
week of rigid vehicles 1is nowv,

TC = x[n.12106x 0 02 + n.21-3706x7 0 747}
(E.3.5.)
or , : .
e = [0.12106x°0°371) 4+ [m.21-3796x°7%7°]
(E.3.6.)
where, TC = Total Cost per week, (£)
x = vehicle carrying-capacity, (tons),
m = weekly fleet mileage,
and, n = number of vehicles.

At this stage of the analysis, it is assumed that there
is a very simple situation of a fleet of vehicles travelling
from a supply-point to a demand-point and back, so that the
length of a round-trip is twice the distance between these

two points. Therefore, assuming that the vehicles can always
be fully laden,

td

m:

X (E.3.7.)

where, t
and, d

tonnage to be delivered each week,
the length of a round-trip.
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Obviously, the assumption that vehicles are always fully laden
is not realistic, and the consequences of the integer effect
experienced in reality will be discussed later.

However, substituting equation E.3.7. into E.3.8.
produces the equation,

0'371] "'0'727]

TC = [n.12106x + [td.21-3796x (E.3.8.)

One problem with this equation is that the first term of
Equation E.3.8., the expression for Standing Cost, contains
two terms — n and x - that are inter-related, for as the
carrying—capacity of each vehicle increases, the number of
vehicles required in the fleet to transport the same weekly
tonnage of goods will decrease, and vice versa. To overcome
this difficulty, it is possible to express n as a function of
x, since the maximum number of round-trips required to
deliver a given order each week can be expressed as (t/x),
assuming a uniform fleet of vehicles always operating at full
capacity. Therefore, on the basis of a five-day week,

n = °© (E.3.9.)

5x

(However, it should be stressed here that the value of n and
(t/x) must always be rounded UP to the nearest whole number,
as it is absurd to think in terms of using a fraction of a
vehicle, and the same integer effect also applies to the
number of round—-trips made). Substituting this expression
for n, E.3.8. may be written as,

tc = [F - 12106x°°°71] 4+ [td.21-3796x 07727
S5x
or,
tc = [F . 12106x °°%%%) + [td.21-3706x" 07727

5 (E.3.10.)
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The main independent variable in this equation is "td",
which represents the total ton—mileage required for a given
distribution task. In this very simple example, in which a
fleet of vehicles shuttles between .one supply-peoint _and .a
single déstination, so that d is simply twice the distance
between these two points, td serves as a convenient expression
for the scale of an operation. Obviously, an increase 1in t
or d will cause x or n, or both, to also be increased, which
will, in turn, raise Total Cost.

The shape of the Total Cost curve as td increases, in
this simple situation, is illustrated by Figure 3.14.; the
figures on which this graph is based were calculated using
both equation E.3.10., for rigid-chassis vehicles, and the
following expression for articulated vehicles,

9817-5x 0 23°]

-0-5]

TC = | + [td.11-885x (E.3.11.)

t
5
with the added assumption that the length of each round-—trip,

d; is ‘100 miles. A full list of the results of these
calculations is presented in Table 3. 7..

The major constraints involved here are that no more than
one round—-trip per vehicle per day is possible, and that
vehicle carrying—-capacity, x, is a discrete variable whose
value may only correspond to the vehicle-sizes quoted in the
Commercial Motor cost tables on which the analysis is based.
These vehicle—-sizes are 075, 1, 15, 2, 3, 4, 5, 6, 7, 8,

10, 17 and 20 tons capacity for rigid-chassis vehicles, and
10, 12, 14, 16, 18 and 22 tons capacity for articulated
vehicles: in addition to these, it is assumed that "artics"
of 25, 30, 35 and 38 tons are also available.

For each value of td, the carrying—-capacity of each
vehicle, of what is assumed to be a uniform fleet, 1is
calculated using the following formula,

x = © (E.3.12.)

5n

where the smallest value of n that does not cause x to exceed
the maximum carrying—-capacity of 38 tons is used. For example,
when t=250 tons per week, the calculated value of x, using
Equation E.3.12., is 50 tons when n=1l. As this vehicle size

is infeasible, n must be increased to 2, so -that -the value .of
X, using the same formula, becomes 25 tons,

Again, in all cases x must be rounded UP to the nearest
feasible vehicle—size; where either an articulated or rigid-
chassis vehicle may be used, the cheaper alternative is
adopted, for the purposes of Table 3. 7..




- 75—

The discontinuities in the Total Cost curve of Figure
3.20. indicate the points at which an extra vehicle must be
added to the fleet; Figure 3.21., graphs the carrying—-capacity
of each vehicle as weekly ton—-mileage changes. Figure 3.22,
shows the relationship between Average Cost, (in pence per
ton—-mile), and td, and illustrates once again the Economies
of Scale that have been discussed throughout this chapter,
showing that Average Cost declines as vehicle—-size increases.
As this unit cost per ton per mile is a direct function of x,
as Equations E.3.10. and E.3.11. suggest, -the discontinuous
curve shown here is, in fact, more or less the inverse of
Figure 3.15., and also bears a close resemblance to Figure 3.7.,
which is discussed in Section 3.2..

Another important feature of Figure 3.22. is the way in
which the Average Cost curve bottoms out once the maximum
vehicle-capacity of 38 tons is reached, which re—-emphasises
the fact that the Economies of Scale resulting from the use
of a fleet of vehicles arise as a consequence of increasing
vehicle—size, and not due to the increase in ton—mileage
itself!

3.5. A Formal Proof that Economies of Scale Exist in Road

Haulage Operations

When the parameters t and d are held constant, so that
x, and therefore n, become the independent variables in the
Total Cost equation, the relationship between Total Cost and
vehicle—size is as shown by the curve in Figure 3. 23.; the
results of the calculations on which this graph is based are
contained in Table 3.8.. In this example, t is fixed at 190
tons per week, and the length of a round-trip is 100 miles.
For each feasible vehicle-size, the number of vehicles
required is calculated using Equation E.3.9. - again,
rounding UP to the nearest whole number to take account of
the obvious integer effects — and the Total Cost per week of
using both rigid and articulated vehicles calculated with
Equations E.3.10. and E.3.11., respectively.

Figure 3..23. shows that the Total Cost curve continues
to decline as vehicle carrying—capacity increases, so there
is certainly visual evidence of Economies of Scale in this
graph. However, the x—axis here extends to only 38 tons
carrying—capacity, as this is the current maximum permissible
weight for Heavy Goods Vehicles on UK roads, and so it is
not clear from Figure 3. 23. whether the observed Total Cost
curve shows a truly downward—sloping cost function or merely
the first part of a "U"-shaped curve. |

The fact that the former explanation is valid here, may
be demonstrated algebraically, since Equation E.3.6. may be
written in the following general form,
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Figure 3.20. Total Cost/td, (using Eggigions E.g.lo. § E.3.11.).
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Figure 3.21. x/td, (using Equations E.3.10. & E.3.11.).
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Figure 3.22. Average Cost/td, (using Eguations E.3.10. & E.3.11.).
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Figure 3.23. Costs per week/x, (using Equations E.3.9. to E.3.11.).

10

9

d
2 7
8 3
L g
s S 6
ﬂ.ﬁ i
@2 50
N |
0 g
O 4

A
v )

=_.'_:.=
L ) -

O | 10 20 30 40

Vehicle Size (tons canying—capacity).
0 Running Cost + Stonding Cost ©  Tolal Cost




- 78—

TC = [n.A.xa] + |m.B xb] (E.3.13.)

where, A & a are parameters pertaining to
Standing Cost,

and, B & b are parameters pertaining to
Running Cost.

Substituting Equations E.3.7. and E.3.9. into this expression,

b-l]

+ [td . B.x (E.3.14.)

Since the parameters a & b both have a value of less than 1,
(SEE Table 3.1.), the coefficient of x in the two parts of
E.3.14., will be negative in both cases. For this equation to
describe a "U"-shaped curve, these two coefficients of x would
have to have different signs; in such a situation, the
expression for Total Cost could be differentiated and the
optimum value of x, which would correspond to the lowest
point of the Total Cost curve, could thus be calculated.
However, Table 3.1. confirms that both Running Cost and
Standing Cost have a negative elasticity with vehicle—size,
ensuring that Total Cost will continue to decline as the
value of x increases.

The conclusion that may be drawn from this finding is
that, when faced with the decision of whether to perform a
delivery—-task using a small fleet of large vehicles or a
larger fleet of smaller vehicles, the former alternative will
always be the lowest—-cost operation, due to the fundamental
behaviour of Running Cost and Standing Cost per ton—mile.

The following section provides a hypothetical numerical
ijllustration of the implications o0f .these findings.

3.6. A Numerical Illustration

Consider a very simple situation in which 20 customers,
distributed at random within a square delivery—-zone, each
require a delivery of goods amounting to exactly 1 ton each
day; given that it is possible, from the point of view of
both vehicle-capacity and time, to visit every customer-
location in one day, the problem is one of selecting the
vehicle—fleet that will perform this task at the lowest cost.

To mention just two options, the deliveries may be made
by either one 20-ton vehicle visiting each customer every day,
or by a fleet of five 4—ton vehicles serving 4 locations each.
The main trade—off here, in terms of cost, is between the
lower cost PER VEHICLE of a larger fleet of small vehicles,
and the fact that more vehicles in such a fleet will incur
Standing Costs, such as insurance and licences etc..
Furthermore, it will be demonstrated later in this section
that the distance covered by a fleet in visiting a given set
of locations increases in proportion with the number of
vehicles employed.
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Table 3.9 . summarises the estimated cost of a variety
of options, assuming that rigids are to be used in each case;
211 of these estimates are therefore calculated using
Equation E.3.10.. The distance travelled by the fleet in a
day is estimated using the following empirical formula, a
formula that will be discussed in greater detail, along with
other spatial aspects of distribution operations, in Chapter

4,
Total Fleet Mileage = a[5+308 + 0-:566n] (E.3.15.)

where, a = length of one side of the square
delivery-zone, (miles).

The main assumption associated with this formula is that the
delivery—area in question is a homogeneous square of
dimensions (axa), served by a