
CRANFIELD UNIVERSITY

J R FARMAN

DEVELOPMENT OF A
PORT-HAMILTONIAN MODEL FOR

USE IN OSCILLATING WATER
COLUMN CONTROL SCHEME

INVESTIGATIONS

SCHOOL OF ENGINEERING

PhD THESIS





CRANFIELD UNIVERSITY

SCHOOL OF ENGINEERING

PhD THESIS

Academic Year 2014-15

J R FARMAN

Development of a Port-Hamiltonian Model for use in

Oscillating Water Column Control Scheme Investigations

Supervisors:
Dr J. A. Amaral-Teixeira

Dr J. F. Whidborne
Prof D. Mba

Dec 2014

c©Cranfield University 2014. All rights reserved. No part of this publication may
be reproduced without the written permission of the copyright owner.





i

Abstract

With global energy demand estimated to rise considerably and global warming ac-
cepted by the majority of scientists, the pressure to reduce fossil fuel usage is in-
creasing. To this end, the UK government has set a target of generating 50% of
electricity from renewable energy sources by 2050. It can therefore be deduced that
decreasing the cost of renewable energy by increasing the energy capture is critical.

Oscillating Water Columns (OWCs) employing bidirectional turbines coupled with
generators can be used to capture energy from oceanic waves and convert it to elec-
trical energy. This thesis includes a study to quantify the potential power smoothing
that can be achieved from a wave farm of ideal OWC devices and from auxiliary
hardware such as flywheel energy storage systems. Also detailed are the upgrades to
the OWC test facility at Cranfield University, including the world-first capability to
simulate polychromatic waves. This test facility has been employed to validate tur-
bine characteristics derived from Computational Fluid Dynamic (CFD) numerical
results.

This thesis contains a literature review of the existing control strategies for OWCs
that concludes that the optimization of power capture from individual components
in the energy chain forces system-level compromises. This conclusion drove the
development of an unique energy-based model of the complete wave-to-wire sys-
tem utilizing port-Hamiltonian mechanics which mandated two modifications to the
port-Hamiltonian framework. The first modification to the port-Hamiltonian frame-
work resulted in a new generalized means of modeling systems where the potential
energy is dependent on the momentum variables. The second modification expands
the port-Hamiltonian framework to allow the modeling of flow source systems in
addition to effort source systems. The port-Hamiltonian wave-to-wire OWC model
enables the future development of a control approach that optimizes power capture
at a system level. As a first step to achieving this goal an Injection Damping As-
signment (IDA) Passivity Based Control (PBC) strategy was successfully applied
to an OWC system and an energy storage flywheel system. These strategies pave
the way for future developments utilizing optimization techniques, such as the use
of cost functions to identify the peak efficiency operating condition.
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ISGV Impulse turbine with Self-pitching linked Guide Vanes.

JAMSTEC Japan Marine Science and Technology Center.
JONSWAP Joint North Sea Wave Project.

LWT Linear Wave Theory.

MPT Marine Power Technologies.
MRC Multi Resonant Chamber.

NG National Grid.

OGV Outlet Guide Vanes.
OWC Oscillating Water Column.

PBC Passivity Based Control.
PDE Partial Differential Equation.
PF Power Factor.
PID Proportional Integral Derivative.
PLC Programmable Logic Controller.
PMG Permanent Magnet Generator.
PROFIBUS PROcess FIeld BUS.
PTO Power Take-Off.
PWG Pneumatic Wave Generator.

RAO Response Amplitude Operator.
RLC Resistance Impedance Capacitance.
RMS Root Mean Square.
ROCOF Rate Of Change Of Frequency.

SC Super-Capacitor.
SCADA Supervisory Control And Data Acquisition.
SCIG Squirrel Cage Induction Generator.
SFE Sinusoidal Front End.
SG Synchronous Generator.
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SI System International.
SOV Shut-Off Valve.
SWL Sea Water Level.

TSCB Turbine Self-pitching Controlled Blades.

VI Virtual Instrument.
VIF Variable Inertia Flywheel.
VRT Variable Radius Turbine.
VT Voltage Transformer.

WEC Wave Energy Converter.
WRIG Wound Rotor Induction Generator.
WTGV Wells Turbine with Guide Vanes.
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Nomenclature

αp State variable constant used in the Prony method for approximating
the convolutions of the impulse response function (s−1).

βp State variable constant used in the Prony method (m−1).
βx Relative electrical speed (rad/s).
χ Additional state variables using the Prony method (N).
ηd Incident wave elevation at the depth of the draft (m).
ηr Incident wave elevation with ramp gain (m).
ηt Turbine efficiency (%).
η Incident free-surface elevation (m).
γ Heat capacity ratio.
κe Excitation force impulse response function.
κr Radiation force impulse response function.
λ Wave length (m).
µ∞ Infinity added mass (kg).
ωe Generator electrical supply frequency (rad/s).
ωm Rotor mechanical frequency (rad/s).
ωp Peak wave frequency (rad/s).
ωr Rotor electrical frequency (rad/s).
ωs Stator electrical frequency (rad/s).
ωw Wave angular frequency (rad/s).
ωx Reference frequency for park transform (rad/s).
φ Phase angle (rad).
ψabcr Three phase rotor flux (Wb).
ψabcs Three phase stator flux (Wb).
ψdqr Rotor flux in the dq frame (Wb).
ψdqs Stator flux in the dq frame (Wb).
ψf Field flux (Wb).
ψqd0r Quadrature-direct-zero-rotor flux (Wb).
ψqd0s Quadrature-direct-zero-stator flux (Wb).
ψqr Quadrature-rotor flux (Wb).
ψqs Quadrature-stator flux (Wb).
ψw Armature winding flux (Wb).
ψ Flux (Wb).
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ρa0 Initial density of air (i.e. at atmospheric pressure) (kg/m3).
ρa Density of air (kg/m3).
ρw Density of water (kg/m3).
σ JONSWAP spectral width parameter.
τ Dummy variable.
θg Generator rotary position (rad).
θl Load rotary position (rad).
θm Rotor mechanical position (rad).
θr Rotor electrical position (rad).
θs Stator electrical position (rad).
θ Angular position (rad).

∆p Pressure drop across turbine or orifice plate (Pa).
Γ Peak enhancement factor.
Φ Flow coefficient.
Θ Angle of attack of waves (deg).

A Added mass coefficient (kg).
B Damping coefficient (kg s−1).
C State error function.
Dd Desired dissipation matrix.
D Dissipation matrix.
E Effort.
F Force.
G Function.
H d Desired Hamiltonian function (J).
H Hamiltonian function (J).
J d Desired inertial matrix.
J Inertial matrix.
L Lagrangian function (J).
N Interconnection matrix.
P mixed potential function (W).
Rd Desired Rayleigh dissipation function (W).
R Rayleigh dissipation function (W).
T Potential energy (J).
V Kinetic energy (J).

a Amplitude (m).
b Device width (m).
cs Speed of sound in air (m/s).
c Integral constant.
e Position error.
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fe Electrical frequency (Hz).
f Wave frequency (Hz).
gc Control input function.
gd Disturbance input function.
gs Input function.
g Gravity (m/s2).
ha0 Air draft of the chamber (m).
ha Air chamber height above the still water level in the chamber (m).
hb Height of blade (m).
hd Water draft of the chamber (m).
hr Impulse response function.
hw Water depth (m).
i0r Zero-rotor current (A).
i0s Zero-stator current (A).
iabcr Rotor current in the abc frame (A).
iabcs Stator current in the abc frame (A).
idqr Direct-quadrature-rotor current (A).
idqs Direct-quadrature-stator current (A).
idr Direct-rotor current (A).
ids Direct-stator current (A).
iqd0l Quadrature-direct-zero-load current in the qd0 frame (A).
iqd0n Quadrature-direct-zero-network current (A).
iqd0r Quadrature-direct-zero-rotor current (A).
iqd0s Quadrature-direct-zero-stator current (A).
iqd0t Quadrature-direct-zero-turbine current (A).
iqr Quadrature-rotor current (A).
iqs Quadrature-stator current (A).
i Integer / ith frequency component of wave.
j Integer.
k1 Total stiffness associated with body 1 (N/m).
k2 Total stiffness associated with body 2 (N/m).
kh Hydrostatic stiffness (N/m).
km Mooring stiffness (N/m).
ks Shaft rotational stiffness (J).
k Wave number (m−1).
lb Blade chord length (m).
lc OWC device length (m).
l Number of state variables to approximate using Prony method.
mc Mass of air in the OWC air chamber (kg).
ṁo Mass flow through the orifice (kg/s).
n Number of rotor blades.
np Number of poles.
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p∗ Non-dimensional pressure.
patm Atmospheric pressure (Pa).
pc Pressure within the air chamber (Pa).
pd Dynamic pressure (Pa).
ps Static pressure (Pa).
pt Total pressure (Pa).
pw Wave pressure (Pa).
p Pressure (Pa).
q1 Charge 1 (C).
qd Diffraction flow rate (m3/s).
qi Generalized coordinate.
qqd0r Quadrature-direct-zero-rotor charge (C).
qqd0s Quadrature-direct-zero-stator charge (C).
qr Radiation flow rate (m3/s).
qv Turbine flow rate (m3/s).
qv Valve flow rate (m3/s).
qw Armature winding charge (C).
rc Radius of the OWC (m).
rd Diagonal terms of the desired Rayleigh function (J).
rm Radius of the mid point of the turbine (m).
r Ramp amplitude (m).
sχ Prony state variables.
sd desired state variables.
se Electrical state variables.
sx Main OWC state variables.
s State variables.
tDS Minimum duration for a wind to blow to generate a developed sea

(s).
tr Ramp duration (s).
t Time (s).
uc Control inputs.
ud Disturbance inputs.
uowc OWC inputs.
upwg Paddle inputs.
us Control inputs.
v0r Rotor-zero voltage (V).
v0 Zero voltage (V).
vabcr Rotor three phase line voltage (V).
vabcs Stator three phase line voltage (V).
va Three phase line voltage (V).
vb Three phase line voltage (V).
vc Three phase line voltage (V).
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vdqr Direct-quadrature-rotor voltage (V).
vdqs Direct-quadrature-stator voltage (V).
vdr Rotor-direct voltage (V).
vds Stator-direct voltage (V).
vd Direct voltage (V).
vqd0r Quadrature-direct-zero-rotor voltage (V).
vqd0s Quadrature-direct-zero-stator voltage (V).
vqr Rotor-quadrature voltage (V).
vqs Stator-quadrature voltage (V).
vq Quadrature voltage (V).
wb Mass flow through blow-off valve (kg/s).
wo Mass flow through orifice (kg/s).
wt Mass flow through turbine (kg/s).
x Horizontal position (m).
y System output.
z1 Vertical elevation of OWC device (m).
z2 Vertical elevation of water column piston (m).
zp PWG paddle position (deg).
z Vertical position of body (m).

AR Cross section area of the annulus at the rotor blades (m2).
Ab Area of the BOV (m2).
Ac Area of water column (m2).
Ao Area of orifice (m2).
As Heave wetted surface area (m2).
Ay JONSWAP constant.
Bb Bearing loss coefficient for the turbine/generator rotating assembly

(kg/m2).
Bg Generator resistance (kg m2).
Bl Load resistance (kg m2).
Bq Turbine resistance due to flow through turbine.
Bt Turbine windage loss coefficient (kg/m2).
B Damping coefficient (kg s−1).
Ca Power coefficient.
Cd Coefficient of discharge of the orifice.
Ct Torque coefficient.
C Spring coefficient.
Do Orifice diameter (m).
Dt Turbine diameter (m).
Er EMF across resistor (V).
Es EMF source (V).
FDS Minimum fetch distance for a developed sea (m).



Nomenclature xxi

FFK Froude-Krylov force (N).
FP PTO force (N).
Fa Added mass force (N).
Fdi Diffraction force (N).
F∆p Force due to the air chamber (N).
Fem Force due to the expelled mass (N).
Fe Excitation force (N).
Fg Gravitational force (N).
Fh Hydrostatic force (N).
Fm Mooring force (N).
Fn Net force (N).
Fr Wave radiation force (N).
Gb BOV control gain.
Gk Speed control gain.
Gowc OWC transfer function.
Gpwg PWG transfer function.
Hs Significant wave height (m).
I2 Identity matrix of dimension 2.
I3 Identity matrix of dimension 3.
Is Current source (A).
J2 Skew symmetric matrix of dimension 2.
Jd Drive train moment of inertia (kgm2).
Jg Generator moment of inertia (kgm2).
Jl Load moment of inertia (kgm2).
Jm Mechanical moment of inertia (kgm2).
J Jacobian.
Kf Field constant.
Kr Rotor coordinate transform.
Ks Stator coordinate transform.
K Turbine damping (Ns/m5).
Llr Rotor leakage inductance (H).
Lls Stator leakage inductance (H).
Ll Load inductance (H).
Lmr Rotor magnetizing inductance (H).
Lms Stator magnetizing inductance (H).
Lm Magnetizing inductance (H).
Lr Rotor inductance (H).
Lsrx Rotor-stator inductance matrix (H).
Lsr Mutual inductance (H).
Ls Stator inductance (H).
Lw Armature winding inductance (H).
L Inductance (H).



xxii Nomenclature

M1 Mass of body 1 (kg).
M2 Mass of body 2 (kg).
Ma Added mass (kg).
Mb Mass of body (kg).
Md Displaced water mass (kg).
Mwc Mass of water within column (kg).
Nt Turbine gyrator ratio (m-3).
N Number of frequency components.
P1 Plane 1, chamber side of turbine.
P2 Plane 2, atmosphere side of turbine.
PBS Power in Brent-Schneider spectrum (W).
PPM Power in Pierson Moskowitz spectrum (W).
Pm Mechanical/turbine power (W).
Pnom Nominal power (W).
Pn Real network power (W).
Q∗ Non-dimensional flow rate.
Qn Reactive network power (W).
Qtg Gyrator flow rate through the turbine (m3/s).
Qtr Resistive flow rate through the turbine (m3/s).
Qt Flow rate through the turbine (m3/s).
R2 Coefficient of determination.
R1 Resistance 1 (Ω).
Ra Specific gas constant for air (J kg-1 K-1).
Rd Applied damping.
Rl Load resistance (Ω).
Rr Rotor resistance (Ω).
Rs Stator resistance (Ω).
Rw Armature winding resistance (Ω).
SD Directional spectrum.
SJON JONSWAP spectrum (m2/Hz).
SPM Pierson-Moskowitz spectrum (m2/Hz).
S Generic wave spectrum (m2/Hz).
T ∗ Non-dimensional torque.
Tatm Atmospheric air temperature (K).
Tb Torque due to bearing and other mechanical losses (Nm).
Tc Air temperature within the OWC chamber (K).
Te Electrical torque (Nm).
Tl Load torque (Nm).
Tm Mechanical torque (Nm).
Tn Net torque (Nm).
Tp Peak wave period (s).
Tt Turbine torque (Nm).



Nomenclature xxiii

T Wave period (s).
U10 Wind speed at 10 meters above sea level (m/s).
U19.5 Wind speed at nineteen 19.5 meters above sea level (m/s).
U Rotational speed at mid point of blade (m/s).
Va Axial velocity (m/s).
Vc0 Initial volume of water column (m3).
Vc Volume of water column (m3).
Ve Effective volume (m3).
Vp Volume within the PWG (m3).
Xa Matrix variable.
Xb Matrix variable.
Xc Matrix variable.
Xd Matrix variable.
Xe Matrix variable.
Xf Matrix variable.
Xm Magnetizing reactance (XX).
Y1 Momentum of OWC device (kg m s−1).
Y2 Momentum of water column piston (kg m s−1).
Yg Generator momentum (kg m s−1).
Yi Generalized momentum.
Yl Load momentum (kg m s−1).
Ym Mechanical momentum (kg m2 s−1).
Y Momentum (kg m s−1).
Zl Load impedance (Ω).
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Chapter 1

Introduction

The future and source of mankind’s energy needs are the subject of much debate -

both in relation to global warming and to the availability of fossil fuels. In parallel

with these debates, renewable energy sources are being thoroughly investigated.

Many different wave energy conversion devices have been designed, and prototypes

built, to develop another potential energy source for the ever-growing demands of

the world’s population. It is a realistic possibility that wave energy devices will

supplement the current energy portfolio (Brekken et al. 2009).

Oscillating Water Columns (OWCs), see Figure 1.1 for a schematic representation,

are one of the most well-studied wave energy devices as there are no mechanical

or electrical components under the water line. It could be argued that this signifi-

cantly improves the potential reliability in comparison to over wave energy devices.

OWCs can be built on-shore and off-shore e.g. the Ocean Energy off-shore device

(O’Sullivan & Lewis 2011) and the Limpet breakwater power station on Islay (Heath

2007); one of the additional advantages of off-shore OWCs over other off-shore de-

vices is that all Power Take-Off (PTO) components can be inspected and maintained

at sea (Patel et al. 2011), rather than the costly alternative of towing the whole unit

to a dry dock. A number of units have been grid connected proving the viability
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Figure 1.1: OWC principle (Dresser-Rand Company Ltd 2015)

of the design. The Oceanlinx OWC device was grid connected in Port Kembla,

Australia (Oceanlinx Ltd 2010a). The Mutriku plant, in the Basque country, was

constructed with multiple chambers and turbines within a breakwater, and was grid

connected in 2009 (Torre-Enciso et al. 2009). The author proposes that there is the

added bonus with OWCs that there is the ability to transfer knowledge from the

off-shore oil and gas industry, particularly in the design of moorings and survivable

structures as the device has similarities to existing floating platforms.

There are many different types of turbines that have been used on OWCs, however,

this research will concentrate specifically on the unique HydroAir Variable Radius

Turbine (VRT), which is an impulse type design. It is publicized (Dresser-Rand

Company Ltd 2015) as having comparable peak efficiency to, and wider bandwidth

than other OWC turbines in the field, and research and development is ongoing to

develop this yet further. The main advantage of this turbine is that it has fixed

geometry guide vanes and rotor blades, reducing the number of potential failure

modes compared to turbines with additional moving components such as the Wells

or Denniss Auld turbine (both of which will be discussed in greater detail in Chapter

2).

Significant resources have been expanded in designing optimized turbines, but until
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very recently the strategies for controlling these turbines under highly dynamic

conditions have largely been neglected. Some research has been completed into the

control strategies that could be employed on OWCs in general but, as will be seen

in the literature review in Chapter 5, very little has been conducted for impulse

turbines specifically.

1.1 Motivations

Development work on the turbine that was to become HydroAir started in 2005,

with a Department of Trade and Industry (DTI) funded project entitled “Air turbine

development project”. This encompassed the research completed by Stephen Herring

as part of his PhD entitled “The design and evaluation of turbines for use in OWC

power plants”, Herring (2007). It was through this work that the variable radius

turbine came into existence, and a patent application was made and granted to

Freeman et al. (2008). The patent was held by Peter Brotherhood Ltd. The turbine

was developed in conjunction with Banks (2009) who developed a code for optimizing

the geometry of the VRT. A test facility, named the Pneumatic Wave Generator

(PWG), was built to validate the Computational Fluid Dynamics (CFD) numerical

results (obtained by Banks (2009), Natanzi (2010a), Tarver (2013) and the author

of this thesis).

In the Summer of 2008, Dresser-Rand (D-R) purchased substantial assets from Peter

Brotherhood including the HydroAir product and patent. Throughout, collaborative

work to develop the turbine has continued between Cranfield University and Peter-

Brotherhood/Dresser-Rand, resulting in the funding of two further PhD students.

In 2008 work commenced on a Department for Business, Enterprise and Regulatory

Reform (BERR) funded project. The project was a collaboration between the Peter

Brotherhood Hydro-Air team, Orecon (an OWC device developer), Converteam
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(an electrical package supplier) and Cranfield University. Entitled “Full scale design

and concept verification of the Orecon Multi Resonant Chamber (MRC) wave energy

device”, the project involved the full scale design of three 500 kW turbines, a material

study, and electrical package design. In 2009, D-R received an order for a prototype

unit which was built at the Peterborough factory, and the author subsequently was

part of the team that installed and commissioned the device on site in Australia in

early 2010.

Also in 2010, an upgrade to the Hydro-Air test facility at Cranfield University was

proposed by the author in order to reduce the mechanical losses in the drive train,

to improve the instrumentation, to enable the validation of control strategies and

to simplify the modeling of the turbine and associated components. The test-rig

Supervisory Control And Data Acquisition (SCADA) system has subsequently been

upgraded and the ability to generate polychromatic waves has been implemented.

Much research has been completed on optimizing the efficiency of the HydroAir

turbine and other impulse turbines, but little research has been published in the area

of power optimization control strategies for impulse turbine OWCs. The electrical

system efficiency has often been considered only at full load. It is important to

consider the issue of power smoothing as many sites suitable for the use of wave

power farms have weak or island grid connections.

1.2 Objectives

The aim of this body of research is to take account of the full system when designing

the control strategy and optimize accordingly, rather than concentrating on opti-

mizing a single component. At a more specific level, the objectives of this research

were as follows:



Introduction 5

1. Derive a simulation model of the test facility

2. Develop a simulation model to represent the full wave-to-wire OWC system

3. Develop the PWG test facility to incorporate polychromatic waves

4. Derive an initial energy-based or power-based control strategy using the afore-

mentioned simulation model with the view of power optimization and power

smoothing

1.3 Contributions

• A generalization of the port-Hamiltonian framework for cases where the po-

tential energy is dependent upon one or more of the momentum variables

• A further development in the field of the port-Hamiltonian framework whereby

a change in reference frame allows the modeling of flow sources

• Development of a beyond state-of-the-art port-Hamiltonian model of the com-

plete OWC wave-to-wire analytical model utilizing the aforementioned modi-

fications to the port-Hamiltonian framework

• Development of a power-based control strategy for an energy storage system

using a fixed inertia flywheel

• The development of a power-based control strategy for damping control of an

OWC, using the port-Hamiltonian OWC system model

• An upgrade to the Cranfield University test facility to be the first in the world

with bi-directional polychromatic wave capability

• Using the upgraded Cranfield facility, turbine CFD results were validated un-

der bi-directional polychromatic flow conditions for the first time
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1.4 Thesis Layout

The thesis is arranged in the following manner:

Chapter 2 gives a background to wave energy devices, in particular OWCs devices

which are the focus of this study. It details the turbine choices for an OWC and the

associated generators and inverters that enable the conversion of wave energy into

electrical energy.

A simulation model for the full wave-to-wire model is presented in Chapter 3. It de-

tails the analytical and numerical modeling of each of the subsystems. First, energy-

based modeling techniques such as Euler-Lagrangian mechanics, port-Hamiltonian

systems and Brayton-Moser equations are reviewed as these methods have been

applied to each of the subsystems. Two modifications to the port-Hamiltonian

framework are introduced with the view to widening the range of systems they can

be applied to. The chapter then progresses through each portion of the wave-to-

wire model (e.g. hydrodynamic, pneumatic, and electrical). The discussion of each

subsystem contains a literature review of the current modeling techniques before

developing a new port-Hamiltonian model.

Chapter 4 first simulates a farm of “idealized” wave energy devices to assess the

potential smoothing that can be achieved as a function of wave energy device spacing

and size. It then progresses to present a simulation that enables an approximate

calculation of the capacity required for an energy storage system in order to achieve

a certain level of power smoothing.

Three different Passivity Based Control (PBC) strategies are introduced in Chapter

5, employing both a numerical and an analytical solver to find the desired operating

condition for all state variables. The first control strategy is a speed controller for

a multi-pole generic Doubly Fed Induction Generator (DFIG). This is followed with
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a power-based control strategy for a fixed inertia flywheel energy storage system.

The final control strategy introduced is applied to the full wave-to-wire model and

controls the damping of the device within the constraints of the PTO system.

Validation of the control strategy proposed herein, although outside the scope of

the present work, is possible using the PWG test facility at Cranfield due to its

recent upgrade. This validation could take many forms, firstly providing a means

of confirming the suitability of the modeling approach. Secondly, the effectiveness

of the control strategy can be confirmed, since the PWG can accurately reproduce

polychromatic waves. Finally, the confidence gained from these validations tests can

be used to more accurately predict the system level efficiency of any proposed OWC

installation.

A review of the variety of OWC turbine test facilities is presented in Chapter 6, which

then details the development work that has been conducted on the Cranfield test

facility, including the upgrade of instrumentation and the data acquisition system.

The chapter then details the work involved in creating polychromatic waves. The

ability to test turbine control strategies under more realistic sea conditions with the

use of polychromatic waves, prior to deployment at sea, will reduce the risk and

uncertainty that goes hand in hand with a first installation.

The final chapter, 7, concludes this report and reviews the findings of the subsequent

chapters and details potential future development work.
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Chapter 2

OWC Technology Overview

2.1 Wave Devices

Wave energy conversion is a relatively immature technology at present and, as a

result, no single technical solution has yet become dominant. As a consequence,

there is a plethora of types of wave energy devices. These have been categorized by

the European Marine Energy Center (EMEC) under the following headings (EMEC

Ltd 2009):

• Overtopping / terminator device

• Attenuator

• Point absorber

• Oscillating wave surge converter

• Submerged pressure differential

• Oscillating Water Columns (OWCs)

This body of research concentrates only on the last, OWCs.
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2.2 Oscillating Water Columns

The basic principle of an OWC is that a volume of air is trapped within a hollow

structure between a water surface and a turbine. As the water level rises and falls, air

flows back and forth through the turbine(s), which is the mechanism for harnessing

the wave power, see Figure 1.1. The design changes considerably from concept to

concept. The main variables are the direction of entry of the waves (e.g. Backward

Bent Duct Buoy (BBDB), Forward Facing Duct Buoy (FFDB) or vertical draft), see

Figure 2.1, the device’s geometry (e.g. circular or square), the number of chambers

housed together, and the device’s location: on-shore, near-shore, or off-shore. On-

shore are those devices that are land-based, near-shore are those in water less than

40m deep and off-shore are those in water deeper than 40m (Thorpe 1999).

Figure 2.1: Buoy Shapes a) FFDB, b) Vertical draft c) BBDB

A number of on-shore devices have been commissioned such as Matriku, in the

Basque country, (Amundarain, Alberdi, Garrido & Garrido 2010), Pico, in the

Azores (Torre-Enciso et al. 2009) and the Limpet device on the Isle of Islay, in

the Hebrides (Alcorn & Beattie 2001). The Limpet device is shown in Figure 2.2

this had a Wells turbine rated at 18kW.

Two very different installed near-shore OWCs are shown in Figure 2.3 by Ocean

Energy and Oceanlinx respectively.
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Figure 2.2: Limpet diagrammatic and side view (Folley & Whittaker 2002)

The Ocean Energy device is a BBDB (Ocean Energy Ltd 2011), suitable for deep

water. The Ocean Energy prototype was installed at the Irish National Scale Test

Site in Galway in December 2006 and has been through multiple stages of testing

and development, O’Sullivan et al. (2011).

The Oceanlinx prototype device was commissioned in February 2010, grid con-

nected and operated successfully over a three month period, Oceanlinx Ltd (2010a).

Their full-scale designs, greenWAVE and blueWAVE, are designed for different wa-

ter depths. The greenWAVE device is a single concrete chamber sitting on the ocean

bed in a water depth of 10-15m, whereas the blueWAVE device has six chambers

floating in deep water, Oceanlinx Ltd (2010b, 2011a). Oceanlinx were previously

known as Energetech and their initial design, which preceded the greenWAVE and

BlueWAVE concepts, incorporated the use of parabolic walls to concentrate the

waves into the chamber. A schematic representation of this device can be seen in

Figure 2.4.

Figure 2.3: Examples of near-shore installations: Oceanlinx prototype device at
Port Kembla (Oceanlinx Ltd 2011b) and Ocean Energy prototype device at Galway
Bay (Ocean Energy Ltd 2011)
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Figure 2.4: Energetech prototype device with parabolic wall focusing the waves into
the chamber (Alcorn & Finnigan 2004)

Oceanlinx are not alone in designing multiple chambers in one platform. Orecon

developed a device that was based on the Multi Resonant Chamber (MRC) concept,

presented by (Johnson & Dai 2003), which employed multiple chambers of different

lengths built into the same floating structure. Each chamber has a different draft

length tuning it for a specific range of wave frequencies which theoretically widens

the operating range of the device. A drawing of the MRC device for a 1.5MW system

can be seen in Figure 2.5.

Figure 2.5: The MRC OWC device (Renewable Energy Development 2009)

One of the early OWC concepts was the floating wave power generator Kaimei
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(Masuda et al. 2002), which was tested between 1976 and ∼1984 and developed by

Japan Marine Science and Technology Center (JAMSTEC). It was installed in the

sea near Yura in the Wakayama Prefecture of Japan. Kaimei was 80m long, 12m

wide and used an impulse turbine with a valve. Masuda et al. (2002) also stated

that the device survived a long time but the efficiency was insufficient to make it

economically viable and testing against a BBDB showed that it had significantly

poorer efficiency.

JAMSTEC started development on the Mighty Whale concept in 1987 and a proto-

type was installed in 1998, at the mouth of Gokasho Bay in Mie Prefecture (Washio

et al. 2001). A schematic of the Might Whale device can be seen in Figure 2.6. The

device had a power rating of 110kW and was tested for several years (Falcão 2010).

In order to increase power density, concepts have been developed that combine

OWCs with alternative energy technology. One such device has been developed by

Marine Power Technologies (MPT). It is a triangular-shaped “island” equipped with

six OWCs submerged and a number of wind turbines above the waterline, rated at

10MW (Earth Techling 2010).

Wave Energy Ireland have developed a concept which employs two legs joined at

90 degrees with trusses between the two legs for structural strength (Kelly et al.

2013), see Figure 2.7. Each leg contains a number of OWC chambers which are

connected to two plenums via air admittance valves. One plenum operates at a

pressure higher than atmosphere and the other which operates at a pressure lower

than atmosphere. The OWC and plenum arrangement has been tested at 1:50 scale

and showed that the OWCs can be manifolded and rectified in an efficient manner

(Kelly et al. 2013). It can be assumed that the resulting benefit would be the use

of unidirectional turbines from the rectified air and a single air turbine per plenum

chamber rather than per OWC chamber. It is stated by Kelly et al. (2013) that it
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Figure 2.6: Mighty Whale (Washio et al. 2001)
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is intended that wind turbines will also be placed on the structure.

Figure 2.7: Wave Energy Ireland (Kelly et al. 2013)

As has been shown, the designs differ greatly and will therefore affect the system

modeling. The motion of a floating device can have up to six degrees of freedom

(surge, sway, heave, pitch, yaw and roll). A cylindrical device, with a bottom

opening will mainly move with heave motion, however the BBDB and FFDB devices

are designed to take advantage of the water movement from additional degrees of

freedom such as pitch. This can potentially increase the power yield.

2.3 OWC Turbines

Since the OWC technology is still in its infancy, there are multiple technical solutions

still under investigation particularly in the area of turbine design. The literature on

OWC control is sparse, and due to the different control inputs, each is specific to the

turbine in question. As a consequence, if a thorough knowledge of existing OWC

control strategies is to be obtained, strategies for turbine designs other than the
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impulse turbine must also be studied. The literature review in Section 5.1 expands

upon the various control strategies.

The variety of turbines will be discussed in the following sections, they have different

principles of operation and therefore a knowledge of their mechanism of operation

is essential in understanding what information from each strategy can be carried

across to the impulse turbine. The oscillating airflow produced by the oscillating

column creates a need for specialized turbines. In conventional thermal gas and coal

power generation the turbine is provided with unidirectional working fluid flow of

a fairly constant flow rate. In OWCs the airflow is reciprocating and the air flow

varies greatly with the incident wave elevation.

2.3.1 Unidirectional Turbines

According to McCormick et al. (1992), the earliest implementations of the OWCs

used unidirectional turbines, with flaps to rectify the air flow. McCormick et al.

(1992) states that the main problem with these turbines was the risk of the valves

not operating correctly and sticking in one or other of the extreme positions. In

addition, if the valves failed in an intermediate position, the result would be a

pressure leakage which would cause a reduction in the power captured.

2.3.2 Bidirectional Turbines

A number of novel bidirectional turbines have been designed, many with OWCs

devices in mind, and have been extensively developed to increase their efficiency.

The following is a list of bidirectional turbines designed for OWCs: the Wells tur-

bine (Thakker & Abdulhadi 2008), Impulse turbines (Banks 2009) including the

McCormick turbine (McCormick 1981a) and the Biradial turbine (Falcão & Nunes
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2013a), the Denniss-Auld turbine (Alcorn & Finnigan 2004) and the Savonius tur-

bine (Dorrell et al. 2010b).

The performance of the turbines are usually given as the efficiency, η, against the

flow coefficient, Φ. The flow coefficient is defined as

Φ =
Va
U

(2.1)

where Va is the axial velocity and U is the radial rotational velocity at the mid point

of the blade. The ideal turbine has a high peak efficiency and broad operating width

i.e. the efficiency does not decrease rapidly for flow coefficients either side of the

peak efficiency point.

2.3.3 Wells Turbine

Alan Wells designed and developed the Wells turbine in 1976 (Thakker & Abdul-

hadi 2008). It is a turbine based on the aerodynamic lift principle and its basic

design is a symmetrical blade mounted perpendicular to the flow direction (Wells

1981). There are many variations on the initial design which have been described

extensively by Setoguchi & Takao (2006) and Pereiras et al. (2011). The Wells tur-

bine is known to have high peak efficiency but a narrow operating range. It is not

self-starting and is reported to be noisy in comparison with other conventional tur-

bines (Thakker & Abdulhadi 2008), particularly at stall conditions (Neumann et al.

2007). Designs have been introduced to mitigate some of the design weaknesses of

the turbine. Numerous designs have been proposed as described by Setoguchi &

Takao (2006). These turbines include: Wells Turbine with Guide Vanes (WTGV),

Turbine Self-pitching Controlled Blades (TSCB), Self-pitch controlled guide vanes,

Biplane Wells Turbine with Guide Vanes (BWGV), Variable pitch angle blades and

Contra Rotating Wells Turbine (CRWT). Four of these turbines are shown in Figure
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2.8. The turbine characteristics for the WTGV, TSCB and the BWGV are shown

in Figure 2.9. It can be seen that the torque falls off quickly, as the blade stalls, for

the WTGV at low flow coefficients. The BWGV has lower peak torque coefficient

and also suffers from stall at low flow coefficient. However, the TSCB has both high

peak torque coefficient and the blades stall at a much higher flow coefficient. The

Wells designs with pitching components, are more mechanical complex and poten-

tially less reliable and as a result are unfavorable for device developers Falcão &

Nunes (2013a).

Figure 2.8: Different Wells turbine designs going from left to right, top to bottom:
WTGV, BWGV, TSCB and lastly the CRWT (Setoguchi & Takao 2006)
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Figure 2.9: Wells turbine characteristics (Setoguchi & Takao 2006)

2.3.4 Denniss-Auld Turbine

The Denniss-Auld turbine was developed as a joint effort between the company

Energetech (subsequently Oceanlinx) and Sydney University to overcome the per-

formance limitations of the Wells turbine over the range of expected flows as a

result of the Wells design’s tendency to stall at flow coefficients above 0.3 (Alcorn

& Finnigan 2004, Polinder & Scutto 2005).

Figure 2.10: Energetech turbine pitching mechanism (Alcorn & Finnigan 2004)

Figure 2.11: Blade pitching sequence in oscillating flow (Finnigan & Auld 2003)

The rotor blades are mounted parallel to the axis rather than perpendicular; as is the

case with the impulse and the Wells turbine, there are also symmetrical tangentially
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and axially. The rotor blades are pitched through a much greater angle than for a

Wells turbine, and the blades have to turn as quickly as physically possible every half

wave, Falcão (2010). Figures 2.10 and 2.11 show the angles that the blades traverse

every cycle and the direction of air travel relative to the direction of rotation of the

shaft. The efficiency curve of the Denniss-Auld turbine can be seen in Figure 2.12,

which shows that the turbine has relatively high peak efficiency but, like the Wells

turbine, this falls off relatively quickly either side of the peak. This graph also shows

the relationship between the non-dimensional pressure, p∗, and the flow coefficient.

It can be argued (De Miguel 2010), that the Denniss-Auld turbine, which has a

complicated mechanism with several moving parts is potentially unreliable.

Figure 2.12: Efficiency and non-dimensional pressure drop against flow coefficient
for the Denniss-Auld turbine (Curran & Folley 2008)

2.3.5 Savonius Turbine

The Savonius turbine which is more usually associated with wind turbines has been

proposed by Dorrell et al. (2010a) for use with OWCs. A schematic of the turbine

can be seen in Figure 2.13. Dorrell et al. (2010a) states that the turbine is simple,

robust, has good starting characteristics but poor peak efficiency. It was proposed

that it would be suitable for smaller OWC applications where the flow coefficient
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would be large and hence a Wells turbine would be operating away from its peak

efficiency point. In addition, Dorrell et al. (2010a) stated that the turbine could be

mechanically cascaded between adjoining chambers.

Figure 2.13: Savonius wind turbine (Dorrell et al. 2010a)

2.3.6 Impulse Turbine

Impulse Axial Turbine

A few variants of the impulse turbine design have been suggested for use on OWCs.

The design of two, the Impulse turbine with Fixed Guide Vanes (IFGV) and the

Impulse turbine with Self-pitching linked Guide Vanes (ISGV), are axial designs and

can be seen in Figure 2.14. Guide Vanes (GVs) on bidirectional turbines act as Inlet

Guide Vanes (IGV) for half the time and Outlet Guide Vanes (OGV) for the other

half.

As its name suggests, the GV on a IFGV are fixed (i.e. the IFGV is not a variable

geometry machine). The exit angle from an optimized IGV is not aligned with

the incident flow when its operating as an OGV. As a result there are large losses

associated with the OGV. However this type of turbine, as it has no moving parts

besides the rotor, is considered to tradeoff robustness against a lower peak efficiency

than the variable geometry designs.

The ISGV, on the other hand, has GVs that self-pitch and align with the incident

flow in both the IGV and OGV operation mode. In comparison with the IFGV,
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Figure 2.14: IFGV and ISGV turbines (Setoguchi & Takao 2006)

the efficiency is generally higher but the reliability is considered to be a potential

problem, resulting in increased maintenance and operation costs (Pereiras et al.

2011).

Variable Radius Turbine

The Variable Radius Turbine (VRT) design, was patented in 2008 (Freeman et al.

2008) and the patent holders are now Dresser-Rand (Dresser-Rand Company Ltd

2015). The IGV and OGV are positioned at a larger radius (relative to the main

turbine axis) than the rotor blades, see Figure 2.15, which reduces the velocity

through the GV. The viscous losses are proportional to the square of the local

velocity and therefore by decreasing the velocity the efficiency of the turbine can

be increased (Banks 2009). In addition, the VRT is a variant of the IFGV class of

machines and as such has no moving parts other than the rotor, and in such a harsh

environment will likely be more robust and require less maintenance (Dresser-Rand
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Company Ltd 2015). This turbine is the subject of this body of research.

Figure 2.15: HydroAir prototype VRT (Dresser-Rand Company Ltd 2015)

McCormick Counter-Rotating Turbine

The McCormick turbine has two rotor rows and two stator rows (McCormick 1981a).

Though the rotors turn in opposite directions the shafts are connected through bevel

gears and hence rotate at the same speed. The additional complex mechanical ar-

rangement is likely to increase the required maintenance and decrease the reliability

in comparison with the IFGV machines (Banks 2009). Each rotor row acts as a

moving stator for the other rotor row, McCormick (1981a,b). The design can be

seen in Figure 2.16 and 2.17. As far as the author is aware, the McCormick turbine

is purely a theoretical design and has not been manufactured. No literature has

been found to suggest the efficiency of the turbine. According to Banks (2009) the

McCormick turbine is a variant of the impulse turbine.
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Figure 2.16: McCormick turbine design as shown in the patent (McCormick 1981a)

Figure 2.17: McCormick contra-rotating stator and rotor rows (Setoguchi & Takao
2006)
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Radial Turbine

McCormick et al. (1992), proposed a radial flow turbine and stated that it had a

broader operating range in comparison to the counter-rotating turbine. A literature

review conducted by Setoguchi et al. (2002) found that the impulse bladed radial

turbines had higher performance than reaction bladed radial turbines. However,

detailed performance characteristics were not available and therefore Setoguchi et al.

(2002) conducted experiments to obtain the characteristics for a 508.8mm diameter

turbine for a range of GV geometries. A diagram of an impulse bladed radial turbine

can be seen in Figure 2.18. Pereiras et al. (2011) proposed an improved variation on

the radial design by changing the blade and GV profiles and changing the setting

angles between them. Pereiras et al. (2011) stated that it subjected the OWC to

higher damping, and produced higher torque at a lower speed than axial turbines.

Figure 2.18: Diagrammatic representation of a radial turbine (Setoguchi et al. 2002)

The advantages of the biradial turbine as proposed by Falcão & Nunes (2013a), see

Figure 2.19(a), is the compactness of the design, where the ratio of the duct radius

to the rotor radius is 3.1. Falcão & Nunes (2013b) proposed a modified version of

the biradial turbine which moves the GVs so that there is only an IGV and no OGV,

see Figure 2.19(b). The main disadvantages of this design variant, are the moving
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GVs, which may pose a potential reliability issue, and determining exactly when to

switch the GV position, for optimum efficiency in polychromatic seas. In an infinite

response system this issue would be eliminated as the GVs could be directly coupled

to the pressure sensors; however, since the response is finite there is a risk of phasing

issues in the control of the GVs.

(a) (b)

Figure 2.19: Diagrammatic representation of a biradial turbine with a) fixed guide
vanes and b) moving guide vanes (Falcão & Nunes 2013a)

2.4 OWC Electrical PTO System

The power take-off system attached to the turbine consists of a generator and an

Integrated Gate Bipolar Transistor (IGBT) regenerative back-to-back inverter drive.

The selection of both is a balance between efficiency, operating range and cost. In

addition, there are problems to consider such as harmonics, maintenance require-

ments, reliability etc. A brief discussion will therefore follow on directly as to the

technology that could be considered during the design of the power take-off package.
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The power take-off system attached to the turbine consists of a generator and an

IGBT regenerative back-to-back inverter drive. The selection of both is a question

of efficiency, operating range and cost. In addition, there are problems to consider

such as harmonics, maintenance requirements, reliability etc. A brief discussion will

therefore follow on directly as to the technology that could be considered during the

design of the power take-off package.

2.4.1 Generator Selection

There are four main types of generator that will be briefly discussed within this

section. These are: Synchronous Generator (SG), Doubly Fed Induction Generator

(DFIG) otherwise known as Wound Rotor Induction Generator (WRIG), Squir-

rel Cage Induction Generator (SCIG) and Permanent Magnet Generator (PMG).

O’Sullivan & Lewis (2008) provide a good review of selection criteria for generators

to be used on wave devices. A summary of the advantages and disadvantages is pro-

vided in Table 2.1. PMGs have a significant initial cost (O’Sullivan & Lewis 2008)

though this is mitigated by reduced lifetime costs in comparison with DFIGs. Spe-

cial attention is required for the PMG system design when considering grid faults

which cause island operation, as additional equipment may be required (Hodgins

2010) to prevent machine over speed as the magnetic field can not be switched off.

SGs are not suitable for VRT due to the fixed speed which leave the option of DFIGs

and SCIGs. The SCIG has a wider speed operating range than the DFIG but re-

quires a fully-fed inverter which is more costly than the third rated inverter that the

DFIG machine requires. As a result, the decision depends on the particulars of the

OWC. Both the SCIG and the DFIG have been considered for this study.
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Table 2.1: Generator selection advantages and disadvantages (O’Sullivan & Lewis
2008)

Generator Advantages Disadvantages
DFIG a) variable speed, b) re-

quires only 1/3 rated in-
verter for rotor control

a) susceptible to shock load-
ings as directly connected to
the grid, b) brushes need to
be changed twice a year

SCIG a) variable speed a) several percent less effi-
cient than the PMG and SG

SG a) fixed speed, b) experience
high shock loadings from
the grid, c) unable to use
the inertia of the system to
reduce power fluctuations

PMG a) variable speed, b) higher
efficiency than SG, SCIG
and DFIG

a) not currently manufac-
tured in large volume be-
tween 100kW and 1MW,
b) susceptible to corrosion
more than alternative gen-
erators in saline environ-
ment

2.4.2 Inverter Selection

Variable speed motors output variable frequency voltage which needs to be converted

to the fixed frequency of the grid connection point. In Europe this is 50Hz and in

North America this is 60Hz. For a SCIG, all the power is transferred through the

stator windings to the inverter and so it has to be rated to the maximum power

capability of the device. Conversely the DFIG connects the inverter to the rotor

windings and transfers only a third of power and hence the inverter unit is cheaper.

IGBT inverters are quoted as having an efficiency as high as 98%. However the power

consumed is approximately the same under part load as it is full load and hence for a

variable power device such as an OWC it may be considered useful to use a modular

system e.g. five 200kW power modules or power slices to provide a 1MW system

where only the necessary number of modules are switched on at any given moment.

Control Techniques offer a product, (Control Techniques - Emerson Group 2015),
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which uses a master power module to control additional power modules, electrical

arranged in parallel with each other. By switching these parallel modules in only

when needed the part load efficiency of the IGBT system may be improved. An

additional benefit of such a strategy is that if there is a failure of one module or if

one of the modules requires maintenance then the device can continue operating at a

reduced capacity. Drury (2009) presents a useful comparison of the IGBT drive with

some of the alternatives such as a Thyristor drive. The Thyristor drive has higher

switching losses; however, it has a capability up to 30MVA in comparison with a

limit of 4MVA with the IGBT drives. It is the high switching frequency of the IGBT

drive that makes it so efficient. Although the use of a back-to-back IGBT inverter

topology causes extra losses in the power conversion system, it is this component

that allows the Wave Energy Converter (WEC) to operate in a variable speed mode,

allowing more of the energy of the wave to be captured. It enables more flexibility

in the turbine operation and therefore greater wave-to-wire efficiency.

Figure 2.20: Back-to-back rectifiers for generator power rectification for non-
synchronous speeds (Ahmed & Zobaa 2009)
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2.4.3 Power Conditioning

Grid standards are different from country to country; however, similarities do exist.

ENA ER G59/2 and G81 are two of the relevant standards for the UK that are

dependent on the voltage and power rating. The grid standards are very complex

and cover a large number of topics. For the moment, only the following will be

discussed:

The Power Factor (PF) is basically the ratio of real power to the apparent power.

PF correction, to reduce cable losses, is easily achievable in a fully-rated converter.

PF is a tunable parameter depending on site requirements. It is possible for the grid

to request a certain power factor to be delivered from the power generation unit in

order to help compensate for others on the local distribution network.

Voltage harmonics occur when the voltage signal does not represent a truly sinusoidal

output. When a fully-rated IGBT converter is used, harmonics should not be a

problem as long as the equipment meets the relevant standards (Control Techniques

Ltd 2009b). Flicker pertains to voltage fluctuations at lower frequencies as the

human eye can detect flicker between 5-20Hz. Drury (2009). According to Alcorn &

Beattie (2001) the problem relating to flicker and the quantification, measurement

and control to minimize the same is more difficult than complying with the voltage

and harmonic regulations.

Electro-Magnetic Interference (EMI), on the other hand, can be a problem lo-

cally, corrupting instrumentation and control signals, but as EMI is not transferred

through transformers, it is not considered a problem as far as the grid is concerned,

unless there is no dedicated transformer for the wave device/farm. Complying with

the recommendations from the power module suppliers should prevent problems

with EMI, but selecting resilient and highly immune electronics is always advisable

(Control Techniques Ltd 2009a). EMI can be problematic if installation recom-
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mendations are not followed for example is the power cables are unscreened or

insufficiently screened.

Appropriate selection and installation of the power conditioning equipment along

with appropriate switch gear (e.g. circuit breakers and isolators), filters and trans-

formers goes a long way to preventing issues with the aforementioned grid require-

ments. For example, solving EMI problems on an installed unit can be a minefield.

Appropriate attention to detail is essential.
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Chapter 3

Analytical Model of an OWC

Wave-to-Wire System

3.1 Modeling Introduction

This chapter discusses the development of dynamic models of four subsystems (hy-

drodynamic, pneumatic, mechanical and electrical) for an Oscillating Water Column

(OWC) system and the integration of those subsystem models. The next section,

3.2, introduces the concepts of energy-based modeling, applying Euler-Lagrangian

mechanics, port-Hamiltonian mechanics, Brayton-Moser systems and a brief discus-

sion on bond graph methodology. These energy based modeling techniques will be

extremely useful in designing a control strategy to manipulate the flow of energy

within the system. However, for clarity, the present chapter progresses through the

energy conversion from the incident wave to the electrical connection. Section 3.3

details the use of wave spectra in the creation of wave time series which are used as

the input to the system model.

Section 3.4 focuses on the modeling of the hydrodynamics of an OWC using two
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approaches. The first approach is a development of the work completed by Gervelas

et al. (2011), which assumes frequency independent added mass and has been mod-

ified using Euler-Lagrangian mechanics to improve the model to take into account

the force which is imposed on the system due to the rate of change of mass and the

force that is applied on the system from mass leaving the system at non-null veloc-

ity. The second approach applies port-Hamiltonian mechanics in conjunction with

hydrodynamic coefficients calculated using numerical Boundary Element Method

(BEM) codes (such as WAMIT or, in this case, Nemoh) and are dependent on the

wave frequency. The frequency independent method is simpler and less computa-

tionally expensive and has fewer system states. It is much less accurate than the

frequency dependent method, however it can be argued, with its simplicity, has its

place for initial design purposes, including control system design.

The pneumatic model is then discussed in Section 3.5; this model utilizes the non-

dimensional flow rate and non-dimensional pressure drop relationship derived from

Computational Fluid Dynamics (CFD) numerical simulations (conducted by Banks

(2009), Natanzi (2010a), Tarver (2013) and the author of this thesis) to calculate

the dimensionless turbine characteristics. The mechanical model is described in

Section 3.6 and accounts for the windage, bearing and other losses of the turbine

and generator. An electrical model for the generator is described in Section 3.7

for both Squirrel Cage Induction Generators (SCIGs) and Doubly Fed Induction

Generators (DFIGs). The power converter/inverter was out of scope for this study.

The fully system state equations are then given in Section 3.8. The contribution

of this work is then detailed in Section 3.9 with a discussion of potential future

improvements.
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3.2 Energy Based Modeling

The present section provides a high-level overview of Euler-Lagrangian mechanics,

port-Hamiltonian mechanics and Brayton-Moser system methods as presented in the

literature of energy-based modeling, together with a description of the differences

between the methods. For a more in-depth discussion please see the work by Jelt-

sema & Scherpen (2009). This is accompanied by a brief description of bond-graph

for completeness.

3.2.1 Euler-Lagrangian Mechanics

For a detailed explanation of Lagrangian mechanics, see the work of Banerjee (2005).

Presented here is merely a brief overview.

The Lagrangian function, L , is the difference in energy between the kinetic energy,

T , and the potential energy, V :

L , T − V (3.1)

The system equations are given by the Lagrangian equation in its general form,

d

dt

(
∂L

∂q̇i

)
− ∂L

∂qi
+
∂R

∂q̇i
= 0 (3.2)

described in terms of the generalized positions, qi, generalized velocities, q̇i and

the Rayleigh dissipation function, R. The general form assumes that the potential

energy is independent of the velocity. Dissipation is taken into account by the

Rayleigh power dissipation function R. In such cases, where the potential energy

is a function of the velocity, it is necessary to use the modified Euler-Lagrangian
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equation where

d

dt

(
∂T

∂q̇i

)
− ∂(T − V )

∂qi
+
∂R

∂q̇i
= 0 (3.3)

It should be noted that the externally applied force is defined within the potential

energy term. This is not the case for the port-Hamiltonian method which follows

later in this chapter.

One of the benefits of using Lagrangian mechanics is that, in some cases, it can

significantly reduce the number of system equations by enabling the use of alter-

native coordinate systems. For example, in the case of an inverted pendulum, the

Cartesian coordinates can be replaced by an angle. Lagrangian mechanics also make

it possible to integrate systems of different types (e.g. mechanical and electrical),

where it can sometimes be difficult to identify how the systems are interlinked. In

addition, the Lagrangian approach, when defining the system equations, reduces the

complexity of interaction forces between different sub-elements.

3.2.2 Port-Hamiltonian Mechanics

The fundamental concept of port-Hamiltonian system is the flow of energy (i.e.

power) in and out of a system through ports. The ports are defined by the product

of effort and flow through interconnections to the outside world. A seminal book was

written by Duindam et al. (2009) on the modeling and control of complex physical

systems using the port-Hamiltonian approach. The Hamiltonian, H , is defined as

the total energy within the system, specifically the sum of the kinetic and the total

energy

H , T + V (3.4)

The derivation of the system equations from the Hamiltonian equation is applicable

to many systems and derives the first order equations directly rather than first
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deriving the second order equations as per the Euler-Lagrangian method (Banerjee

2005).

In contrast to the Euler-Lagrange equations, the system is defined in terms of the

momentum, Yi, and position, qi, variables rather than the velocity, q̇i, and position,

qi, variables, where the generalized momentum is defined as

Yi = mq̇i (3.5)

The generic form of the port-Hamiltonian system equations are given as

ṡ = (J −R)
∂H

∂s
+ gsuc (3.6)

where s is the state vector, J is the inertial matrix (which is skew symmetric) and R

is the dissipation matrix (which is a diagonal matrix). The port-Hamiltonian system,

as it name suggests, is centered around the concept of ports and the multiplication

of the inputs by the outputs gives the power into the system. The outputs, y, are

defined as the port flow variables, the complements to the effort variables.

y = gs
T ∂H

∂s
(3.7)

where the input matrix gs relates the externally applied efforts uc to the state equa-

tions.

The rate of change of energy within the system is equal to the power through the

ports which is the product of the effort, uc, and flow, y, variables defined as

dH

dt
= uc

Ty (3.8)

The power through the ports is not defined by the Hamiltonian and therefore, unlike
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the Euler-Lagrangian case, the externally applied efforts are not defined as part of

the potential energy.

3.2.3 Port-Hamiltonian Mechanics and Momentum Depen-

dent Potential Energy

As stated in Section 3.2, the standard definition of the Euler-Lagrange equation is

d

dt

(
∂L

∂q̇i

)
− ∂L

∂qi
+
∂R

∂q̇i
= 0 (3.9)

but this is a simplification which is incorrect when the potential energy is a function

of the generalized velocities q̇i. Under these conditions the more accurate definition

should be used (Banerjee 2005) which is

d

dt

(
∂T

∂q̇i

)
− ∂(T − V )

∂qi
+
∂R

∂q̇i
= 0 (3.10)

It is proposed by the author of this thesis that the Hamiltonian equation can be

adjusted in the same way taking into account that the Hamiltonian function is

defined in terms of the momentum variables and the position coordinates rather

than the flow variables and position coordinates, resulting in the formulation of the

port-Hamiltonian system equations as

ṡ = (J −R)

∂H
∂qi

∂T
∂Yi

+ gsuc (3.11)

in comparison with the standard equation

ṡ = (J −R)
∂H

s
+ gsuc (3.12)
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An example of a DC motor and mechanical load, Figure 3.1, will be used to illus-

trate the modification suggested in Equation (3.11). The DC motor and mechanical

load was presented by Banerjee (2005) for illustrating the same point with the

Euler-Lagrangian system. The system is defined in terms of the armature winding

inductance, Lw, the generator inertia, Jg, the load inertia, Jl, the electrical arma-

ture resistance, Rw, the mechanical resistances, Bg and Bl, the electrical charge,

qw, generator position θg and load position θl. The kinetic energy of the system is

defined as

T =
1

2

1

Lw
ψw

2 +
1

2

1

Jg
Yg

2 +
1

2

1

Jl
Yl

2 (3.13)

the potential energy of the system is defined as

V = Kfψf
Yg
Jg
qw +

1

2
ks(θg − θl)2 −Kfψf

ψw
Lw

θg (3.14)

and the Rayleigh dissipation function is defined as

R =
1

2
Rwq̇w

2 +
1

2
Bgθ̇g

2
+

1

2
Blθ̇l

2
(3.15)

Applying the standard port-Hamiltonian Equation, (3.12), gives the following par-

Figure 3.1: DC motor and mechanical load (Banerjee 2005)
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tial differential equations

∂H

∂qi
=


Kfψf

Yg
Jg
, ks(θg − θl)−Kfψf

ψw
Lw

, −ks(θg − θl)

T (3.16)

∂H

∂Yi
=

[
ψw
Lw
−Kfψf

θg
Lw

,
Yg
Jg

+Kfψf
qw
Jg
,
Yl
Jl

]T
(3.17)

∂R

∂q̇i
=

[
Rwq̇w, Bgθ̇g, Blθ̇l

]T
(3.18)

These partial equations will not form the correct system equations. For example the

state equation for the charge qw will be defined as

q̇w =
ψw
Lw
−Kfψf

θg
Lw

(3.19)

rather than

q̇w =
ψw
Lw

(3.20)

Alternatively using the proposed modification for the port-Hamiltonian equation,

the following partial differential is calculated from the kinetic energy,

∂T

∂Yi
=

[
ψw
Lw

,
Yg
Jg
,
Yl
Jl

]T
(3.21)
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From Equations (3.16), (3.18) and (3.21) the system equations are defined as



q̇w

θ̇g

θ̇l

ψ̇w

Ẏg

Ẏl


=



0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1

−1 0 0 −Rw 0 0

0 −1 0 0 −Bg 0

0 0 −1 0 0 −Bl





Kfψf
Yg
Jg

ks(θg − θl)−Kfψf
ψw
Lw

−ks(θg − θl)

ψw
Lw

Yg
Jg

Yl
Jl



+



0

0

0

1

0

0



[
Es

]

(3.22)

The modification to the formulation of the port-Hamiltonian system, given in Equa-

tion (3.11), will be used later for the induction generator equation formulation where

the potential energy is a function of the velocities.

3.2.4 Brayton-Moser Systems

Where the Hamiltonian, H , is defined in terms of the momentum and the posi-

tion variables, the Brayton-Moser equation is defined in terms of the efforts, E ,

and flows, F . Examples of effort variables include voltage, torque, force and pres-

sure and examples of flow variables are current, speed, velocity and flow rate. The

efforts and flows are defined for each subsystem component rather than merely be-

ing defined for the external interface. The work by Jeltsema & Scherpen (2009)

highlights that all components can be considered as either inductors, capacitors,

resistors and mem-resistors irrespective of their domain type: translational mechan-

ical, rotational mechanical, electrical, electromechanical, fluid etc. The definition of
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the port-Hamiltonian system seems to limit itself in its usual form to systems that

contain inductors. For an electrical system this would be a magnetic inductor, for

a translational mechanical system this would correspond to mass, for a rotational

mechanical system this would be the inertial component. However certain systems

have no inertial component such as a current source circuit with no magnetic in-

ductors. In these systems with no inertial component, the Brayton-Moser equation

demonstrates its effectiveness.

The mixed potential function, which can be thought of as the definition of power in

and out of the system, either through dissipation or port connections or from one

component to another, is defined as

P = R(F )−R∗(E ) + E TN F (3.23)

where the resistive content of the flow-controlled components is R(F ) and the resis-

tive co-content of the effort-controlled components is R∗(E ). N is the interconnec-

tion matrix which connects the effort and flow variables. This definition enables the

definition of dissipative power in terms of the effort and the flow variables unlike the

Euler-Lagrange and port-Hamiltonian systems which define the dissipative energy in

terms of purely the flow variables. The resistive co-content function incorporates the

external forces applied to the flow variables whereas the resistive content function

incorporates the external forces applied to the effort variables.

The system equations are defined as the rate of change of the partial differential of

the Hamiltonian with respect to the flow variables:

− d

dt

(
∂H

∂F

)
=
∂P

∂F
(3.24)

d

dt

(
∂H

∂E

)
=
∂P

∂E
(3.25)
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Note that for the Brayton-Moser systems, the mixed potential function is defined

in terms of the flow variables rather than momentum variables. This is in direct

contrast to the port-Hamiltonian framework, but aligned with the Euler-Lagrangian

framework. Unlike both the port-Hamiltonian and the Euler-Lagrangian frame-

work, the system is defined in terms of the effort variables instead of the position

coordinates.

3.2.5 Port-Hamiltonian Mechanics and a Change of Refer-

ence Frame

In an effort to apply the Brayton-Moser approach (where the dissipation energy is

defined either in terms of flow or effort) to a port-Hamiltonian framework one of the

key challenges is the definition of the variables. This challenge arises as the port-

Hamiltonian framework has generally only been applied to systems with an inertial

component. Consider the two examples in Figure 3.2. The left hand figure is easily

defined in the port-Hamiltonian framework where the effort variable is voltage, the

momentum variable is flux, the flow variable is current and the position variable is

charge.

Figure 3.2: Voltage source and current source electrical systems
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 q̇1

ψ̇1

 =


 0 1

−1 0

−
0 0

0 R1





0

ψ1

L1

+

0

1

[Es] (3.26)

The right hand circuit contains no inertial component; however, this can be resolved

by questioning the traditional assignment of voltage as the effort variable and current

as the flow variable. By defining the current as the effort, the voltage as the flow

variable, the capacitor charge as the momentum variable and the flux as the position

variable one then arrives at a Rayleigh dissipation function defined in terms of the

voltage rather than the current.

R =
1

2

1

R1

Er
2 (3.27)

The resulting port-Hamiltonian system is therefore

ψ̇
q̇1

 =


 0 1

−1 0

−
0 0

0
1

R1



 0

q1
C

+

0

1

[Is] (3.28)

It is nevertheless accepted that an extensive proof of the generalized scope of this

method would involve significant further work.

3.2.6 Bond Graphs

Bond Graphs are an alternative energy based modeling technique using pictorial

representation. The bond graph methodology has not been used in this body of

work, however for completeness, it should be noted that an analytical model of an

OWC, derived from a bond graph, has been developed by Kurniawan et al. (2011).

Bond graphs are constructed from elements and junctions. Similar to the port-
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Hamiltonian framework, the one-port elements consist of inductors (I), capacitors

(C), resistors (R), and sources (SE). A 0-junction represents a parallel connection

whereas a 1-junction represents a series connection. The one-port elements con-

nected in series and in parallel can be seen in Figure 3.3. Additional junction types

exist including transformers (TF) and gyrators (GY). The book by Banerjee (2005)

gives a good introduction to Bond Graphs.

(a) (b)

Figure 3.3: Bond Graph for Series and Parallel (Banerjee 2005)

3.2.7 Energy-Based Modeling Summary

As can easily be seen for the earlier examples, the three methods (Euler-Lagrangian,

Port-Hamiltonian and Brayton-Moser) result in the same system equations. How-

ever, certain systems lend themselves to one or other of these energy-based modeling

methods. The Brayton-Moser method deals well with systems without inertial com-

ponents. However, a method has been introduced to adapt the port-Hamiltonian

method for these systems with no inertial component. The port-Hamiltonian and

Brayton-Moser method directly calculate first order equations whereas the Euler-

Lagrangian method calculates second order equations which then may need to be

converted to first order equations for model implementation purposes. The meth-

ods detailed in this section will be used extensively in modeling the various sub-

components of the wave-to-wire model.
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3.3 Incident Waves

3.3.1 Wave Spectra

A traditional coal or gas power plant can control the input power to the system.

Renewable energy plants do not have this luxury and have to be able to cope with

whatever the weather systems generate. As a result, an understanding of wave

spectra is critical to optimizing the power capture from wave energy devices.

Water wave theory is an involved field in its own right, with many books written

solely on this topic. Two excellent books in this field are by McCormick (2010) and

Holthuijsen (2007). Waves are usually characterized by their wave height, period,

and wave length. Figure 3.4 shows these parameters pictorially.

Figure 3.4: Common wave terminology (Pretor-Pinney 2010)

A common misconception is that waves are the movement of water in the direction

of the wave direction of travel. This is not the case, with the exception of waves

that are breaking. One of the reasons wave theory becomes complicated is that the

movement of the water particles is actually elliptical/circular with energy transfer

between adjacent particles. The water particles in deep water take on a circular path

of motion, and as the water depth becomes shallower, the motion of the particles
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tends to an ellipse (see Figure 3.5). Equations have been developed to approximate

waves in different water depths, those given by McCormick (2010) can be found in

Appendix A.

Linear Wave Theory (LWT) can be used for most engineering applications in deep

water. As the depth becomes shallower, it may become necessary to apply another

approximation such as Stokes’ 2nd order theory (Amundarain, Alberdi, Garrido,

Garrido & Maseda 2010).

Figure 3.5: Properties of waves under various depth conditions a) deep water; b)
intermediate water; and c) shallow water (McCormick 1981b)

Ocean waves are generated by the wind and can travel for many miles as they

dissipate very little energy if they do not collide with another object such as a

shore-line or off-shore structure. Two of the main factors affecting the size of waves

that are generated are a) the fetch (the distance over which the wind is blowing)

and b) the wind duration. There is a minimum fetch, FDS, over which the wind

needs to blow before a sea is considered to be fully developed McCormick (2010)

which is defined as

FDS = 2.32U10
2 (3.29)

where U10 is the wind speed measured at 10m above sea level and the constant has

the units s2m−1. In addition there is a minimum time, tDS, over which the wind

can blow before the sea is considered to be developed which is defined as

tDS = 2.10U10 (3.30)
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where the constant has the units s2m−1.

Various equations have been developed to approximate wave spectra in different lo-

cations, which include, among others, the Pierson-Moskowitz; Joint North Sea Wave

Project (JONSWAP); and Bretschneider spectra (Holthuijsen 2007, McCormick

2010, Det Norske Veritas 2011). The selection of one over another depends on

the specific location and its distance to another land mass and whether the sea is

full developed or developing (McCormick 2010). JONSWAP is valid for fetch lim-

ited seas while Brentschneider and Pierson-Moskowitz are for fully developed sea..

The wave climate on the west coast of Ireland is considered to be modeled well by

the Pierson-Moskowitz spectrum due to the long distance between Ireland and the

Americas. The European Marine Energy Center (EMEC) wave energy testing site,

in the North-East coast of Scotland, is more likely to be accurately approximated

by the JONSWAP spectrum due to the short distance between Scandinavia and

Scotland, limiting the possible fetch.

Figure 3.6 shows good agreement between the data collected by Mollison, several

hundred kilometres west of Ireland at the Porcupine station, and which has been

averaged over a year, plotted alongside the prediction using the Long Term Energy

spectrum as proposed and presented by McCormick (2010). This highlights the

importance of understanding which spectrum is appropriate for a specific location.

It can be seen in Figure 3.6 that for waves a long way out to sea averaged over a year,

the “Long-term energy spectrum” is a better approximation of the data collected by

Mollision (McCormick 2010). McCormick (2010) also highlights that for structural

design one needs to look at the peak waves in storm conditions, whereas for control

design one needs to design the system around the most likely sea state over a year.

There is, unfortunately, a lack of consistency in the terms or variables used to define

the various spectra. For example, the original JONSWAP spectrum is calculated
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Figure 3.6: Comparison of long term energy spectrum and real data collected by
Mollison (McCormick 2010)

from the fetch, the wind speed at 10m above sea level, and the duration of the wind;

the Pierson-Moskowitz spectrum is calculated from the wind speed at 19.5m above

sea level. According to research by Valério et al. (2007) the Pierson-Moskowitz

spectrum is an accurate representation of a sea state. A function exists relating the

wind speed at 19.5m and at 10m above sea level (McCormick 2010) defined as

U19.5 = U10(1 + 0.0528
√

0.80 + 0.114U10) ≈ 1.075U10 (3.31)

This enables easier comparison between the JONSWAP and Pierson-Moskowitz

spectra in their original forms. The Bretschneider spectrum is calculated from the

average wave height and average period. In contrast the “Long-term energy spec-

trum” is calculated from the Root Mean Square (RMS) wave height and the shaping

function (McCormick 2010). Det Norske Veritas (2011) gives a redefined version of

the Pierson-Moskowitz and JONSWAP spectra in terms of wave frequency, f , sig-

nificant wave height, Hs, peak frequencies, ωp, and peak enhancement factor, Γ.

The Pierson-Moskowitz spectrum is redefined as

SPM(ω) =
5

6
Hs

2 ωp
4

(2πf)5
exp

(
−5

4

(2πf

ωp

)−4
)

(3.32)
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whereas the JONSWAP spectrum is redefined as

SJON(ω) = AySPMΓ
exp

(
−0.5
(

2πf−ωp
σωp

)2)
(3.33)

where

Ay = 1− 0.287 ln(Γ) (3.34)

The peak frequency is related to the peak period, Tp, defined as ωp = 2π/Tp.

The peak enhancement factor can be adjusted to use the JONSWAP spectrum to

represent other spectra such as the Bretschneider. The peak enhancement factor, Γ,

was identified to be equal to 3.3 for North Sea locations, but is 1 for Bretschneider

spectra and 7 for long swells (University of Edinburgh & FP7 partners 2011). The

peak enhancement factor can be used to match a spectrum to empirical sea data

(Cruz 2008). The associated spectra for a wave height of 3m and peak period of 8s

is shown in Figure 3.7, for these three peak enhancement factors.

Figure 3.7: JONSWAP spectra for three peak enhancement factors.

The JONSWAP spectrum as a function of wave height, period and the peak enhance-

ment factor is employed in order to simulate seas when a wave scatter diagram is

provided, such as that in Figure 3.8. The wave scatter diagram may be given for

a site that shows the likelihood of a particular sea spectra (Figure 3.8). A location
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can be described using a certain type of spectra such as the Bretschneider, Pierson-

Moskowitz or that developed by the JONSWAP. This, combined with data obtained

from the wave scatter diagrams, can be used to generate a set of wave time series.

Figure 3.8: Wave scatter diagram (Borgarino et al. 2011)

Brito-Melo et al. (2002) used sea states (each of a 15 minute duration) to represent

a specific wave climate at the Pico power plant, in the Azores. These time series

have been used to validate their proposed control strategy.

As waves travel for long distances without significant decay unless colliding with an

obstacle, seas are rarely purely unidirectional. Bimodal seas are those which have

two distinct frequency peaks in the spectrum and are often dealt with, where LWT

can be applied, by computing a linear combination of two unimodal spectra (Cruz

2008).

The directional spreading function, SD(Θ), can be thought of as the probability that

a wave is approaching a point from a given angle, Θ, and has the property

∫ 2π

0

SD(Θ)dΘ = 1 (3.35)

As a result, the sum of all the probabilities is equal to one. For an axisymmetric point
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absorber, the directional spreading function can be considered negligible; however,

if simulating a device that is directional, this must be taken into account.

The site spectra can be decomposed into the frequency dependent spectra and the

angle dependent spreading function:

S(f,Θ) = S(f)SD(Θ) (3.36)

Bimodal seas could also be represented using the same decomposition and can be

treated as a linear combination of unimodal spectra (Mackay 2011). The equations

describing the different unimodal spectra given by McCormick (2010) can be found

in Appendix B. These spectra along with those provided in Equations (3.32), 3.33

and 3.36 will be used in creating time series as the input for the analytical model

and for simulating waves at the turbine test facility. The conversion of the spectra

to a time series is detailed in the next sub-section.

3.3.2 Wave Time Series

Traditional LWT can be applied if the assumption of deep water holds true for

the oceanic gravity waves under study (Fantini 2007, Guerrini 2009, Krogstad &

Arntsen 2000). Under this assumption, a potential wave series can be generated

from the spectrum either by applying an Inverse Fast Fourier Transform (IFFT)

or by summing a series of sine waves. The latter method is employed here. If one

considers the inverse problem of generating a spectrum from a time series (when

only one time series exists), then the spectral variance density must be estimated

from one amplitude (Holthuijsen 2007) and as such is equal to:

S(f) ≈ 1

∆f
E{1

2
a2
i } →

1

∆f
(
1

2
a2
i ) (3.37)
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The amplitude of each wave frequency can therefore be calculated as

ai =
√

2S(f)∆f (3.38)

The wave elevation time series, η, at a given position, x, can be calculated as the

sum of each frequency component, f , with amplitude, a, wavelength λ and random

phase φ between 2π and zero:

η =
N∑
i=1

ai sin(2πf it−
2π

λi
x+ φi) (3.39)

The vertical velocity of the water surface, also known as the heave velocity of the

wave is therefore

η̇ =
N∑
i=1

2πf iai cos(2πf it−
2π

λi
x+ φi) (3.40)

and the acceleration is

η̈ = −
N∑
i=1

(2πf i)
2ai sin(2πf it−

2π

λi
x+ φi) (3.41)

The equations for the water movement at a certain depth, hd, under the mean sea

water level, due to the approaching wave, are a function of the water depth of the

sea floor, hw (Gervelas et al. 2011, Krogstad & Arntsen 2000). For deep water:

ηd(t, x) =
N∑
i=1

ηie
−kihd (3.42)

where

k =
(2π)2

gT 2
(3.43)
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3.4 Hydrodynamic OWC Modeling

This section will first review the existing models that can be found in literature and

then two contrasting models will be presented. The first develops upon the work

by Gervelas et al. (2011) but adds an additional term previously not considered

which accounts for mass leaving the system at non-null velocity. The second model

employs the weightless piston model. Additional terms are proposed to account for

the coupling radiation force between the two bodies (OWC and piston). A brief

comparison of the two methods will be given.

There are two main interfaces when modeling an OWC. Firstly, there is the structural-

hydrodynamic interface and secondly, there is the hydrodynamic-pneumatic inter-

face. A wide variety of numerical models have been developed for quantifying the

efficiency and the forced vertical response of fixed and floating OWCs. These have

mostly been developed using results from BEM codes with a few from computa-

tionally expensive CFD codes. The computational expense of the CFD codes arises

from their ability to compute the velocities and pressures through out the working

fluid whereas the BEM code is limited to computing these values on the surface

of the submerged body. As a result, the BEM code is less accurate, but is signif-

icantly less computationally expensive. The CFD codes can be used to compute

the velocities and pressure values within two interfacing working fluids such as the

water surface boundary of the air chamber within an OWC. This adds significantly

to the case for using CFD; however, its computational cost is prohibitive. How-

ever, simulation models have been developed that assume that the added mass and

damping coefficients are frequency independent and hence do not rely on CFD or

BEM computational expensive codes (Gervelas et al. 2011). It is intended that the

full OWC system model, developed as part of this work, is able to run in real-time

for model-based control strategies. The model can therefore make use of the BEM

coefficients but these need to be computed in advance; this is also the case for
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parameters calculated using CFD codes.

Guerrini (2009) presented a quasi-2D CFD model to represent a forward, backward

and bottom opened OWC device. However, the device was fixed and did not take

into account any floating behavior; as a result comparisons with sea data from

the “Mighty Whale” device did not show good agreement when the wavelength

was longer than the device (Guerrini 2009). Baudry et al. (2013) suggests that

while CFD can be significantly more accurate than BEM predictions, the additional

computational overhead makes it ill-suited for calculating the potential yearly energy

yield of a device. CFD is, however, often employed for characterizing the turbine

such as the work presented by Banks (2009) and Tarver (2013).

Iturrioz et al. (2013) compared experimental data for an OWC described as “fixed

detached” against results from a time domain model employing the equations origi-

nally presented by Cummins (1962) and then against results obtained from a BEM

code (WADAM) and results from a 2D and 3D CFD simulation as a step towards

modeling a floating device. The accuracy was best for the 3D CFD simulation and

worst for the time domain model as one would expect. However, the time domain

model was sufficiently accurate to be useful for the initial design and sizing process.

The time domain model ran four times faster than real-time (a ratio of 1:0.25),

however both the 2D code and the 3D code were significantly slower than real-time

(with ratios of 1:691 and 1:4320 respectively). This work omitted a turbine from

the model; the flow resistance was instead modeled as an orifice slot in the top of

the chamber.

Baudry et al. (2013) reviewed analytical, numerical and experimental methods for

modeling OWCs. In their work, the authors commented on the inaccuracy of the

rigid weightless piston model as it does not account for the sloshing modes that

can significantly affect the efficiency of an OWC. Baudry et al. (2013) therefore rec-

ommended using pressure distribution models, and in particular using an extended



54 Analytical Model of an OWC Wave-to-Wire System

BEM code to model the pressure distribution oscillation. The author of this thesis

suggests that the main disadvantage of the pressure distribution models is added

computational expense for a model that ideally should be run in real-time. However

this could be reviewed as a potential extension to the port-Hamiltonian model that

will be presented as part of this body of work. Another benefit that was suggested

by Baudry et al. (2013) was the potential complex structures that can be modeled

using BEM codes in direct contrast to purely analytical models.

The work by Brito-Melo et al. (2002) models an OWC using the continuity of mass

equation given as

p(t)

K
+ qv(t) = qd(t) + qr(t)−

Vc0
γpatm

dp(t)

dt
(3.44)

where qr, qd and qv are the flow rates due to radiation, diffraction and the flow

through the valve. Vc0 is the initial volume of air in the chamber and K is the

applied damping of the turbine. The radiation flow rate

qr(t) =

t∫
−∞

hr(t− τ)
dpc
dt

(τ)dτ (3.45)

is computed from the impulse response function hr which is derived from a numerical

model utilizing tools such as AQUADYN-OWC, WAMIT or alternative via tank

testing. The diffraction flow rate is derived by conducting experimental tank tests,

and then using the data from the instrumentation in Equation (3.44) to derive qd.

The turbine power, Pm, is calculated from the constant mechanical speed, ωm, and

derived torque from the turbine flow rate, qv, in Equation (3.46).

Pm =
ωm
T

T∫
0

[Tt(ωm, qr(t))− Tb(ωm)]dt (3.46)

The torque due to mechanical losses is given by Tb and will be function of speed. The
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turbine torque, Tt is approximated with a second order polynomial function. The

Brito-Melo et al. (2002) model assumes that the turbine never goes into stall because

the blow-off-valve will always operate at the appropriate time and will be sufficiently

large. It is assumed that due to the large inertia of the system the speed will remain

constant over the duration of a particular sea-state, which is given approximately

as 15 minutes. The turbine is also approximated by a linear relationship between

the flow rate and the pressure, given by K.

A weakness of the Brito-Melo et al. (2002) model is that it is static and therefore

cannot validate the dynamic aspects of any control system. The inertia of the

rotating machinery is assumed to be significantly large and hence the speed will be

constant. For the HydroAir turbine this is thought not to be the case based on the

current design and experimental testing. This type of model would be unsuitable

for the purposes of validating the dynamic behavior of the control strategy and

therefore will not be considered.

The work by Amundarain et al. (2011) neglected the hydrodynamic interface to

the turbine and employed a sinusoidal pressure input to the Power Take-Off (PTO)

system. This neglects the coupling effect between the two sub-systems (that of

the pneumatics and the hydrodynamics) which directly affects the resulting energy

absorption of the device.

Hoskin et al. (1986) modeled the OWC as a simple mass-spring-damper system,

whose equation of motion is

z̈2 =
1

M

(
Fdi −

t∫
0

Ka(t− τ)ż2(τ)dτ − ρwgAcz2 − (pc − patm)Ac

)
(3.47)

where Ac is the cross-sectional area of the water column, Fdi is the wave diffraction

force and Ka is the added damping and is determined by the geometry of the device
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and is frequency dependent. The mass flow of the turbine can be calculated as

ṁ ≡ d(ρaVc)

dt
≡ ρ̇a(Vc0 − Acz2)− ρaAcż2 = −ucG (pc − patm)ρa (3.48)

where G is a function of the pressure drop across the turbine, Vc is the water column

volume and uc is the control function representing the opening of the valve. The

system is governed by the adiabatic gas law which is stated as

pc
patm

=

(
ρa
ρa0

)γ
(3.49)

This model does not incorporate the mechanical or electrical dynamics and losses.

It is not made clear how the added damping and turbine discharge would be com-

puted. As such implementation of these equations within a model without further

information would not be possible, and no information is given as to the validation

of this derivation.

3.4.1 OWC Model with Frequency Independent Added Mass

As part of this body of work two models of the hydrodynamic subsystem have been

developed. The first expands on the work by Gervelas et al. (2011), which uses a

frequency independent added mass term and the second, detailed in Section 3.4.2,

expands on the work by Evans (1976) which uses the weightless piston approach

and computes the frequency dependent added mass.

A diagram of a simplified fixed OWC device is shown in Figure 3.9, with a radius

of the cylindrical column, rc; an orifice of diameter, Do; mean water depth, hw; a

water draft, hd; an air draft, ha0; an incident wave height, η; and the water elevation

within the column measured from the mean Sea Water Level (SWL),z2. The model

is for a fixed OWC and therefore does not take into account surge, sway, heave, roll,
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pitch or yaw of the device; therefore, z1 is zero. Further, the OWC is modeled as

a cylindrical geometry with a uniform distribution of flow. The same assumptions

as given by Gervelas et al. (2011) have been made; hence, diffraction, viscous and

turbulence effects are ignored. Also, the added mass and damping coefficient of the

water column are assumed to be independent of the frequency. Wave linear theory

with the principle of superposition is applied under the assumption of deep water.

Figure 3.9: Key OWC parameters

Newton-Euler method

The initial model developed by Gervelas et al. (2011) used Newtonian mechanics.

It described the dynamics of a fixed OWC device without the need for BEM or

CFD numerical results. The main system equation of the model of an OWC with
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an orifice plate is given as

Mwc z̈2 +B ż2 + C z2 = Fn(t) (3.50)

where B, the spring constant, C, the damping coefficient, Mwc, the water column

mass, and Ma, the added mass are defined as

B = 0.2
√
C(Mwc +Ma) (3.51)

C = πρwg rc
2 (3.52)

Mwc = πρw rc
2 (hd + z2) (3.53)

Ma = 2/3πρwrc
3 (3.54)

where ρw is the density of the sea water and g is acceleration due to gravity. In

addition the mass of the displaced water at the surface within the OWC chamber is

defined as

Md = πρwrc
2z2 (3.55)

The generalized force, Fn, or in other words the sum of the externally applied forces,

Fn(t) = Fa(t) + FFK(t) + F∆p(t) (3.56)

is equal to the sum of the forces due to the pressure applied by the air within

the chamber, due to the pressure applied by the wave and the force caused by the

difference in velocity between the water column and the wave. The forces F∆p, Fa

and FFK are defined below.
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The force due to the air pressure within the air chamber is a product of the water

surface area and the air pressure, given as

F∆p(t) = −π∆p(t) rc
2 (3.57)

The rate of change of air pressure in the model was calculated based on the afore-

mentioned mass flow,

∆ṗ =
cs

2ṁo

πrc2(ha0 − z2)
+ γ

(∆p+ patm)ż2

ha0 − z2

(3.58)

where the mass flow through the orifice plate is,

ṁo = −CdAo
√

2ρa∆p (3.59)

which is calculated from the orifice coefficient of discharge, Cd, the density of air,

ρa, the area of the orifice, Ao, and the pressure drop across it.

The added mass force is proportional to the difference in velocity between the heave

of the water within the column and the velocity of the wave at a depth equal to the

draft of the column,

Fa(t) = Ma(η̈d − z̈2) (3.60)

The added mass itself is dependent on the geometry of the column (Patel 1989).

The added mass for a vertical cylindrical column has already been given in Equation

(3.54). Water, within a wave, moves in a circular or oval path, dependent on water

depth, with both horizontal and vertical movement. However, for this model, only

the vertical component is taken into account, which influences only the heave of the

water and air column. The free surface vertical velocity at a certain depth, d, is
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given by

η̈di = −4π2f 2
i ai sin(2πf it+ φi)

sinh ki(hw − hd)
sinh kihw

(3.61)

The Froude-Krylov force, is proportional to the hydrodynamic pressure of the wave

and also to the surface area of the column,

FFK(t) = πpw(t) rc
2 (3.62)

where the pressure head due to the wave is a function of the wave height at the draft

entry, gravity and the density of water,

pw = ρwgai sin(2πf it+ φi)
sinh ki(hw − hd)

sinh kihw
(3.63)

The equations presented so far are the work of Gervelas et al. (2011) and will be

used for comparison purposes.

Euler-Lagrangian method

The modeling of an OWC as a mass spring damper and then resolving the external

forces applied to the system can be derived using the Lagrange equations developed

by Joseph-Louis Lagrange. This example is used to present the method prior to

considering any additional terms.

As discussed in Section 3.2.1, the Lagrangian function, L , is the difference in energy

between the kinetic energy, T , and the potential energy, V :

L = T − V (3.64)
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The Lagrangian equation in its general form,

d

dt

(
∂L

∂q̇i

)
− ∂L

∂qi
+
∂R

∂q̇i
= 0 (3.65)

assumes that the potential energy is not a function of the velocity. In such cases,

where this is not true, it is necessary to use the modified equation where

d

dt

(
∂T

∂q̇i

)
− ∂(T − V )

∂qi
+
∂R

∂q̇i
= 0 (3.66)

A derivation of the model is now presented using the standard Lagrangian model

assuming that masses within the system, Mwc and Md, are not functions of position.

The kinetic energy of the system is

T =
1

2
Mwc ż2

2 (3.67)

and the potential energy of the system is

V = Md gz2 − Fnz2 (3.68)

where Md is the water surface displaced mass, already given in Equation (3.55). The

Rayleigh function is calculated as

R =
1

2
Bż2

2 (3.69)

There is only one generalized coordinate considered, which is the water column

elevation, z2.

The rate of change of the kinetic energy with respect to the generalized coordinate
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is

∂T

∂z2

= 0 (3.70)

Whereas the rate of change of the kinetic energy with respect to the generalized

velocity is

∂T

∂ż2

= Mwc ż2 (3.71)

The rate of change with respect to time is then calculated from the rate of change

of the kinetic energy with respect to the generalized velocity,

d

dt

(
∂T

∂ż2

)
= Mwc z̈2 (3.72)

The rate of change of the potential energy with respect to the generalized coordinate

is

∂V

∂z2

= Md g − ΣFn (3.73)

= Cz2 − ΣFn (3.74)

The rate of change of the dissipation function with respect to the generalized velocity

is

∂R

∂ż2

= Bż2 (3.75)

Combining Equations (3.70), (3.72), (3.74), and (3.75) into the Euler-Lagrangian

system equation (3.65) gives the following,

Mwcz̈2 +Bż2 + Cz2 − Fn = 0 (3.76)

which it can be seen is the same as Equation (3.50), the Newton-Euler equation,

confirming the applicability of the method. Equation 3.76 can be rearranged into
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the port-Hamiltonian form using Equation 3.11 which gives

 ż2

Ẏ 2

 =

( 0 1

−1 0

−
0 0

0 B

)
Cz2

Y2
Mwc

+

0

1

Fn (3.77)

Pesce (2003) and Pesce et al. (2006) published work on the application of Euler-

Lagrange equations to mechanical systems with mass explicitly dependent on posi-

tion. This modeling technique is applicable to OWCs as the volume of water within

the column is dependent on the height of water, z2, and therefore the assumption

made in Equations (3.70) through (3.75) is questionable. In Newtonian mechanics,

a simplification is often made that the force is proportional to the product of the

mass and the acceleration,

F = M a (3.78)

based on an assumption of constant mass. However force is proportional to the rate

of change of momentum,

F =
d(Mv)

dt
(3.79)

which is important when mass is varying, as is the case in the system presented

here.

A recalculation of the Lagrangian equations shows that the partial derivative of the

kinetic energy with respect to the generalized coordinate changes to

∂T

∂z2

=
1

2

∂Mwc

∂z2

ż2
2 (3.80)

The time derivative of the partial derivative of the kinetic energy with respect to
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the generalized velocity also requires amending,

d

dt

(
∂T

∂ż2

)
= Mwc z̈2 +

∂Mwc

∂t
ż2 (3.81)

= Mwc z̈2 +
∂Mwc

∂z2

∂z2

∂t
ż2 (3.82)

= Mwc z̈2 +
∂Mwc

∂z2

ż2
2 (3.83)

Additionally, the partial derivative of the potential energy with respect to the gen-

eralized coordinate results in

∂V

∂z2

=
∂Md

∂z2

gz2 +Md g − Fn (3.84)

The remaining equation for the Rayleigh dissipation function is unchanged. However

the Lagrangian equation is for conservative systems and as mass is expelled from

the system at non-null velocity this also needs to be taken into account (Pesce et al.

2006) as it applies a force onto the system.

Fem = −1

2

∂Mwc

∂z2

ż2
2 (3.85)

If Equations (3.80), (3.83), (3.84) and (3.85), are now incorporated into Equation

(3.66), then the following system equation is found:

Mwcz̈2 +
∂Mwc

∂z2

ż2
2 − 1

2

∂Mwc

∂z2

ż2
2 +Bż2 +

∂Md

∂z2

gz2 + Cz2 − Fn − Fem = 0 (3.86)

This simplifies to:

Mwcz̈2 +
∂Mwc

∂z2

ż2
2 +Bż2 +

∂Md

∂z2

gz2 + Cz2 − Fn = 0 (3.87)

It can be seen comparing Equation (3.87) to (3.76) that there are an additional two
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terms which will affect the system response.

The frequency independent OWC system can be represented in the port-Hamiltonian

framework given by

ṡ = (J −D)H + guc (3.88)

as  ż2

Ẏ 2

 =

( 0 1

−1 0

−
0 0

0 B + ∂Mwc

∂z2

)
Cz2 + ∂Md

∂z2
gz2

Y2
Mwc

+

0

1

Fn (3.89)

3.4.2 OWC Model with Frequency Dependent Added Mass

The main issue with the Euler-Lagrange model is that the added mass and damp-

ing coefficients are taken to be frequency independent. This subsection will now

address this and present an alternative model that takes into account the frequency

dependent added mass. The first time domain model which utilized the frequency

dependent coefficients was presented by Cummins (1962).

Assessment work on the performance of OWCs is sometimes conducted in the fre-

quency domain such as the work presented by Gomes et al. (2012); however, due to

the non-linear components such as the turbine and any Blow-Off Valve (BOV) or

Shut-Off Valve (SOV) the time domain will be considered here.

The coefficients required to compute these forces are obtained through the use of a

commercial BEM code (e.g. WAMIT (Vas 2013)). However, open-source alterna-

tives such as Nemoh, published by Delhommeau et al. (2014), are available. BEM

codes compute the solution to the Navier-Stokes equation using potential flow theory

only on the surface of the submerged bodies as discussed by Baudry et al. (2013).

This contrasts with conventional CFD, which solves the Navier-Stokes equations

throughout the working fluid.
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The mesh density on the surface is critical in order to obtain convergence of the

results. The BEM code Nemoh assumes the applicability of LWT and computes the

relevant coefficients in the six degrees of freedom: surge, sway, heave, roll, pitch, and

yaw. This method enables the simulation of floating OWCs as well as fixed OWCs.

Figure 3.10 shows a simple cylindrical geometry OWC geometry with a draft length

of 5m and a diameter of 24m. This basic shape will be employed for the purposes

of this body of work and the movement of the device will be assumed to be purely

heave motion. A second device will also be modeled with a 12m diameter.

Figure 3.10: Nemoh mesh for a 24m cylindrical OWC device

The frequency domain can be used to assess the performance of the device. The Re-

sponse Amplitude Operator (RAO) shows the movement of the device in a particular

direction when subjected to a unit wave as a function of frequency. It highlights the

particular wave frequency to which the device is tuned and therefore the frequency

at which the power absorption is likely to be at a maximum. The equation for heave

motion for a single device is defined as

z(ωw) =
Fe(ωw)

−ωw2(Mb + A (ωw)) + (kh + km) + iωw(B(ωw) +Bpto)
(3.90)

where Fe is the excitation force, ωw is the wave angular frequency, Mb is the mass of
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the body, km is the mooring stiffness, kh is the Hydrostatic stiffness, z is the vertical

position of the body, A is the added mass coefficient, B is the damping coefficient,

and Bpto is the applied damping on the body by the PTO unit.

It is proposed that the RAOs can be calculated from the BEM coefficients for the

coupled motion of two devices. In this case, only heave motion will be considered

and the two bodies are defined as the OWC structure and the oscillating body of

water whose surface is modeled as a piston. The equation of motion in the frequency

domain for the first device is

z1(i2ωw
2(Mb1 +A 1)+iωw(Bpto1 +B1)+(kh1 +km1))+z2(i2ωw

2A 12 +iωwB12) = Fe1

(3.91)

where the suffix 1 refers to the first body, the suffix 2 refers to the second body, the

suffix 12 refers to the effect of the second body on the first body and the suffix 21

refers to the effect of the first body on the second body due to coupling effects.

The equation of motion for the second device is therefore

z2(i2ωw
2(Mb2 +A 2)+iωw(Bpto2 +B2)+(kh2 +km2))+z1(i2ωw

2A 21 +iωwB21) = Fe2

(3.92)

Rearranging this latter equation in terms of z2

z2 =
Fe2 − (i2ωw

2A 21 + iωwB21)z1

i2ωw2(Mb2 + A 2) + iωw(Bpto2 + B2)
(3.93)

substituting into the equation of motion for the first device,

z1(i2ωw
2(Mb1 + A 1) + iωw(Bpto1 + B1) + (kh1 + km1))

+
Fe2 − (i2ωw

2A 21 + iωwB21)z1

i2ωw2(Mb2 + A 2) + iωw(Bpto2 + B2)
(i2ωw

2A 12 + iωwB12) = Fe1 (3.94)

and then rearranging in terms of z1 results in the heave motion as a function of
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frequency as

z1 =
Fe1(i2ωw

2(Mb2 + A 2) + iωw(Bpto2 + B2))− Fe2(i2ωw
2A 12 + iωwB12)

((i2ωw
2(Mb1 + A 1) + iωw(Bpto1 + B1) + (kh1 + km1))(i2ωw

2(Mb2 + A 2)
+ iωw(Bpto2 + B2))− (i2ωw

2A 21 + iωwB21)(i2ωw
2A 12 + iωwB12))

(3.95)

Figure 3.11 shows the added mass, damping and excitation force coefficients that

have been calculated for the 12m diameter cylindrical device. These coefficients

were determined using the open source BEM code Nemoh. The results are refined

by adjusting the panel density until convergence of results is achieved.

Figure 3.11: BEM calculated coefficients for added mass, damping and excitation
force for a cylindrical OWC with a 12m diameter for a range of panel densities

Modeling the pressures on the free surface of the chamber as a piston uses the force
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balance equation,

Fg(t) = Fe(t) + Fr(t) + Fh(t) + Fdi(t) + FP (t) + Fm(t) + Ff (t) (3.96)

The definition of each of these forces will now be discussed.

The BEM code computes the hydrostatic stiffness, kh, where the hydrostatic stiffness

is related to the hydrostatic force via

Fh = khz (3.97)

However, the hydrostatic stiffness can be calculated manually

kh = ρwgAs (3.98)

This can be used as an additional check that the BEM model has been set-up

appropriately.

The excitation force is composed of two components: the Froude-Krylov force due

to the incident wave diffraction force due to the diffracted wave (Price 2009). There

are two definitions for the excitation force dependent on whether the incident wave

data is spectral form or a time domain series. Bhinder et al. (2011) defines the

excitation for regular waves as:

Fej(t) = =
( N∑
i=1

aiFeij(ωw expi(ωwt+φ)
)

(3.99)

where j=1..6, and defines the Degree Of Freedom (DOF) under consideration. Con-

versely Falnes (1995) defines the excitation force as

Fej(t) =

∫ ∞
−∞

κej(t− τ)η(τ)dτ (3.100)
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As it is non-causal, it is not simply a matter of multiplying the excitation force

coefficient by the incident wave height.

It should be noted that drag forces are neglected in this model due to the require-

ment for experimental testing to obtain the coefficients in order to calculate the

diffraction force which is outside the scope of this project but could be encompassed

as an extension to this body of work. The Morison equation is used to calculate

the diffraction force using coefficients that are derived in a semi empirical manner

(Bhinder et al. 2011).

The radiation force for a single body (Gomes et al. 2011) is defined as

Fr(t) = µ∞z̈ +

∫ t

0

κr(t− τ)ż(τ)dτ (3.101)

which requires the convolution of the impulse response function with the velocity of

the body. For a two body system such as an OWC modeled as a device and a piston

there is a radiation force due to the movement of the other body.

Fr1 = Fr1 + Fr12 (3.102)

= µ∞1z̈1 +

∫ t

0

κr1(t− τ)ż1(τ)dτ + µ∞12z̈2 +

∫ t

0

κr12(t− τ)ż2(τ)dτ(3.103)

Fr2 = Fr2 + Fr21 (3.104)

= µ∞2z̈2 +

∫ t

0

κr2(t− τ)ż2(τ)dτ + µ∞21z̈1 +

∫ t

0

κr21(t− τ)ż1(τ)dτ(3.105)

where κr is the impulse response function

κr =
2

π

∫ ∞
0

[B(ωw] cos(ωwτ)dωw (3.106)

and µ∞ is the added mass as the frequency tends to infinity

µ∞ = [A (ωw)] +
1

ωw

∫ ∞
0

κr(τ) sin(ωwτ)dτ (3.107)
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The added mass and damping coefficients, A and B, are computed by the BEM

code.

The method introduced by Prony and further detailed by Bhinder et al. (2011) gives

an approximation to the convolution integral reducing the computational overhead.

A number of states are introduced the sum of which are approximately equal to the

convolution

χ =

∫ t

0

κr(t− τ)ż(τ)dτ (3.108)

Each state derivative is defined as

χ̇i = βpiχi + αpiż (3.109)

where the constants αpi and βpi are found using the Prony method. The approxi-

mated impulse response function can be calculated as

κr(t) ≈
l∑

i=1

αpi expβpit (3.110)

Figure 3.12 shows the impulse response function and the approximation using the

Prony method for the cylindrical device already under discussion. The radiation

force can therefore be calculated as

Fr1 = Fr1 + Fr12 (3.111)

= µ∞1z̈1 +
l∑

i=1

χ1i + µ∞12z̈2 +
l∑

i=1

χ12i (3.112)

Fr2 = Fr2 + Fr21 (3.113)

= µ∞2z̈2 +
l∑

i=1

χ2i + µ∞21z̈1 +
l∑

i=1

χ21i (3.114)

The OWC is usually tethered to the sea bed using mooring lines. The mooring

lines can be modeled as a simple spring system however there is also non-linear
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Figure 3.12: Impulse response of a 24m cylindrical OWC

dissipation. For a floating Backward Bent Duct Buoy (BBDB) the movement of the

device needs to be considered in multiple degrees of freedom; however, for the simple

cylindrical OWC the only motion that will be considered is heave and therefore the

mooring force is considered to be zero as the device is not intended to be constrained

in this direction.

The motion of the OWC in heave is defined as

Mb1z̈1 + µ∞1z̈1 +
l∑

i=1

χ1i + µ∞12z̈2 +
l∑

i=1

χ12i + ρwgAs1z1 = Fe1 + As2∆p (3.115)

and the motion of the piston in heave is defined as

Mb2z̈2 + µ∞2z̈2 +
l∑

i=1

χ2i + µ∞21z̈1 +
l∑

i=1

χ21i + ρwgAs2z2 = Fe2 − As2∆p (3.116)

Note that the equations are coupled.

Rearranging Equation (3.116) in terms of the acceleration, z̈2, gives

z̈2 =
( 1

Mb2 + µ∞2

)(
Fe2−As2∆p−

l∑
i=1

χ2i−
l∑

i=1

χ21i−µ∞21z̈1−ρwgAs2z2

)
(3.117)
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Then substituting Equation (3.117) into (3.115) results in

(Mb1 + µ∞1)z̈1 = Fe1 + As2∆p−
l∑

i=1

χ1i −
l∑

i=1

χ12i − ρwgAs1z1

−
( µ∞12

Mb2 + µ∞2

)(
Fe2 − As2∆p−

l∑
i=1

χ2i −
l∑

i=1

χ21i − µ∞21z̈1 − ρwgAs2z2

)
(3.118)

Rearranging the equation in terms of the OWC position, z1, gives

z̈1 =
1(

Mb1 + µ∞1 − µ∞12µ∞21

Mb2+µ∞2

)[Fe1 + As2∆p−
l∑

i=1

χ1i −
l∑

i=1

χ12i − ρwgAs1z1

−
( µ∞12

Mb2 + µ∞2

)(
Fe2 − As2∆p−

l∑
i=1

χ2i −
l∑

i=1

χ21i − ρwgAs2z2

)]
(3.119)

The equivalent equation for the motion of the piston, z2, is

z̈2 =
1(

Mb2 + µ∞2 − µ∞21µ∞12

M1+µ∞1

)[Fe − As2∆p−
l∑

i=1

χ2i −
l∑

i=1

χ21i − ρwgAs2z2

−
( µ∞21

Mb1 + µ∞1

)(
Fe + As2∆p−

l∑
i=1

χ1i −
l∑

i=1

χ12i − ρwgAs1z1

)]
(3.120)

The term

µ∞21

Mb1 + µ∞1

(3.121)

and its counterpart in the equation for the first body dynamics is so small, as µ∞2

is much larger than µ∞12, that it is believed that the term can be neglected. No

references have been found that incorporate this term and instead the radiation

force is defined as

Fr1 = µ∞1z̈1 +
l∑

i=1

χ1i +
l∑

i=1

χ12i (3.122)

It has not been investigated how one would implement the OWC system into the
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port-Hamiltonian framework without this simplification. Using this simplification,

the system equation can be rearranged in the port-Hamiltonian framework to enable

power-based control. The total energy within the system is equal to

H = T + V (3.123)

where the kinetic energy is defined as

T =
1

2

( 1

Mb1 + µ∞1

)
Y1

2 +
1

2

( 1

Mb2 + µ∞2

)
Y2

2 (3.124)

and the potential energy equates to

V =
1

2
(km1 + kh1)z2

1 +
1

2
(km2 + kh2)z2

2 + µ∞12z̈2z1 + µ∞12z̈2z1 (3.125)

The Rayleigh dissipation equation is defined as

R =
1

2
B1z

2
1 +

1

2
B2z

2
1 (3.126)

The states are z1, z2, Y1, Y2, χ1i, χ2i, χ12i and χ21i.

For uncoupled motion the resulting state equations are

 ṡ
χ̇

 =

(J s J sχ

J χs J χ

−
Ds 0

0 Dχ

)
∂H

∂s

∂H
∂χ

+

gs
0

us (3.127)
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where the interconnection matrices are defined as

J s =



0 0 1 0

0 0 0 1

−1 0 0 0

0 −1 0 0


(3.128)

J χ =



0ixi 0ixi 0ixi 0ixi

0ixi 0ixi 0ixi 0ixi

0ixi 0ixi 0ixi 0ixi

0ixi 0ixi 0ixi 0ixi


(3.129)

J χs =



0 0 0 0

0 0 0 0

−αpT1i −αpT12i 0 0

0 0 −αpT2i −αpT21i


(3.130)

J sχ = −J T
χs (3.131)

The dissipation matrices are defined as

Ds =



0 0 0 0

0 0 0 0

0 0 B1 0

0 0 0 B2


(3.132)

Dχ = −diag

[
αp1iβp1i αp12iβp12i αp2iβp2i αp21iβp21i

]
(3.133)
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The rate of change of the energy with respect to the state variables s is defined as

∂H

∂s
=

[
(km1 + kh1)z1 (km2 + kh2)z2

Y1
Mb1+µ∞1

Y2
Mb2+µ∞2

]T
(3.134)

whereas the rate of change of the energy with respect to the state variables χ is

defined as

∂H

∂χ
=

[
χ1i

αp1i

χ12i

αp12i

χ2i

αp2i

χ21i

αp21i

]T
(3.135)

The system input matrix, gs, is defined as

gs =



0 0 0

0 0 0

1 0 1

0 1 −1


(3.136)

The system inputs are defined as

us =

[
Fe1 Fe2 As2∆p

]T
(3.137)

It is important to check to confirm the skew symmetric property of the J matrix

has been preserved.

3.5 Pneumatic OWC Model

The OWC chamber is a critical component in the energy conversion process. It

couples the resulting OWC motion and that of the oscillating body of water to the

turbine. Taking into account only the heave motion, the relative height of the water

within the chamber and the position of the device results in a volume change directly
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affecting the pressure within the chamber. This pressure imposes a force on both

the water surface and the OWC itself. It is useful to implement simulations of a

completely closed air chamber (i.e. no turbine or valve) and of a completely open

chamber (i.e. no pressure build up within the air chamber as it is connected directly

to the atmosphere). All other simulations lie in between these two extremes. The

air chamber interfaces to the bidirectional turbine by providing a pressure difference

across the turbine. The resulting flow rate through the turbine directly affects the

mass of air within the chamber, impacting the pressure. As it can be seen, the

system is highly coupled and therefore a unidirectional implementation of power

flow is far from ideal.

Work published by Amundarain et al. (2011) describes a model of a turbine and

generator, with the input to the system being the pressure drop across the turbine,

∆p, simulated with a sinusoidal input of |7000 sin(0.1πt)|. The model was tested with

irregular waves but no information is given as to how these waves were developed

and if they are associated with any particular spectrum. The OWC pneumatics

were not modeled.

The pressure drop across the turbine was related to the power coefficient Ca, the

axial velocity of the air, Va, the rotational speed, U , the cross sectional area of the

annulus at the rotor blades, AR, and was defined as

∆p = CaKx(1/AR)[Va
2 + U2] (3.138)

where the constant Kx was defined as

Kx = ρahbnlb/2 (3.139)

The mechanical torque was related to the torque coefficient, Ct, the axial and rota-
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tional speed, as well as the radius of the mid-span of the rotor blades, rm. It was

defined as

Tm = CtKxrm[Va
2 + U2] (3.140)

The power and torque coefficients can be obtained either though experimental test-

ing or CFD numerical simulations.

These CFD studies concentrate on the turbine performance and do not include the

air chamber, such as the work by Banks (2009), Torresi et al. (2011) and Liu et al.

(2011). Paixão Conde & Gato (2008), however, employed the CFD code Fluent to

model the air chamber and assess the performance of two asymmetrically placed

vertical-axis turbines under maximum flow conditions and concluded that the flow

distribution is fairly uniform and that steady simulations provide sufficient accuracy.

The focus of their study was on air jets impacting the water surface which could

cause water spray to be ingested by the air turbines and hence a recommendation was

put forward suggesting employing a baffle to prevent this. It would be interesting

to see what impact this phenomenon has on the performance of the device as well

as considering the potential structural issues.

In summary there are a range of models for the pneumatic subsystem; however, the

air chamber is a neglected component since a lot of research focusses either on the

hydrodynamics of the OWC or on the pneumatics of the turbine.

3.5.1 Inter-Component Volume Method

The pneumatic model, used in this work, has been derived using two separate meth-

ods for comparison purposes. The first method, presented in this section, uses the

inter-component volume method as used by Rahman & Whidborne (2008). This



Analytical Model of an OWC Wave-to-Wire System 79

method breaks the subsystem down so that, between each component, there is a

volume of air and, for each volume, the properties (e.g. pressure, temperature) are

calculated. The simplest interpretation of the OWC pneumatic system is shown in

Figure 3.13, with a single volume which has mass exiting through the turbine and

potentially a BOV. This is suitable when the turbine needs to be treated as a single

entity such as when CFD derived turbine characteristics are being used. In theory

if CFD derived characteristics were available for each component (e.g. guide vanes,

rotor blades) then the turbine could be modeled using the inter-component volume

method to its full extent, see Figure 3.14.

Figure 3.13: Basic inter-component volume method for OWC air chamber and tur-
bine

Figure 3.14: Extended inter-component volume method for OWC air chamber and
turbine

Assuming that the temperature difference is negligible, the rate of change of pressure

can be calculated by applying the following method.

The ideal gas law is critical to the inter-component method; by differentiating the
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ideal gas law,

pcVc = mcRaTc (3.141)

the relationship for the rate of change of static pressure, pc, can be related to the

rate of change of the volume, Vc, the mass, mc, and the temperature Tc as

Vcṗc + pcV̇c = RaTcṁc +RamcṪc (3.142)

The temperature derivative, if considered negligible in comparison to the mass

derivative as shown by Rahman & Whidborne (2009), can be neglected. If this

is the case, the above equation can then be simplified to give

ṗc =
RaTc
Vc

ṁc −
pc
Vc
V̇c (3.143)

The volume within the air chamber is

Vc = Ac(ha0 + z1 − z2) (3.144)

where ha0 is the draft (initial height) of the air chamber, Ac is the cross-sectional

area of the OWC, z1 is the vertical movement of the buoy and z2 is the wave height

within the chamber (as opposed to the incident wave elevation, η). Differentiating

the volume with respect to time results in

V̇c = Ac(ż1 − ż2) (3.145)

Substituting the rate of change of volume into the equation for rate of change of

pressure gives

ṗc =
RaTc
Vc

ṁc −
pc

(ha0 + z1 − z2)
(ż1 − ż2) (3.146)
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To reduce the number of variables the ideal gas law will be substituted back into

the above equation

pc
mc

=
RaTc
Vc

(3.147)

The rate of change of pressure is now only a function of the mass, wave height,

pressure and the initial height of the air chamber,

ṗc = pc

(
1

mc

ṁc −
1

(ha0 + z1 − z2)
(ż1 − ż2)

)
(3.148)

In the case where the temperature difference cannot be considered negligible, but

instead it is considered to be adiabatic (no transfer of heat to the surroundings),

then the following equation Gervelas et al. (2011) can be applied

pc
(1−γ)Tc

γ = const (3.149)

and hence by applying a logarithm and differentiating, the following equation is

derived

∂Tc
∂t

=
Tc
pc

γ − 1

γ

∂pc
∂t

(3.150)

This can be substituted into Equation (3.142) to give

Vcṗc + pcV̇c = RaTcṁc +Ramc

(
Tc
pc

γ − 1

γ

∂pc
∂t

)
(3.151)

Rearranging to group the pressure derivatives together results in

∂pc
∂t

(
1− γ − 1

γ

)
=
RaTc
Vc

∂mc

∂t
− pc
Vc

∂Vc
∂t

(3.152)

The equation for the speed of sound in air is

cs =
√
γRaTc (3.153)
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The pressure in the chamber can be calculated as

pc = patm + ∆p (3.154)

Substituting both of these into Equation (3.152) results in a simplification of the

pressure equation to

∂∆p

∂t
=
cs

2

Vc

∂mc

∂t
− γ(∆p+ patm)

Vc

∂Vc
∂t

(3.155)

The equations for the volume and the rate of change of volume are unchanged which

gives the equation for the rate of change of pressure across the turbine as

∂∆p

∂t
=

cs
2

Ac(ha0 + z1 − z2)

∂mc

∂t
− γ(∆p+ patm)

(ha0 + z1 − z2)
(ż1 − ż2) (3.156)

Equation (3.148) can be compared against (3.156) for a comparison of the tempera-

ture effect. This second model taking into account the temperature will be used for

the remainder of this work.

3.5.2 Turbine Mass Flow

The mass flow through the turbine, wt can be calculated using the non-dimensional

pressure and flow rate relationship derived either through CFD numerical simu-

lations or experimental testing. In this instance non-dimensional turbine charac-

teristics have been derived from CFD numerical results (derived by Banks (2009),

Natanzi (2010a), Tarver (2013) and the author of this thesis) and hence the non-

dimensional flow rate through the turbine, Q∗, and the non-dimensional turbine

torque, T ∗ are a function of the non-dimensional pressure drop across the turbine,
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p∗, the density of air, ρa, the diameter of the turbine, Dt, and the rotational speed of

the turbine, ωm. The non-dimensional parameters are calculated using the standard

method as given by White (1999).

Non-dimensional pressure is defined as

p∗ =
∆p

ρaDt
2ωm2

(3.157)

Non-dimensional torque is defined as

T ∗ =
Tt

ρaDt
5ωm2

(3.158)

Non-dimensional flow rate is defined as

Q∗ =
Qt

Dt
3ωm

(3.159)

where mass flow is subsequently derived from the non-dimensional flow rate, and is

defined as

wt = ρaQt (3.160)

The non-dimensional curves enable easy scaling of a system for different power rat-

ings. There are various ways to model a turbine, either with empirical relationships,

model equations based on fundamental equations or complex numerical algorithms

requiring extensive computational capacity. A trade-off needs to be made to meet

the requirements for real-time control (Ray 1980).

The model described by Ray (1980) is very interesting, and suggests a compromise

between the two contradicting design criteria of computational speed and fidelity.

However, the assumption for steam turbines of constant efficiency across the different
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stages and for part load conditions does not carry across the extremely low pressure

variable geometry impulse or alternative low pressure single stage turbine.

Various OWC models incorporate empirical relationships of the power coefficient,

Ca versus the flow coefficient, Φ, and the torque coefficient, Ct, also against Φ,

including the work by Anand et al. (2007). The equations for Ct and Ca given by

Herring (2007) are defined as

Ct =
Tt

ρa(Va2 + U2
R)hblbnrm/2

(3.161)

Ca =
∆pQt

ρa(Va2 + U2
R)hblbnVa/2

(3.162)

where Tt is the turbine torque, ρa is the air density, hb is the height of the blade, lb

is the chord length, n is the number of rotor blades and rm is the mean radius.

Figure 3.15 shows a turbine model using these relationships. CFD numerical simu-

lation results can be used to model the turbine. There are a variety of ways to apply

the results into a system model either using look-up tables, alternatively curves can

be fit to the data. One of the limitations however to using CFD numerical simulation

results is that they are accurate over a finite flow coefficient range.

The turbine characteristics can be linearized around an operating point. In order

to do this the equations approximating the data need to be twice differentiable to

ensure no discontinuities. Initially, it was decided to fit a least squared fit curve to

the data, but this drove a high degree polynomial with large oscillations between the

known values. To avoid this issue it was decided to investigate the use of a spline fit

and limit the spline to a 3rd order polynomial. It was found that if the end points

were not bound by a maximum rate of change they required additional data points

adding, otherwise the quality of the fit deteriorated significantly.



Analytical Model of an OWC Wave-to-Wire System 85

Figure 3.15: Simulink model of the turbine (Anand et al. 2007)

The equation for the non-dimensional turbine flow rate spline of third degree is

Q∗ = aQi(p
∗ − p∗i)3 + bQi(p

∗ − p∗i)2 + cQi(p
∗ − p∗i) + dQi (3.163)

If necessary analysis can be carried out to see which data points can be removed to

reduce the size of the coefficients table without significantly deteriorating the fit to

the data. For this study it was deemed unnecessary.

Substituting in the spline equations into the non-dimensional turbine equation re-

sults in

Qt = ρaωmDt
3
[
aQi(

∆p

ρaωm2Dt
2
−p∗i)3+bQi(

∆p

ρaωm2Dt
2
−p∗i)2+cQi(

∆p

ρaωm2Dt
2
−p∗i)+dQi

]
(3.164)

3.5.3 Blow-Off Valve Mass Flow

Another component of the system is the BOV, which can be used to relieve pressure

for extreme or freak waves. The BOV is modeled as a simple orifice; the standard
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orifice equation is applied. The mass flow through an orifice,

wo = CdAo
√

2ρa∆p (3.165)

is given by Gervelas et al. (2011) as a function of the orifice area, Ao, the coefficient

of discharge of the orifice, Cd, the pressure drop across the orifice which in this case

is the same as the pressure drop across the turbine, ∆p, and the density of air.

The BOV is either open or closed, for simulation purposes there is no intermediate

position. This is implemented using a gain, Gb which takes only binary values of

open, one, or closed, zero. As a result no transient dynamics of the valve are taken

into account.

wb = GbCdAb
√

2ρa∆p (3.166)

3.5.4 Rate of Change of Mass within Air Chamber

The pneumatic system is assumed to be incompressible owing to the low pressure

ratios involved in agreement with Herring (2007) and Banks (2009).

The rate of change of mass of air within the OWC therefore has a negative linear

relationship to the sum of mass exiting through the BOV, wb and the turbine wt,

ṁc = −wt − wb (3.167)

The dynamics of the pneumatic system are defined by this equation.

3.5.5 Port-Hamiltonian Equations

As will be discussed in Chapter 5, power shaping control offers a potential means of

improved system level efficiency. To support the implementation of power shaping
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control, the pneumatic system equations discussed in Sections 3.5.1 to 3.5.4 need to

be applied into the port-Hamiltonian framework.

The turbine CFD curves are given as a relationship of non-dimensional pressure

to non-dimensional flow rate and also non-dimensional pressure to non-dimensional

torque. The four fundamental system components of any system, independent of

domain, are inductor, capacitor, resistor and mem-resistor (Jeltsema & Scherpen

2009). The inductor is defined in terms of the relationship between momentum and

flow, the capacitor in terms of effort and position, the resistor in terms of effort

and flow and the mem-resistor in terms of momentum and position. Taking these

definitions into account, one potential way to consider the turbine pressure drop and

flow rate relationship is as a resistor. The pressure to torque relationship can be

thought of as a gyrator where the effort at one side of the component is related to

the flow at the other side and vice versa. It should be noted that in a turbine these

relationships are non-linear.

The definition for the gyrator ratio, Nt is

Nt =
Tt
pc

=
Qtg

ωm
(3.168)

Section 3.2.5 proposed an amendment to the port-Hamiltonian framework to change

the reference frame for systems with potential energy but no kinetic energy or in

other words flow source systems rather than effort source. This modification has

been applied to the pneumatic system in order to couple it with the hydrodynamic

and mechanical systems. The pressure has therefore been defined as the flow variable

and the rate of change of volume as the effort variable. As a result the position

variable is defined as

qi =

∫
∆pdt (3.169)
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and the momentum variable is defined as

Yi = Ve (3.170)

A simplified version of the OWC dynamics will be considered here in order to illus-

trate the coupling between the hydrodynamic and mechanical systems through the

pneumatic system. As a result the energy function is defined as

H =
1

2

1

M11

Y1
2 +

1

2

1

M2

Y2
2 +

1

2
k1z1 +

1

2
k2z2 +mcRa(TatmVe

γ−1
0 )

1

1− γ
Ve

1−γ+
1

2

1

Jm
Ym

2

(3.171)

and the dissipation function is defined as

R =
1

2
B1ż1

2 +
1

2
B2ż2

2 +
1

2
Qtrpc

2 +
1

2
Btωm

2 (3.172)

where

Qtr = Qt −Qtg (3.173)

and

Qt = ρaωmDt
3
[
aQi

(
∆p

ρaωm2Dt
2
− p∗i

)3

+ bQi

(
∆p

ρaωm2Dt
2
− p∗i

)2

+ cQi

(
∆p

ρaωm2Dt
2
− p∗i

)
+ dQi

]
(3.174)
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The resulting system equations are



ż1

ż2

Ẏ1

Ẏ2

V̇e

θ̇m

Ẏm



=



0 0 1 0 0 0 0

0 0 0 1 0 0 0

−1 0 −B1 0 −A 0 0

0 −1 0 −B2 A 0 0

0 0 A −A −Bq 0 −K

0 0 0 0 0 0 1

0 0 0 0 K −1 −Bt





k1z1

k2z2

Y1

M1

Y1

M2

pc

∂H

∂θm

∂Ym
∂Jm



+



0 0

0 0

1 0

0 1

0 0

0 0

0 0



Fe1

Fe2



(3.175)

where

pc = mcRa(TatmVe
γ−1
0 )Ve

−γ (3.176)

and

Bq =
∂R

∂pc

1

pc
(3.177)

The turbine relationship between non-dimensional pressure drop and flow rate and

that between non-dimensional pressure drop and torque have been successfully inte-

grated into the port-Hamiltonian framework as part of the pneumatic subsystem.
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3.6 Mechanical Drive-Train Model

One of the big issues with OWCs is the existence of only a few control variables,

especially in the case of a fixed geometry single turbine as presented here. The re-

duced number of control variables make it harder to control the system to a desired

operating condition. As a result a number of proposals have been made to address

this issue, one of which is to use a variable inertia flywheel. O’Sullivan & Lewis

(2008) stated that, in certain sea states, fixed speed (and high inertia) is preferred

while in others it is variable speed. Tuning the inertia of the system is a balance

between smoothing of power and dynamic response to fluctuations. As a conse-

quence of this, the next two subsections detail the model for both a fixed inertia

and variable inertia system.

3.6.1 Fixed Inertia Turbine Model

The resultant torque, Tn, on the turbine-generator shaft is

Tn = Tt + Te + Tb (3.178)

where Te is the electrical torque applied by the generator; Tb is the losses in the drive

train due to bearings and windage in both the turbine and generator and is usually

negative unless the turbine is spinning in reverse; and Tt is the torque applied to the

turbine from the air flow and is a function of the non-dimensional pressure, density,

rotor diameter and speed as calculated in the previous section. The resultant torque

is used to calculate the acceleration of the rotating assembly,

θ̈m =
Tn
Jd

(3.179)
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where Jd is the sum of the moments of inertia of all rotating components in the

drive-train.

Alternatively the equations can be calculated using one of the energy-based model-

ing methods, for example Euler-Lagrange mechanics. First the kinetic energy, T ,

potential energy, V and the Rayleigh dissipation function, R are equal to

T =
1

2
Jdθ̇

2

m (3.180)

V = −(Tt + Te)θm (3.181)

R =
1

2
(Bt +Bb)θ̇

2

m (3.182)

where the mechanical resistance due to windage and bearings losses is Bt and Bb

respectively. Note that the losses are not included in the potential term but rather

in the Rayleigh dissipation function. From these equations, the partial derivative

with respect to the generalized coordinate and velocity are calculated, in this case

the coordinate is θm and the generalized velocity is θ̇m.

∂T

∂θm
= 0 (3.183)

d

dt

(
∂T

∂θ̇m

)
= Jdθ̈m (3.184)

∂V

∂θm
= −(Tt + Te) (3.185)

∂R

∂θ̇m
= (Bt +Bb)θ̇m (3.186)

The partial derivatives are substituted into the Euler-Lagrange equation, Equation

(3.64), which results in

Jdθ̈m − (Tt + Te) + (Bt +Bb)θ̇m = 0 (3.187)
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Rearranged, this produces the derivative of the system variable speed.

θ̈m =
1

Jd

[(
Tt + Te)− (Bt +Bb

)
θ̇m

]
(3.188)

3.6.2 Variable Inertia Turbine Model

A potential variable inertia system is presented here. The kinetic energy, potential

energy and Rayleigh dissipation function are the same as that calculated for the

fixed inertia turbine and are given in Equations (3.180) to (3.182). As the inertia

is now a function of time, the time derivative of the partial derivative of the kinetic

energy with respect to the generalized velocity is now

d

dt

(
∂T

∂θ̇m

)
= J̇dθ̇m + Jdθ̈m (3.189)

The time derivative is then substituted back into the Euler-Lagrange equation, re-

sulting in

θ̈m =
1

Jd

[
Tm + Te − J̇dθm − (Bt +Bb)θ̇m

]
(3.190)

This will only be true for the variable inertia system assuming that mass is expelled

at null velocity. Under this condition both the fixed inertia and variable inertia

systems can be represented in the port-Hamiltonian framework as

 dθm
dt

dYm
dt

 =


 0 1

−1 0

−
0 0

0 Bt +Bb



 0

−1

+

0

1

[Tm] (3.191)

However whether this condition is true or not will depend on the specific mechanical

design of the variable inertia flywheel. Modifications to the system equation of

motion can be made to account for a change in mass at non-null velocity, however

this is not presented here.
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3.7 Electrical Generator Model

There is an absence of system level models that incorporate one of the accepted elec-

trical generator models such as that presented by Krause (1986). Various different

approaches have been developed to model the electrical system for marine energy

devices. Some of these completely neglect the effect of generator efficiency under

part load conditions and the resulting power factor (ratio of useful power to total

power). Other models neglect the dynamic components.

Hodgins (2010) provides a good description of the losses that are associated with a

wide variety of generator types including both squirrel cage and doubly fed induction

generators. These include the friction, windage, stator copper and rotor copper

losses. The resulting efficiencies at part load can be see in Figure 3.16. Note that

the per unit (p.u.) value is calculated as the actual value divided by the nominal

rated value. This is a common way to normalize electrical parameters. However,

the state equations are not given; instead, the power output of the machine is given

as

Pout = Pin − Ploss (3.192)

As a result the generator has no effect back along the power chain and hence has

no effect on the turbine or the OWC itself. This same methodology is applied by

Curran et al. (1997). In direct contrast, Gonzalez et al. (2013) states the importance

of simulating both the steady and transient operation and employs the synchronous

generator model as per Sauer & Pai (1998). Approximations based on empirical

results were used by Brito-Melo et al. (2002) to simulate the generator.

A permanent magnet model is presented by Ceballos et al. (2013) and a wound

rotor induction machine is presented by Enferad & Nazarpour (2013). A direct-

quadrature model of a doubly fed induction generator was presented by Amundarain

et al. (2011).
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Figure 3.16: Per unit power for induction generator vs permanent magnet (Hodgins
2010)

The system equations for the DFIG and the SCIG are the same; however, the applied

voltages are different. The rotor voltage on SCIG is zero and the stator voltage is

that of the voltage converter. The voltage on a DFIG is that of the voltage converter

and the stator voltage is that of the grid connection. As a result, the control input on

the SCIG and the DFIG is the stator and rotor voltages respectively. Krause (1986)

is a useful source for a detailed derivation of these well-known equations. Section

3.7.1 will review the derivation of the induction generator equations as presented by

Krause (1986) as this will be employed in the generation of the port-Hamiltonian

model in Section 3.7.2.

3.7.1 Induction Generator System Equations

The standard three phase reference frame is called the abc reference frame. These

are the values that can be measured directly using a volt meter and current clamps

on the windings and have sinusoidal oscillating values.
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The state variables in the abc frame are the stator and rotor fluxes, ψabcs and ψabcr

respectively, and the mechanical speed. The rate of change of the stator flux is

defined as

dψabcs
dt

= vabcs −Rsiabcs (3.193)

where vabcs is the abc stator voltage, Rs is the stator resistance and iabcs is the abc

stator current. Whereas the rate of change of the rotor flux is defined as

dψabcr
dt

= vabcr −Rriabcr (3.194)

where vabcr is the abc rotor voltage, Rr is the rotor resistance and iabcr is the abc

rotor current. The acceleration of the mechanical shaft is given by

dωm
dt

=
1

(Jm)
(Tt + Te) (3.195)

where Jm is the mechanical inertia, is the turbine Tt is the load torque and Te is the

electrical torque, given as

Te =
np
2
iabcs

T ∂Lsrx
∂θr

iabcr (3.196)

The inductance matrix is

Lsrx = Lsr


cos(θr) cos(θr + 2π

3
) cos(θr − 2π

3
)

cos(θr − 2π
3

) cos(θr) cos(θr + 2π
3

)

cos(θr + 2π
3

) cos(θr − 2π
3

) cos(θr)

 (3.197)

where θr is the rotor position.
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The qd0 stator flux is given as

ψqd0s

dt
= vqd0s −Rsiqd0s − ωe


0 1 0

−1 0 0

0 0 0

ψqd0s (3.198)

where vqd0s is the dq0 stator voltage, iqd0s is the qd0 stator current, and ωe is the

electrical speed of the stator.

The qd0 rotor flux is given as

ψqd0r

dt
= vqd0r −Rriqd0r − (ωe − ωr)


0 1 0

−1 0 0

0 0 0

ψqd0r (3.199)

where vqd0r is the dq0 rotor voltage, iqd0r is the qd0 rotor current and ωr is the

electrical speed of the rotor which is defined as

ωr =
np
2
ωm (3.200)

The qd0 electrical torque is calculated as

Te =
3

2

np
2
Lms(iqsidr − idsiqr) (3.201)

where the Park transform is used to convert from the abc reference frame to the

direct-quadrature-zero (dq0) reference frame and is defined by
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vd =
2

3
(va sin(ωxt) + vb sin(ωxt−

2π

3
) + vc sin(ωxt+

2π

3
)) (3.202)

vq =
2

3
(va cos(ωxt) + vb cos(ωxt−

2π

3
) + vc cos(ωxt+

2π

3
)) (3.203)

v0 =
1

3
(va + vb + vc) (3.204)

The reverse transform is defined as

va = vd sin(ωxt) + vq cos(ωxt) + v0 (3.205)

vb = vd sin(ωxt−
2π

3
) + vq cos(ωxt−

2π

3
) + v0 (3.206)

vc = vd sin(ωxt+
2π

3
) + vq cos(ωxt+

2π

3
) + v0 (3.207)

For load balanced systems this can result in a minimization of the number of states

as the zero component can be disregarded. A load balanced system is quite simply

where the voltage and current in each abc phase are of the same magnitude but

out of phase by 120◦. An example of an unbalanced load in a distribution system

is where houses connected to one phase are consuming more power than houses

connected to another phase. This can also happen is the resistance is higher on

one phase of a generator. It is always advisable to design for balanced load and

an additional benefit, as previously stated, is that the number of states within the

model can then be reduced.

An alternate definition of the transform is given by Krause (1986) where the trans-

form of the stator and rotor currents in the qd0 reference frame is calculated from

the three phase systems using the following equations

iqd0s = Ks(θs)iabcs (3.208)

iqd0r = Kr(θs, θr)iabcr (3.209)
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The transform matrices have multiple definitions (Krause 1986), however, as it is an

arbitrary reference frame it has been decided to use one of the definitions given by

Krause (1986) where the matrices are orthogonal so that the inverse of the matrix

is equal to the transpose, i.e.

(Ks)
T = (Ks)

−1 (3.210)

(Kr)
T = (Kr)

−1 (3.211)

as it simplifies the port-Hamiltonian model that will be derived in the next section.

This being the case the stator transform is defined as

Ks(θs) =

√
2

3


cos(θs) cos(θs − 2π

3
) cos(θs + 2π

3
)

sin(θs) sin(θs − 2π
3

) sin(θs + 2π
3

)

1√
2

1√
2

1√
2

 (3.212)

whereas the rotor transform is defined as

Kr(βx) =

√
2

3


cos(βx) cos(βx − 2π

3
) cos(βx + 2π

3
)

sin(βx) sin(βx − 2π
3

) sin(βx + 2π
3

)

1√
2

1√
2

1√
2

 (3.213)

where

βx = θs − θr (3.214)

where θs is the reference position.

It should be noted that the order of the direct-, quadrature- and zero-components

depends on the specific reference. The order of quadrature-direct-zero will be used

throughout this work to align with the work by Krause (1986).
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3.7.2 Port-Hamiltonian Induction Generator Model

A port-Hamiltonian model of an induction generator model was presented by Dòria-

Cerezo (2006).

The state variables are defined as

s =

[
ψdqs ψdqr Ym

]T
(3.215)

The state equation in the form of

ṡ = (J −D)
∂H

∂s
+ gsus (3.216)

is given by

ṡ =



−ωsLsJ2 −ωsLsrJ2 02x1

−ωsLsrJ2 −(ωs − ωr)LrJ2 LsrJ2idqs

01x2 Lsridqs
TJ2 0

−

RsI2 02x2 02x1

02x2 RrI2 02x1

01x2 01x2 Bb




idqs

idqr

ωm



+


I2 02x2 02x1

02x2 I2 02x1

02x1 02x1 1



vdqs

vdqr

Tl

 (3.217)

where

J2 =

 0 1

−1 0

 (3.218)

and

I2 =

1 0

0 1

 (3.219)

The model as presented by Dòria-Cerezo (2006) is merely for a 2 pole generator
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which is insufficient for the needs of the OWC system which often requires lower

speed machines. Proposed by the author of this thesis is an alternative derivation of

the port-Hamiltonian induction generator model which results in the same equations

as those given by Krause (1986), and also extends the port-Hamiltonian model for

any number of defined poles, np. The number of poles is directly coupled to the

speed range of the generator. This port-Hamiltonian generator model will enable

the use of the power-based control strategies.

The port-Hamiltonian model for the induction generator is derived from the to-

tal energy of the system, which is defined in terms of the generalized momentum

variables (i.e. flux and mechanical momentum) as

H =
1

2
ψabcs

TLs
−1ψabcs +

1

2
ψabcr

TLr
−1ψabcr + ψabcsLsrx

−1ψabcr +
1

2

Ym
2

Jm
(3.220)

where the stator inductance matrix is

Ls =


Lls + Lms −1

2
Lms −1

2
Lms

−1
2
Lms Lls + Lms −1

2
Lms

−1
2
Lms −1

2
Lms Lls + Lms

 (3.221)

the rotor inductance matrix is

Lr =


Llr + Lmr −1

2
Lmr −1

2
Lmr

−1
2
Lmr Llr + Lmr −1

2
Lmr

−1
2
Lmr −1

2
Lmr Llr + Lmr

 (3.222)

and the mutual inductance matrix is

Lsrx = Lsr


cos(θr) cos(θr + 2π

3
) cos(θr − 2π

3
)

cos(θr − 2π
3

) cos(θr) cos(θr + 2π
3

)

cos(θr + 2π
3

) cos(θr − 2π
3

) cos(θr)

 (3.223)
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Applying the park transform to the energy equation results in

H =
1

2
iqd0s

TKsLsKs
−1iqd0s +

1

2
iqd0r

TKrLrKr
−1iqd0r

+ iqd0sKsLsrxKriqd0r +
1

2
Jmωm

2 (3.224)

H =
1

2

iqd0s

iqd0r


T  KsLsKs

−1 KsLsrKr
−1

KrLsr
TKs

−1 KrLrKr
−1


iqd0s

iqd0r

+
1

2
Jmωm

2 (3.225)

where the fluxes are related to the currents by

ψqd0s

ψqd0r

 =

 KsLsKs
−1 KsLsrKr

−1

KrLsr
TKs

−1 KrLrKr
−1


iqd0s

iqd0r

 (3.226)

The Rayleigh dissipation function is defined as

R =
1

2
iqd0s

TKsRsKs
−1iqd0s +

1

2
iqd0r

TKrRrKr
−1iqd0r +

1

2
Bbωm

2 (3.227)

R =
1

2

iqd0s

iqd0r


T KsRsKs

−1 03x3

03x3 KrRrKr
−1


iqd0s

iqd0r

+
1

2
Bbωm

2 (3.228)

The state variables are

s =

[
qqd0s qqd0r θm ψqd0s ψqd0r Ym

]T
(3.229)

The state equations in matrix form are

ṡ = (J −D)
∂H

∂s
+ gsus (3.230)
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where the vector of the derivatives of the Hamiltonian with respect to the state

variables is

∂H

∂s
=

[
∂H
∂qqd0s

∂H
∂qqd0r

∂H
∂θm

∂H
∂ψqd0s

∂H
∂ψqd0r

∂H
∂Ym

]T
(3.231)

The derivative of the Hamiltonian with respect to the shaft position, θm, is

∂H

∂θm
=

∂H

∂θr

∂θr
∂θm

(3.232)

which expands to

∂H

∂θm
=
np
2

(
1

2
iqd0s

T ∂KsLsKs
−1

∂θr
iqd0s +

1

2
iqd0r

T ∂KrLrKr
−1

∂θr
iqd0r

+ iqd0s
T ∂KsLsrxKr

−1

∂θr
iqd0r

)
(3.233)

The equations are calculated in terms of the currents rather than the fluxes due

to the simplification of the matrix manipulations. The derivatives of some of the

matrices with respect to the shaft position are equal to zero

∂Ks

∂θr
=
∂Ls
∂θr

=
∂Lr
∂θr

= 0 (3.234)

some of the other terms cancel

∂Kr

∂θr
LrKr

−1 +KrLr
∂Kr

−1

∂θr
= 0 (3.235)

Ks
∂Lsrx
∂θr

Kr
−1 +KsLsrx

Kr
−1

∂θr
= −Ks

∂Lsrx
∂θr

Kr
−1 (3.236)
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which reduces the equation to

∂H

∂θm
= −np

2
(iqd0s

TKs
∂Lsrx
∂θr

Kr
−1iqd0r) (3.237)

The partial derivative of the Hamiltonian with respective to the momentum of the

shaft is

∂H

∂Ym
=
Ym
Jm

(3.238)

The partial derivative of the Hamiltonian with respective to the charge is

∂H

∂qqd0s

=
∂H

∂qqd0r

= 0 (3.239)

However it should be noted that

dψabcs
dt

6= Ks
dψqd0s

dt
(3.240)

in fact

dψabcs
dt

=
dKsψqd0s

dt
= Ks

dψqd0s

dt
+
dKs

dt
ψqd0s (3.241)

and as a result a modification to the energy definition is required to take account

for the effect the change of reference frame has made.

An extra term is added into the potential energy equation to take into account the

induced voltage

V = Ks
dKs

−1

dt
ψqd0sqqd0s +Kr

dKr
−1

dt
ψqd0rqqd0r (3.242)

which results in the partial derivative of the Hamiltonian with respect to the stator
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charge vector as

∂H

∂qqd0s

= Ks
dKs

−1

dt
ψqd0s (3.243)

and the rotor charge vector as

∂H

∂qqd0r

= Kr
dKr

−1

dt
ψqd0r (3.244)

If the standard definition of the port-Hamiltonian equations is used this addition of

energy in the total energy term would result in a change to the partial derivative

with respect to the fluxes

 ∂H
∂ψqd0s

∂H
∂ψqd0r

 =

 KsLsKs
−1 KsLsrKr

−1

(KsLsrKr
−1)T KrLrKr

−1


ψqd0s

ψqd0r

+

Ks
dKs−1

dt
qqd0s

Kr
dKr−1

dt
qqd0r

 (3.245)

However, as discussed in Section 3.2.2 which introduces the proposed modification

to the port-Hamiltonian framework in cases where where the potential energy is a

function of the generalized velocities, the partial derivative with respect to the rotor

and stator fluxes should be defined as ∂T
∂ψqd0s

∂T
∂ψqd0r

 =

 KsLsKs
−1 KsLsrKr

−1

(KsLsrKr
−1)T KrLrKr

−1


ψqd0s

ψqd0r

 (3.246)

The full system for the induction generator is therefore described by

ṡ =

( O7x7 I7x7

−I7x7 O7x7

−
O7x7 O7x7

O7x7 R7x7

)
∂H
∂qi

∂T
∂Yi

+


O7x6

I6x6

O1x6


vqd0s

vqd0r

 (3.247)

In such a way, the accepted generator equations have been applied into the port-

Hamiltonian framework successfully which enables the use of power-based control
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strategies.

3.8 OWC System State Equations

The previous sections have detailed the derivation of the equations for the various

OWC subsystems. The present section amalgamates them into a single wave-to-wire

model. This is the first port-Hamiltonian model in existence of a wave energy device

of which the author is aware.

The state variables, s, are grouped into subgroups for ease of notation, and are

defined as

s =

[
sx
T se

T sχ
T

]T
(3.248)

where the main OWC state parameters are denoted by sx, the electrical state vari-

ables are denoted by se and the additional states for the radiation force are sχ.

The main OWC states are

sx =

[
z1 z2 Y1 Y2 Ve

]T
(3.249)

The electrical states are

se =

[
qqd0s

T qqd0r
T θm ψqd0s

T ψqd0r
T Ym

]T
(3.250)

The additional states are

sχ =

[
χ1

T χ12
T χ2

T χ21
T

]T
(3.251)

As per the process described in previous sections, the derivative of the system energy
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with respect to the state variables is required to define the system state equations.

The derivative of the system energy with respect to the OWC state parameters is

∂H

∂sx
=

[
(kh1 + km1)z1 (kh2 + km2)z2

Y1

(M1 + µ∞1)

Y2

(M2 + µ∞2)
pc

]
(3.252)

where the chamber pressure is

pc = mcRa(ToV
γ−1
o )(Ac(ha0 + z1 − z2))−γ (3.253)

The partial derivative of the system energy with respect to the electrical states is

∂H

∂se
=

[
Ks

∂Ks
−1

∂t
ψqs Kr

∂Kr
−1

∂t
ψqr

∂H

∂θm
iqd0s iqd0r

Ym
Jd

]T
(3.254)

and finally the partial derivative of the system energy with respect to the additional

radiation force states is

∂H

∂sχ
=

[
χ1

αp1

χ12

αp12

χ1

αp2

χ12

αp21

]T
(3.255)

The interconnection state matrix for the full system still needs to meet the skew

symmetric condition. For ease of notation the matrix has been split into sub-matrices

in the following manner

J =


J x J xe J xχ

J ex J e J eχ

J χx J χe J χ

 (3.256)
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The OWC state interconnection matrix is

J x =



0 0 1 0 0

0 0 0 1 0

−1 0 0 0 A

0 −1 0 0 −A

0 0 −A A 0


(3.257)

The interconnection matrix between the OWC states and the electrical states is

J xe =



0(1x3) 0(1x3) 0 0(1x3) 0(1x3) 0

0(1x3) 0(1x3) 0 0(1x3) 0(1x3) 0

0(1x3) 0(1x3) 0 0(1x3) 0(1x3) 0

0(1x3) 0(1x3) 0 0(1x3) 0(1x3) 0

0(1x3) 0(1x3) 0 0(1x3) 0(1x3) −Nt


(3.258)

and due to the skew symmetric property the interconnection matrix between the

electrical states and the OWC states is

J ex = −J xe
T (3.259)

The interconnection matrix between the OWC states and the additional radiation

force states is

J xχ =



0(1x6) 0(1x6) 0(1x6) 0(1x6)

0(1x6) 0(1x6) 0(1x6) 0(1x6)

χ1

αp1

χ12

αp12
0(1x6) 0(1x6)

0(1x6) 0(1x6)
χ2

αp2

χ21

αp21

0(1x6) 0(1x6) 0(1x6) 0(1x6)


(3.260)
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and the skew symmetric condition requires

J χx = −J xχ
T (3.261)

The electrical state interconnection matrix is

J e =



0(3x3) 0(3x3) 0(3x1) I3 0(3x3) 0(3x1)

0(3x3) 0(3x3) 0(3x1) 0(3x3) I3 0(3x1)

0(1x3) 0(1x3) 0(1x1) 0(1x3) 0(1x3) 1

−I3 0(3x3) 0(3x1) 0(3x3) 0(3x3) 0(3x1)

0(3x3) −I3 0(3x1) 0(3x3) 0(3x3) 0(3x1)

0(1x3) 0(1x3) −1 0(1x3) 0(1x3) 0(1x1)


(3.262)

There is no interconnection between the electrical subsystems and the radiation

forces

J eχ = 0(14x24) (3.263)

and the skew symmetric condition requires

J χe = J eχ
T (3.264)

The radiation force interconnect matrix is

J χ = 0(24x24) (3.265)

In a similar method to that applied to the interconnection matrix, the dissipation
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matrix is also split into sub-matrices defined as

D =


Dx 0 0

0 De 0

0 0 Dχ

 (3.266)

The OWC state dissipation matrix is

Dx =



0 0 0 0 0

0 0 0 0 0

0 0 B1 0 0

0 0 0 B2 0

0 0 0 0 Bt


(3.267)

The electrical state dissipation matrix is

De =



0(3x3) 0(3x3) 0(3x1) 0(3x3) 0(3x3) 0(3x1)

0(3x3) 0(3x3) 0(3x1) 0(3x3) 0(3x3) 0(3x1)

0(1x3) 0(1x3) 0 0(1x3) 0(1x3) 0

0(3x3) 0(3x3) 0(3x1) RsI3 0(3x3) 0(3x1)

0(3x3) 0(3x3) 0(3x1) 0(3x3) RrI3 0(3x1)

0(1x3) 0(1x3) 0 0(1x3) 0(1x3) Bb


(3.268)

The radiation force dissipation matrix is

Dχ =



diag(αp1βp1) 0(6x6) 0(6x6) 0(6x6)

0(6x6) diag(αp12βp12) 0(6x6) 0(6x6)

0(6x6) 0(6x6) diag(αp2βp2) 0(6x6)

0(6x6) 0(6x6) 0(6x6) diag(αp21βp21)


(3.269)
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The system inputs, us, are split between the disturbance inputs, ud, and the control

inputs, uc,

us =

[
ud

Tuc
T

]T
(3.270)

The disturbance inputs are

ud =

[
Fe1 Fe2 patm vqd0s

T

]T
(3.271)

and the control inputs are

uc =

[
vqd0r

]
(3.272)

The input matrix has also been split into sub-matrices

gs =


gx 0(5x6)

0(14x3) ge

0(24x3) 0(24x6)

 (3.273)

The OWC system input matrix is given as

gx =



0 0 0

0 0 0

1 0 −Ac

0 1 Ac

0 0 0


(3.274)
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and the electrical system input matrix is given as

ge =



0(7x3) 0(7x3)

I3 0(3x3)

0(3x3) I3

0(1x3) 0(1x3)


(3.275)

3.9 Summary of Contribution and Future Work

The existing models of each component of the OWC system are discussed in the rel-

evant sections of this chapter. In order to facilitate the use of energy based modeling

control strategies a new model has been derived that applies energy based modeling

techniques. In order to achieve this aim two modifications to the port-Hamiltonian

equations have been proposed. The first proposes that the system equation for

port-Hamiltonian systems is adjusted when the potential energy is a function of the

velocities. This modification brings it in-line with the Euler-Lagrangian framework

for energy based modeling. The second modification proposes a change of reference

in order to model systems with no inertial component. Examples have been given

to demonstrate these modifications.

A port-Hamiltonian model has then been derived for each of the subsystems of the

OWC system. The incident waves are the input to the system. However as the

excitation force is independent of the state variables it is treated as the input.

Initial work concentrated on the development of a frequency independent model

that was not reliant on access to BEM and CFD codes. Two additional terms

were found to take into account the mass exiting the water column at non-null

velocity. On the release of an open source BEM code, Nemoh, focus transferred to

this more accurate method. The BEM code was used to compute the hydrodynamic
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coefficients for a frequency dependent system model, including the added mass,

damping and excitation force coefficients. The radiation force has been integrated

using the Prony approximation. The novelty of the hydrodynamic model is its

adaption to the port-Hamiltonian framework.

Two subsystem models have been developed for the pneumatic system. The first

assumes that the temperature change within the air chamber is negligible. It was

decided to implement the second model, which does not make this assumption. The

turbine characteristics are derived from CFD numerical results (obtained by Banks

(2009), Tarver (2013), Natanzi (2010a) and the author of this thesis) are utilized in

the port-Hamiltonian framework using spline equations fitted to the points.

Finally, a novel model of an induction generator model was developed and incorpo-

rated into the port-Hamiltonian framework. This addressed the need for a generator

model with multiple pole-pairs which was not dealt with in the induction generator

model presented by Dòria-Cerezo (2006).

In summary a full system model in the port-Hamiltonian framework has been gener-

ated for the OWC system. This model will employed in the Passivity Based Control

(PBC) strategy as discussed in Chapter 5.

Any future development of the model would ideally include a dynamic model of the

turbine rather than the quasi-steady model which would enable it to be more easily

integrated into the port-Hamiltonian framework, as well as increasing the accuracy

of the model. The inter-component volume method could be used as a first step

towards this end goal. A model of a back-to-back inverter would also be added

to the full system model. The OWC hydrodynamic model could be improved by

taking into account the sloshing modes within the OWC chamber as well as using

the Morrison equation to model the diffraction force. Time limitations did not allow

for these components to be added at this stage but the current model enables the



Analytical Model of an OWC Wave-to-Wire System 113

development of either an energy- or power-based control strategy which would be

improved by the integration of these components.
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Chapter 4

Power Smoothing

4.1 Objectives

Oscillating Water Column (OWC) devices utilize the energy of the rising and falling

of an ocean wave to generate electricity. The majority of, if not all, bidirectional

turbines employed on OWCs spin in the same direction irrespective of whether the

pressure drop across the turbine is positive or negative. Nevertheless the electrical

current output rises and falls twice every wave period, as well as varying due to the

fluctuations between one wave and the next and due to variations in the prevailing

sea state.

In a strong grid connection, any fluctuation in the power output of a wave energy

device with a low power rating can be absorbed by the rest of the grid. As the power

ratings increase, however, fluctuations become a larger issue, and balancing the load

and demand across a farm or multiple farms of devices becomes critical. In theory,

when a gust affects wind turbines in one farm, wind turbines at other locations may

be able to respond in a short time scale to balance the supply and demand. In

other words the fluctuation of one wind turbine is mitigated by other wind turbines.
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On a longer time scale, the more traditional thermal power plants (e.g. coal and

gas) can also balance the supply and demand. There are expectations from the

National Grid (NG) and the Distribution Network Operators (DNOs) that current

fluctuations are minimized as much as possible though this is currently not governed

by the grid standards. There are, however, strict limits on the voltage fluctuation

governed by the grid standards. In the proposed Variable Radius Turbine (VRT)

system, voltage fluctuations are controlled by the back-to-back inverter that is used

as part of the Power Take-Off (PTO) package.

The problem arises however when one considers a weaker grid connection, either

at the extremities of a large grid network, or more significantly on a small grid

network such as an island that is self supporting with regards to power generation.

In such scenarios it is harder to balance the power fluctuations, and as a result the

voltage can fluctuate, which would affect the end user with brown- or black- outs.

In addition it is expected that tighter restrictions will be mandated by future grid

codes for even the stronger grid networks.

The aim of this chapter is to quantify the potential for power smoothing and to

size an energy storage system, then finally identify the different means by which

the short-term (wave to wave) power fluctuations could be reduced and possibly

eliminated. Fluctuations, on an hourly time-scale can be controlled by dumping

power or through long-term energy storage such as a pumped storage scheme (e.g.

Dinorwig in Wales). This chapter will not address this latter scenario. The details

of this chapter have already been presented in an internal company report by Far-

man & Hall (2012). All simulations were conducted by the author of this thesis.

Research into the various hardware options was a collaborative venture between the

two authors.

The magnitude of wave power fluctuations through the year can vary greatly. On

one particular site on the Cornish Coast, in England, [50.39◦, -5.58◦], the monthly
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average ranges from 4.17 to 37.3 kW/m and on another site nearby, [50.35◦, -5.67◦],

there is a range of 6.98 kW/m to 52.67 kW/m (Pitt 2006). This will affect the rating

of any device deployed to aid the smoothing process.

It is important to understand what is a practical level of smoothing, how it should

be defined, and the reasons behind selecting the target. There are approximately 1

million peaks to be smoothed per year (Murray et al. 2012). Another consideration

is what to do when there is too little power being generated by the sea, when there

is too much power or alternatively what to do when there are large fluctuations

on a wave-to-wave basis. According to Murray et al. (2012) there are four main

considerations when designing a control strategy to optimize and smooth power a)

remaining within system limits, b) efficiency of the system, c) power quality to the

grid and d) a realistic strategy that uses measurable data. It is important that all

four elements are considered during the design process.

4.2 Modeling

This section will introduce the equations used for assessing the effect of the size and

shape of an OWC on smoothing power, the effect of multiple chambers on an OWC

(spacing of < 10 m), the effect of a number of OWCs (spacing of >10 m) and finally

the addition of an ideal (100 % efficient) energy storage system. In these initial

assessment stages the OWC and turbine PTO are assumed to have no losses and

no effect on the bandwidth of the power absorbed. The assumption of piston mode

operation is used and the sloshing modes are neglected.

The potential power that can be absorbed is calculated from the relevant spectrum

and differs depending on how the spectrum has been defined (McCormick 2010).
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The power equation for the Bretscheider spectrum is

PBS =
∑

η2ρwgb (4.1)

whereas for the Pierson Moskowitz spectrum it is

PPM =
∑ η2ρwgb

8
(4.2)

4.2.1 Individual Chambers

The equations for the average wave height within an OWC are given for a point

absorber, a square device and an approximation of a circular device.

Point Absorber

A point absorber by definition does not smooth the incident wave and so this is

used as the baseline for comparison purposes. The wave elevation, η, which acts on

the device at position, x, is then a time series generated from a sum of frequency

components, f i, with an amplitude, ai, a wavelength λi and a random phase φi

between 2π and zero:

η =
N∑
i=1

ai sin(2πf it−
2π

λi
x+ φi) (4.3)

The wavelength, λ, is defined for deep water as

λ =
g

2πf 2
(4.4)
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where deep water, hw, is defined as:

hw >
λ

2
(4.5)

Rectangular OWC Device

The average water height within a square chamber OWC in which one face of the

chamber is perpendicular to the wave direction is dependent on the side length of

the device, lc, and is equal to

η =
1

lc

x+lc∫
x

η dx (4.6)

=
λi

2πlc
ai

(
cos(2πf it−

2π

λi
(x+ lc)− φi)− cos(2πf it−

2π

λi
x+ φi)

)
(4.7)

This assumes that there is no sloshing within the chamber.

Circular OWC Device

A circular OWC device is dependent on the radius, rc, and can be calculated as

η =
2

πrc2

x+2rc∫
x

η
√
rc2 − (rc − x)2dx (4.8)

The analytical solution to this is rather complex and so an approximation is made

using the equation for a square chamber, with an equivalent area to that of the cir-

cular chamber, with the waves approaching from a direction which is perpendicular

to the leading edge of the chamber. The average wave height over the length of the

device can be given as
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η =
1

2rc

x+2rc∫
x

ηdx (4.9)

which results in the following equation:

η =
N∑
i=1

− aiλi
4πrc

(
cos(2πf it−

2π

λi
(x + 2rc) + φi)− cos(2πf it−

2π

λi
x + φi)

)
(4.10)

Figure 4.1 shows the comparison of the various devices.

Figure 4.1: Comparison of the device shapes under consideration

4.2.2 Energy Storage

The energy storage system could be positioned either before or after the back-to-back

inverter. A single energy storage system could be provided per OWC system, or with

each OWC farm. The latter storage system would smooth some of the undulations

that have not already been eliminated by combining the power from each device.

Figure 4.2 shows a decision matrix for the on-shore energy system with the back-

to-back inverter positioned prior to the energy storage system. Five OWCs are at

different positions relative to the incident wave, and power is limited to the maximum

capability of the inverter by the appropriate control of the turbine, use of a Blow-Off
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Valve (BOV) and/or power dissipation through a load bank. The energy storage

system is controlled to absorb power when the export power from the OWCs farm is

above the storage reference limit. This reference limit could be a fixed value tuned

and optimized based on the specific hardware used in the system. However, initial

simulations indicated that this drove a larger energy storage capacity, implying that

a fixed reference value is not ideal. This is discussed in more depth in Section 4.3.2.

The energy storage system is controlled to release energy when the export power

falls below the storage reference limit. For the purposes of the present study, the

reference limit is calculated as a percentage (95%) of the running average power

calculated over several minutes (e.g. 15 minutes). The reference limited is ramped

in from zero over the first 2 minutes to enable the storage system to charge. This is

considered only a rudimentary strategy and could be improved further.

Figure 4.2: Energy storage decision matrix
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4.3 Simulation Results

Two sets of simulations were run in Simulink, each investigating different methods

of achieving the same goal. The first, described in 4.3.1, was to assess the potential

benefit of having farms of OWCs, with multiple individual OWCs smoothing the

short-term wave-to-wave fluctuations. The second, described in 4.3.2, was used as a

preliminary study to assess the size of the short-term energy storage system required

to deliver an acceptable level of power smoothing.

4.3.1 Power Output for Multiple Devices

It was decided to conduct tests for the Wave Hub site due to the readily availability

of wave data in the public domain (Halcrow Group Ltd 2010a,b,c). Due to its

location on the west coast of Cornwall, a Bretschneider spectra was used to define

the climate with a peak period, Tp, of 12 s and a mean significant wave height,

Hs, of 2.2 m. An irregular wave was derived by superimposing 256,000 individual

sinusoidal monochromatic waves each with a specific phase shift and frequency.

This high number of superimposed waves was chosen to ensure that the resulting

wave profile had no repeating subsections over the total simulated period of sixty

minutes. The resulting power spectra equated to 24 kW/m. Figure 4.3 shows the

level of power fluctuations for five 10 m devices spaced at 15 m intervals compared

to a single unit.

4.3.2 Energy Storage

Section 4.3.1 showed the effect of five chambers coupled together, this is now ex-

tended to include an ideal energy storage system. The system under consideration

included five 10 m square devices spaced at 50 m subjected to a Bretshneider spec-
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Figure 4.3: Multiple 10 m OWCs spaced at 15 m intervals

trum equating to 24 kW/m. Preliminary simulations showed that a reasonable

energy storage capacity would be 20 MJ. The selection of the storage capacity re-

quires a trade-off. A larger storage capacity will enable smoother output power.

Conversely a larger storage capacity will increase the losses in the system and have

a larger installation cost. One method of defining the selection process is to define

an average energy storage capacity and conduct simulations to identify to what total

storage capacity this equates. Figure 4.4 shows the results from the five chamber

simulation; Figure 4.5 shows the results from the single chamber simulation with

the same incident wave as for the five chamber simulation. For the five chamber

simulation , the storage capacity ratio (i.e. the average energy stored divided by

the total capacity) was 52.4%. This ratio indicates the ability of the storage system

to store sufficient power to smooth the peaks and the troughs. This simulation has

a relatively high storage capability and does not match the philosophy proposed

by Murray et al. (2012) where the energy storage was kept as a minimum. The

reduced energy storage capacity affects the capability to smooth the power but with
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a capital cost benefit. The decision between the two strategies depends greatly on

the priorities of the particular installation.

The output power to the grid, as shown in Figure 4.4(b), follows the reference with

an R2 value of over 0.999 as the model is not considering the dynamic equations

of such a energy storage system. The perfect energy storage system would have a

flat line power output however the capacity would have to be much greater. The

standard deviation of the power divided by the mean can be used as a measure

for the smoothness of the power output, this would be 0% for the ideal case. The

DNO would be responsible for defining the acceptable variation. In this particular

case the individual chamber equates to 133% and the combined chambers to 65%

whereas the output to the energy storage system is 13%. Though the output power

can not be considered as smooth it is a vast improvement upon the raw power. The

power smoothness could be considerably improved with either a reduction in the

efficiency or by increasing the energy storage capacity.

In this simulation the energy storage system is located after the back-to-back in-

verter, as it was deemed to be the most realistic situation when combining multiple

devices. Since each inverter was rated to 1.5 MW, any power in excess of this had to

be discarded, see Figure 4.4d. This could be achieved either via the turbine control

strategy (running the turbine at off-peak efficiency), utilizing a BOV or by utilizing

a load bank. The discarded power from the inverter equates to an average of 35

kW in this case. When the energy storage system is full and the available power

exceeds the export reference then the energy either needs to be discarded using a

technology such as a load bank or it needs to be exported on the grid despite the

potential deterioration of the power quality. In the five chamber simulation, the

energy storage system exported an average of 1225kW to the grid and discarded an

average of 4 kW.
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(a)

(b)

(c)

(d)

Figure 4.4: Multiple OWCs with energy storage
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(a)

(b)

(c)

(d)

Figure 4.5: Single OWC with energy storage
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4.4 Physical System Design

4.4.1 Baseline Design

In order to assess what system changes can be made to reduce power fluctuations,

first the baseline system should be defined. Figure 4.6 shows the baseline turbine

PTO system which includes generator, back-to-back inverter, harmonic filter and

step-up transformer as well as switchgear.

Figure 4.6: Electrical connection for a single OWC

In the standard PTO system the power can be smoothed to a certain extent with the

control strategy (i.e. running the turbine off peak efficiency). Whilst this results in

an instantaneous reduction in efficiency, when the turbine and generator power is in

excess of the capability of the back-to-back inverter action must be taken. The usual

methods are to once again run the turbine away from the design conditions, or to

close a shut-off-valve which results in a temporary suspension of power generation.

4.4.2 Multiple Units

Currently most demonstration units for OWC devices use individual chambers, each

with a single turbine. However the device installed by Oceanlinx in March 2010

consisted of 8 chambers (Oceanlinx Ltd 2010a) and Mutriku consists of 16 chambers

also using a single turbine per chamber (Heath 2007, Torre-Enciso et al. 2009). It
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is unknown whether any devices exist that utilize more than one turbine for each

chamber. Despite this the idea of wave farms is not new, indeed similar to wind

farms, it is crucial to enable economies of scale. The additional benefit of utilizing

multiple chambers is that they can have a generally positive effect on smoothing the

output power for the farm. However it should be noted that at times it is possible

that all chambers will be in phase and due to the laws of superposition the power

smoothing will be aggravated rather than mitigated. It is proposed that, though

utilizing multiple chambers cannot be relied upon, it could potentially enable a

reduction in the sizing of any energy storage system. Figure 4.7 shows one potential

configuration of multiple turbines to smooth power, though many alternatives are

possible including a) the point of coupling could be after the grid side inverter and

b) the cable could be Direct Current (D.C.) with the grid side inverter on-shore.

Figure 4.7: Electrical connection for multiple OWCs

4.4.3 Energy Storage

Fixed Inertia Flywheel

One method of storing energy is with a flywheel. The Fixed Inertia Flywheel (FIF)

system has to be decoupled from the turbine to enable the turbine to be controlled

to the peak efficiency point. This means that the system cannot absorb the peaks of
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the wave power as it will be limited to the capability of the turbine inverter. The FIF

system could be deployed both on-shore or off-shore. By placing the unit off-shore

there is either a reduction in electrical component cost, see Figure 4.8 in comparison

with Figure 4.10, or a reduction in cable losses, see Figure 4.9 in comparison with

Figure 4.10. However, the additional forces that the flywheel would undergo would

result in an increase in the design and build costs that may negate the reduced elec-

trical cost. The advantages of an on-shore system are ease of maintenance and most

of the equipment are off-the-shelf components and therefore readily available. This

in turn means that they are already proven although in a less harsh environment.

There are multiple disadvantages for the off-shore system: maintenance access would

be more difficult, it would be harder to control with additional forces on the system,

there could be potential vibration issues and increased wear on the bearings. It may

not be possible to use off-the-shelf components due to the additional forces. There is

no available literature to indicate that this technology has been proven for a marine

environment. The main disadvantages of the on-shore system is the increase cable

costs, as they will have to be rated for the peak electrical power not the smoothed

power, and also the additional cable losses which are proportional to the square of

the current.

Variable Inertia Flywheel

A FIF has already been considered but the Variable Inertia Flywheel (VIF) will

be considered here. According to Beattie et al. (1995), the fluctuations associated

with wave power can be grouped into two categories: the relatively high frequency

associated with individual waves, and the relatively low frequency modulation of the

wave amplitude (periods of 90 s). The former can be smoothed by the inertia of the

system, with energy stored in a peak and released in a trough. One option is to have

a VIF attached to the same shaft as the turbine. In this implementation the energy
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Figure 4.8: Fixed inertia flywheel on-shore with AC transmission lines to shore

Figure 4.9: Fixed inertia flywheel on-shore with DC transmission lines to shore

Figure 4.10: Fixed inertia flywheel off-shore with AC transmission lines to shore
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storage would be controlled by adjusting the inertia rather than the speed which

would be coupled to that of the turbine and hence would be controlled to extract

the most energy from the system. This system would require only the acquisition

of a VIF whereas most alternatives would require additional electrical equipment.

There are many alternatives but they all require at a least a generator and one half

of the back-to-back inverter as shown in Figure 4.11. Both this and the previously

mentioned suggestion have the benefit of being highly controllable, especially the

flywheel which is decoupled from the shaft as it can be controlled either by changing

the inertia or via the speed. However practical VIFs do not currently exist and

since the flywheel would have a gyroscopic effect when installed on a floating OWC

buoy there is a risk of substantial wear on any bearings. It is anticipated that the

control of an off-shore VIF would be more challenging than that of a comparable

shore based device due to the external forces applied from the motion of the buoy

in the lateral, radial and axial directions. Although patents exist for VIFs, (see

Murphy (2012), Dugas (2011)) they are not products that can be bought off-the-

shelf and have not been designed for this specific application or environment. Any

system would likely be expensive to both design and build. This is not a reason

to discard this idea but it should be considered as the wave industry requires cost

reduction to become competitive with other energy generation power plants. For

the VIF which is decoupled from the turbine, there are limited benefits of the new

technology over a standard FIF which could be positioned on-shore where it would

be easier to maintain.

The moment of inertia for a 1MW VRT impulse turbine, utilizing an 8 pole gen-

erator, is currently estimated to be 150 kgm2 compared to 595 kgm2 for a 570 kW

Wells turbine Murray et al. (2012). By using a low inertia turbine and generator

rotating assembly, it is possible to create an OWC system that is more responsive

to the variability in the wave series. This will make it easier to change the speed



Power Smoothing 131

Figure 4.11: Off-shore variable inertia flywheel

and operate at the optimum condition for that instant in time, facilitating higher

system efficiency and better power capture, however increasing the need for energy

smoothing. According to Brito-Melo et al. (2002) the large inertia of the Wells tur-

bine resulted in the speed remaining constant over a duration of a particular sea

state which was given as 15 minutes. However, as the impulse turbine has a lower

inertia this conclusion does not necessarily carry over. It has been suggested by

Murray et al. (2012) that inertia could be used in conjunction with a variable speed

control strategy to smooth the power.

Supercapacitors

Super-Capacitor (SC) technology is developing fast and may be a promising solution

for smoothing power in the wave industry. One of the key development challenges

facing SCs is the number of charge and discharge cycles the component can support

over its life. The end of life conformance is defined as a reduction of capacitance

by 30 % and an increase in Equivalent Series Resistance (ESR) of 100 %. There is

usually an exponential decrease in capacitance near end of life. Manufacturers of

these devices currently quote a lifetime of between 500,000 and 1 million cycles.

The average wave period is between 7 and 14s. For each wave period there are

two power peaks, equating to 514 and 257 cycles per hour respectively. Assuming

operation 100% of the time and without power smoothing from the device equates
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to 4.5 and 2.3 million cycles per year which will result in all capacitors requiring

maintenance/replacement after only 3-6 months. This could be considered a harsh

critique and all devices are likely to have some smoothing inherent in their design.

In addition it is important to understand what is meant by a power cycle as each

wave would not completely discharge nor charge the SCs. Murray et al. (2012)

have published test results that contradict the manufacturers measurements and

have stated that they could potentially be used for more cycles. In addition they

stated that there are approximately 1 million peaks to be smoothed per year. They

extrapolated their current results and estimated that the SCs would reach the end

of their useful life after 4.25 million cycles; they also made the statement that this

would correspond to over 20 years of operation at sea. It is stated that desired typical

maintenance intervals are between 5 to 10 years. However an ambient temperature

increase of only 10 deg can halve the SCs lifetime and hence the control rooms

would have to be cooled appropriately, resulting in increased cost. Further research

is needed to back up the claims that 20 years is achievable.

The control strategy adopted by Murray et al. (2012) kept the SCs at the lowest

operation voltage which enables smoothing of the power peaks, however as the SCs

are positioned after the machine side inverter, the peaks are limited to the capability

of the inverter.

If budget was not an issue an on-shore installation could be trialled but mainte-

nance (or replacement) off-shore every six months is deemed infeasible. In addition,

research is needed to understand the effect of the vibration levels experienced on a

device.
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Figure 4.12: Off-shore SC system

Summary

There are other potential power smoothing technologies that have not been men-

tioned, however, those covered here are perceived to be the most realistic based

on the current levels of development. The SC technology is promising, but with

manufacturers’ stated lifetimes being so low, it would be difficult to obtain support

for installation into a commercial project. A VIF would be highly controllable and

has a reduced associated electrical cost; however in the absence of a commercially

available design it can be considered to be an under-developed technology. It is

thought at this time that the lowest risk and cheapest option (though potentially

not the most efficient) is the FIF. Based on-shore, it would meet the smoothing re-

quirements while remaining easy to maintain in a benign environment. Therefore to

promote greater reliability it is proposed that the FIF is the best option. However,

as competitor technologies develop there may be a move to those technologies in

pursuit of improved efficiency and/or lower cost.

4.5 Summary of Contribution

Through the simulations of a OWC wave farm it had been shown that the inherent

smoothing of power from multiple devices may be a reality but may not necessarily

offer sufficient smoothing in order to meet the requirements of the grid. There are
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two solutions to this challenge. First is the application of a control strategy to

deliberately run off the peak efficiency point in extreme power conditions and limit

the peak to trough variations. The second is to implement a short-term energy

storage system. However, it has been shown that, without a control strategy to

reduce the power fluctuations direct from the OWC, the energy storage systems are

likely to be prohibitively large and costly.
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Chapter 5

Power Shaping Control

5.1 Literature Review of Control Strategies for

OWCs

A significant variety of control strategies have been investigated for use on Oscillating

Water Columns (OWCs) and other wave devices (Nunes et al. 2011). Within the field

of OWC control, some of these strategies have been developed for use in conjunction

with specific turbine types such as a Wells (Valério et al. 2008, Tease et al. 2007) or

Denniss-Auld turbine (Alcorn & Finnigan 2004). These may have pitching guide-

vanes or rotors, in contrast to the fixed blade impulse turbines such as the HydroAir

turbine (Dresser-Rand Company Ltd 2015). Others have not been specified for

use with a particular turbine (Salter et al. 2002). Common methods of controlling

an OWC device include generator magnetizing current, the pitch of the variable

geometry components such as the guide vanes and/or rotor blades, or the actuation

of some form of valve arrangement. The Variable Radius Turbine (VRT), with no

pitching components, cannot make use of the strategies relevant to the control of
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guide vanes and rotor position, such as that proposed by Alcorn & Finnigan (2004),

though the general theory may have some relevance. The various control approaches

will be detailed in the following sub-sections.

5.1.1 Speed Control

The Energetech variable pitch turbine was simulated in SIMULINK in conjunction

with a Squirrel Cage Induction Generator (SCIG) (Alcorn & Finnigan 2004). It was

claimed that speed control in isolation reduced the power variability but that it had a

marginal but detrimental effect on the power capture efficiency. The control strategy

was modeled on maximizing torque rather than specifically aimed at maximizing

power, though it is implied that one results in the other.

Fixed speed operation would prevent use of the inherent flywheel nature of the

turbine to avoid power output transients. Falcão (2002) discussed the issue that

a strong grid connection can absorb power fluctuations, however a weak grid con-

nection has more stringent requirements if voltage swing and Rate Of Change Of

Frequency (ROCOF) problems are to be avoided.

According to O’Sullivan & Lewis (2008), the benefits of variable speed operation

depend on the sea state. In low power sea states, the efficiency was found to be

improved with a variable speed operation, whereas in high power states a fixed

speed operation was more efficient. One potential constraint on variable speed

operation was highlighted by Neumann et al. (2007), namely that the turbine should

be operated away from the natural frequency of the Power Take-Off (PTO) frame

and wave device to avoid vibration problems; this could potentially limit the speed

range of the turbine. However the structure could potentially be stiffened to shift

the natural frequency, if this was indeed a problem.

Two control strategies were presented by Justino & Falcão (1995). The first at-
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tempted to keep the speed at a set-point dictated by the sea state, calculated over a

reasonably long period of time. However the result was unacceptable because either

the speed was out of bounds for the generator or the power did not comply with the

grid requirements. The second strategy disregarded the need to match the turbine

velocity with the sea condition, and related the rate of change of torque to the rate

of change of speed. The initial implementation was found to be highly dependent

on the initial conditions so the equation was adjusted to account for deviations from

the specific set-point based on the sea state (Justino & Falcão 1999). The electrical

torque, Te was adjusted using the following control law

dTe
dt

= GkTe
ωm − ωmd

ωmd
dωm
dt

(5.1)

where ωm is the instantaneous speed, ωm
d is the desired reference speed, and Gk is

the control gain.

5.1.2 Valve Control

A Blow-Off Valve (BOV), also called a by-pass pressure-relief valve, can be used to

exhaust excess air to reduce the pressure within the OWC chamber and by doing so

reduce the flow through the turbine. Essentially, excess energy is being exhausted to

atmosphere. A throttle valve, on the other hand, reduces the flow rate and increases

the pressure drop.

For a Wells turbine, the size of the turbine can be reduced with the introduction of

a BOV, whereas for a non-valved turbine the peak efficiency must be sacrificed for

the operating width, no such sacrifice is necessary for the valved turbine (Brito-Melo

et al. 2002).

As the impulse turbine is significantly less prone to suffer from the stall problems
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that are exhibited by the Wells turbine, the requirement for a BOV is reduced.

Nevertheless, under very high sea conditions, a BOV could be employed to keep

the device operating rather than activating a Shut-Off Valve (SOV) which results in

temporary termination of electrical energy production. A SOV is basically a throttle

valve that has only two positions, either completely closed or completely open.

Falcão & Justino (1999) conducted tests on various control strategies using a nu-

merical linearized model of an OWC which took into account the entropy changes

within the chamber due to viscous losses. It was concluded that a BOV should be

utilized when the damping effect of the turbine on the OWC is too high, and that a

throttle valve is necessary when this effect is below the optimum. Falcão & Justino

(1999) also concluded that the use of a BOV is crucial under high flow conditions

for turbines that are prone to stall. Falcão (2002) states that the correct actuation

of a control valve, whether it be in parallel (BOV) or in series (throttle valve) can

have the effect of increasing the power captured by 37%.

Figure 5.1, presented by Falcão & Justino (1999), shows the effect of using a BOV or

throttle valve in comparison to a valveless system, where Λ is the dimensionless inci-

dent wave power and ηt is the efficiency of the turbine. It can be seen that both the

peak efficiency and bandwidth are significantly improved. However, implementing a

throttle-valve in parallel with the turbine, creates non-linearity in the pressure/flow

rate relationship (Falcão 2002). This non-linearity should be taken into account in

any model and associated control strategy. Very little quantitative information has

been found on the affect of a throttle valve on the full wave-to-wire system efficiency

and experimental and numerical analysis would be beneficial.

The SOV is mentioned purely for completeness as to the type of the valves that

can be utilized as part of the control strategy. At this stage it is envisaged that

a SOV is activated during emergency shut-downs; terminating operation in storm

conditions, and facilitating access during maintenance. Dresser-Rand have designed
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Figure 5.1: Average efficiency, ηt for irregular waves, with air flow control by a
throttle-valve, a BOV, and no flow control (Falcão & Justino 1999)

and implemented a unique SOV that was installed and commissioned by the author

on a prototype unit in Australia in the first quarter of 2010. It was activated by

a hydraulic actuator which was fail-safe in the event of a loss of power. Any trip

conditions detected by the control strategy would actuate the SOV.

5.1.3 Latching and Unlatching

Latching is the use of a valve, potentially a SOV or throttle valve, to temporarily

prevent flow through the turbine to bring the velocity of the OWC in phase with the

exciting force. Latching usually is activated when the heave velocity of the water in

the OWC is zero, hence in its extreme position, and released when the velocity is

at its maximum. The main challenge, as discussed by Price & Wallace (2007) is the

means of detecting the maximum velocity.

A strategy was proposed by Lopes et al. (2009) that does not require wave prediction

for latching control optimization, though a measurement of the excitation force (e.g.
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wave elevation) is required. It was stated that the pressure measurement within

the air chamber cannot be used due to the significant high frequency components

in the readings which are a result of the valve actuation. It was concluded, using

a mathematical model, that performance improved by 2.5 times (Lopes et al. 2009)

in comparison with operation using a passive valve in the open position. In agree-

ment with this, Ringwood (2006) applied the latching principle to a simulation of

a heaving buoy and obtained an improved capture efficiency of 2.4 times compared

to unlatched operation. The latching control improved the energy captured from

1.94Ws to 4.62Ws.

Summarized briefly by Salter et al. (2002), unlatching is the sister of latching,

whereas latching is used with a SOV or latching valve, unlatching utilizes a BOV

when applied to an OWC.

5.1.4 Reactive and Complex Conjugate Control

According to Salter et al. (2002), complex conjugate control is difficult to achieve.

It is described as being an extreme version of reactive phase control. Across all

the frequencies, the inertias and the spring stiffnesses of the system are canceled, in

addition the damping coefficient is tuned to match the individual frequency compo-

nents.

5.1.5 Balast Control

No literature has been found for the use of ballast control on OWCs however it has

been suggested for point absorbers as briefly mentioned in Ringwood (2006). By

adjusting the Center Of Gravity (COG) and center of buoyancy Center Of Buoyancy

(COB) the resonance of the device can be adjusted for different sea states.
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5.1.6 Comparison of Control Strategies

A comparison by Salter et al. (2002) stated that there was little to distinguish one

control strategy from another when the waves are sinusoidal with fixed amplitude. It

is the polychromatic nature of irregular waves that requires the control complexity

necessary to encompass the potential range of amplitudes and frequencies. The

conclusion from Salter et al. (2002) gives weight to the need to test control strategies

with polychromatic waves as well as monochromatic sinusoidal waves.

It was concluded by Amundarain, Alberdi, Garrido & Garrido (2010) that though

a speed control strategy captures more energy than the use of an air control valve,

the latter better regulates the power output to the requirements of the grid. The

improved performance can be seen in Table 5.1 where a) is for the uncontrolled

case, b) the neural network rotational speed control and c) the BOV controlled via

a Proportional Integral Derivative (PID) controller

Table 5.1: Turbine and generator efficiency vs pressure drop (Amundarain, Alberdi,
Garrido & Garrido 2010)

In both irregular and regular waves, it was found that both the speed control and

valve control methods can avoid the stalling behavior of the Wells turbine. Speed

control significantly increased the power capture whereas valve control produced

only a marginal increase. In addition, the speed control was faster acting than the

valve control (Amundarain, Alberdi, Garrido, Garrido & Maseda 2010).

A brief review of the hardware and control strategies available for wave power devices

was given by Salter et al. (2002). It included a discussion on reactive loading and
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phase control; latching and unlatching; full complex-conjugate control; and array

cooperation. The assessment included no qualitative or quantitative assessment or

comparison of the advantages and disadvantages of each design.

According to Price & Wallace (2007), to date the main focus on control design for

prototype devices has been to ensure robustness, survivability and reliable operation;

however, the focus will move to power optimization as the supporting technologies

develop and mature. Though certain control strategies may have performed better

in initial testing, as stated by Price & Wallace (2007) it is unwise to conclude

that the optimum method has been identified until the alternative methods have

been investigated. Furthermore, especially with regards to the Artificial Neural

Networks (ANN), alternative networks and training schemes may result in improved

performance (Price & Wallace 2007). According to Ringwood (2006), the control

needs to have more than one side to it, using phase control, wave ballast control and

maximizing the energy capture by adjusting the damping.

5.2 Control Restrictions

With the completion of a dynamic model of the complete OWC system (see Section

3.8), it is possible to commence development of a control strategy. During the

development of a control strategy, it is likely that a number of constraints will need

to be observed. These would most likely include but would not be limited to, the

following:

1. Maximum turbine and generator speed

2. Maximum generator current

3. Maximum rate of change of generator current
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4. Maximum water level within the OWC chamber

5. Maximum pressure within the OWC chamber

The grid code mandates the limits for under-voltage, over-voltage, and rate-of-

change of frequency at the point of common coupling. In the case of an induction

generator connected to a back-to-back inverter, the Sinusoidal Front End (SFE) of

the inverter ensures the voltage and frequency meet these requirements. However,

as the power and hence current fluctuate greatly this will inevitably affect the volt-

age on the line, especially on weaker grid connections. To date at least certain

grid connected OWCs have had limited restrictions on power variations; however,

restrictions will tighten as power ratings increase.

There are various parameters that will need to be monitored as part of an effective

and practical control strategy:

1. Grid voltage

2. Grid current

3. Direct Current (D.C.) bus voltage between the grid- and machine-side inverters

4. Generator winding magnetizing current

5. Turbine speed
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5.3 Passivity Based Control

As has been discussed in 5.1, there are a range of control strategies available for an

OWC the overwhelming majority of which focus on maximizing the efficiency of a

particular component in the system. It is proposed herein that developing a control

strategy, whose primary focus is to optimize energy across the entire wave-to-wire

system, by employing energy shaping techniques in conjunction with a cost function,

will result in superior overall performance. This section introduces Passivity Based

Control (PBC) which is then employed in the subsequent sections.

As discussed in Section 3.2, a system can be described by the port-Hamiltonian state

equations

ṡ =

[
J −D

]
∂H

∂s
+ gsus (5.2)

and the output equation

y = gs
T ∂H

∂s
(5.3)

One of the potential control methods is to employ Interconnection and Damping

Assignment (IDA)-PBC. A good explanation of IDA-PBC is given by Duindam et al.

(2009), according to whom it was originally proposed by Oretga et al. (2002). The

key to this control methodology is the solution of the Partial Differential Equation

(PDE)

gs
⊥
[
J −D

]
∂H

∂s
= gs

⊥
[
J d −Dd

]
∂H d

∂s
(5.4)

where gs
⊥ is the interconnection matrix full rank left annihilator, H d is the closed

loop energy, J d is the closed loop interconnection matrix and Dd is the desired

dissipation matrix. These variables can be thought of as tuning variables with

multiple degrees of freedom. The interconnection matrix needs to meet the skew

symmetric condition, (J d)T = (J d)−1. The dissipation energy should meet the
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condition that the minimum energy should be at the desired state condition, i.e.

sd = arg min H d (5.5)

There are at least three different methods (Duindam et al. 2009) for solving the

PDE: Non-Parametrized IDA, Parametrized IDA and Algebraic IDA.

Non-Parametrized IDA fixes J d, Rd and gs
⊥, leaving the solution of the PDE,

Equation (5.4), to the definition of H d. Within this family of solutions, the one

meeting the condition set in Equation (5.5) should be selected.

Parametrized IDA restricts the class of energy functions. This could mean, for

example, restricting the energy function to one which is only equal to the kinetic

energy dependent on the generalized coordinates. This places a restriction on the

energy function and the interconnection and damping matrices for which the PDE

must be solved.

Algebraic IDA fixes the closed loop desired energy function and solves the PDE in

terms of J d and Dd and gs
⊥. The PDE can also be solved in terms of the matching

equation [
J −D

]
∂H

∂s
+ gsus︸ ︷︷ ︸

open loop system

=

[
J d −Dd

]
∂H d

∂s︸ ︷︷ ︸
closed loop system

(5.6)

and can be understood more easily if viewed from the vantage point of closed loop

and open systems. The matching equation can be rearranged in terms of the required

inputs which gives

ud
uc

 =

[
gs(s)

Tgs(s)

]−1

gs(s)
{[

J d(s)−Dd(s)

]
∂H d

∂s
−
[
J (s)−D(s)

]
∂H

∂s

}
(5.7)
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5.4 DFIG Speed Control

As discussed in Section 3.7, the main control input to the OWC system is the gen-

erator voltage (the rotor or stator voltages for the Doubly Fed Induction Generator

(DFIG) and SCIG respectively). With this in mind it was decided that developing a

control strategy for the generator in isolation would aid the process for developing a

control strategy for the full wave-to-wire system. The first step in the process of ap-

plying algebraic IDA PBC requires finding the solution to the fixed point equations

for a specific reference input. The fixed point equation is defined as the equilibrium

condition of the state equation,

 q̇i
Ẏi

 = (J −D)
δH

δsd
+ gsus

d (5.8)

While the desired values for the solution of the fixed point equations for the current

control reference input is relatively easy to compute (as will be discussed in Section

5.5) a similar solution for a speed controller reference input is more challenging.

An alternative approach is to find the solution to the fixed point equations using a

numerical method with the view that later development of the strategy could identify

an algebraic solution. A Newton-Raphson method is used and a tight convergence

criterion applied. The first iteration of the numerical solver, sd0, is set to the current

values of the system variables so that the solution found would be close to the

current operating conditions, s. For every subsequent loop of the numerical solver

the desired value is corrected using the following equation

sdi+1 = sdi − J−1C (5.9)

where J is the Jacobian matrix and C is the error function which is calculated as

the maximum absolute distance from the steady state solution of the fixed point
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equations, i.e.

C =
{

J (sdi)−D i

}∂H
∂sdi

+ gsusi (5.10)

The general definition of the Jacobian matrix for each of the fixed point equations

is given as

J =



∂f1
∂sd1

∂f1
∂sd2

... ∂f1
∂sdn

∂f2
∂sd1

∂f2
∂sd2

... ∂f2
∂sdn

· · · · · · . . . · · ·
∂fn
∂sd1

∂fn
∂sd2

... ∂fn
∂sdn


(5.11)

There are 14 state equations for the DFIG and three control variables as defined

in Equation (3.247). Seven of the state variables relate to the generalized positions

and seven to the generalized velocities. The rate of change of the position variables,

q̇i, within the system (mechanical velocity and current) cannot be forced to zero.

Instead a solution is found for the remaining seven state variables and three control

variables. There are more degrees of freedom than the number of equations, it is

therefore necessary to fix values for two of these variables if a solution is to be found

to determine the desired operating conditions.

The value of the desired quadrature-rotor current, iqr
d, and the desired zero-rotor

voltage, v0r
d, were chosen to be fixed. Theses variables were chosen after a prelim-

inary parametric study and were set to zero amperes and zero volts respectively.

Forcing the zero-rotor voltage, v0r
d, to zero is preferred in order to minimize the

likelihood of imbalance across the phases of the generator. The development of

more appropriate values could be the subject of a future more detailed parametric

study as a means of minimizing the reactive power and maximizing the real power.

The remaining desired state variables to be found are therefore

sd =

[
iqs

d ids
d i0s

d idr
d i0r

d vqr
d vdr

d

]
(5.12)



148 Power Shaping Control

As a result the definition of the Jacobian for the DFIG is

J =



Xa11 Xa12 Xa13 Xb12 Xb13 0 0

Xa21 Xa22 Xa23 Xb22 Xb23 0 0

Xa31 Xa32 Xa33 Xb32 Xb33 0 0

Xc11 Xc12 Xc13 Xd12 Xd13 1 0

Xc21 Xc22 Xc23 Xd22 Xd23 0 1

Xc31 Xc32 Xc33 Xd32 Xd33 0 0

Xe11 Xe12 Xc13 Xf 12 Xf 13 0 0



(5.13)

where

Xa = −Ks
∂Ks

−1

∂t

(
KsLsKs

−1
)
−RsI3 (5.14)

Xb = −Ks
∂Ks

−1

∂t

(
KsLsrKr

−1
)

(5.15)

Xc = −Kr
∂Kr

−1

∂t

(
KrLsr

TKs
−1
)

(5.16)

Xd = −Kr
∂Kr

−1

∂t

(
KrLrKr

−1
)
−RrI3 (5.17)

Xe =
(np

2
Ks

∂Lsr
∂θr

Kr
−1iqd0r

d
)T

(5.18)

Xf =
np
2

(
iqd0s

d
)T
Ks

∂Lsr
∂θr

Kr
−1 (5.19)

The solution to the Newton-Raphson method derives the instantaneous desired op-

erating conditions for the 7 unknown variables.

The derivative of the desired energy function with respect to each of the state
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variables is subsequently calculated. The partial derivative of the desired energy

function with respect to the stator charge is

∂H d

∂s
(1..3) = Ks

∂Ks
−1

∂t

(
ψqd0s − ψqd0r

d
)

(5.20)

with respect to the rotor charge is

∂H d

∂s
(4..6) = Kr

∂Kr
−1

∂t
ψqd0r −Kr

∂(Kr
−1)d

∂t
ψqd0r

d (5.21)

with respect to the rotor position is

∂H d

∂s
(7) = −(iqd0s − iqd0s

d)TKs
∂Lsr
∂θr

Kr
−1(iqd0r − iqd0r

d) (5.22)

with respect to the stator flux is

∂H d

∂s
(8..10) = iqd0s − iqd0s

d (5.23)

with respect to the rotor flux is

∂H d

∂s
(11..13) = iqd0r − iqd0r

d (5.24)

and with respect to the mechanical momentum is

∂H d

∂s
(14) = ωm − ωmd (5.25)

The next step in the process is to find the solution to the matching equation which

is defined as

(J d −Dd)
∂H d

∂s
= (J −D)

∂H

∂s
+ gdud + gcuc (5.26)
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where the control input is the rotor voltage, vqd0r, and the disturbance input is the

stator voltage, vqd0s, which is outside the control of the algorithm. One potential

method for solving the matching equation is to fix the inertial matrix so that

J d = J (5.27)

This being the case, rows 1 through 7 of the matching equation rearrange to (using

MATLAB style notation)

Dd
(1:7,1:7)

∂H d

∂s
(1:7) = −(J (1:7,:) −D (1:7,:))

∂H

∂s
+ J d

(1:7,:)
∂H d

∂s
(5.28)

however as Dd is a diagonal matrix of terms rd then it can be rearranged using

element wise division to find the desired resistance terms.

rd(1:7) =
(
−(J (1:7,:) −D (1:7,:))

∂H

∂s
+ J d

(1:7,:)
∂H d

∂s

)
./
(∂H d

∂s
(1:7)

)
(5.29)

The same method is used for row 14

rd(14) =
(
−(J (14,:) −D (14,:))

∂H

∂s
+ J d

(14,:)
∂H d

∂s

)
./
(∂H d

∂s
(14)

)
(5.30)

Rows 8 through 10 can be used in a similar manner but the disturbance inputs needs

to be taken into account, as a result

rd(8:10) =
(
−(J (8:10,:) −D (8:10,:))

∂H

∂s
− gd(8:10,:)ud + J d

(8:10,:)
∂H d

∂s

)
./
(∂H d

∂s
(8:10)

)
(5.31)

The remaining three unknown values, rd(11:13), are tunable parameters. The advan-

tage of this method is that trial and error can be used to obtain the desired speed of

response. This requires minimal experience, unlike the tuning of a traditional PID

controller.
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The control input can then be calculated from the remaining three rows

uc = (gc(11:13,:))
−1(J d

(11:13,:) −Dd
(11:13,:))

∂H d

∂s

− (J (11:13,:) −D (11:13,:))
∂H

∂s
− gd(11:13,:)ud (5.32)

5.4.1 Simulation Results

Simulations have been conducted using the speed controller outlined above. To aid

in comparisons with the work by Dòria-Cerezo (2006) the parameters were set as

follows: stator voltage was [0 415 0]T , the stator frequency was 50 Hz, the stator

resistance was 0.087 Ω, the rotor resistance 0.0228 Ω, magnetizing inductance 0.041

H, both the stator and rotor inductances were 0.042 H, the mechanical resistance

was 0.005 kg m2 / rad2 and the rotor inertia was 5.0 kg m2. The DFIG was a four

pole machine.

Time domain results for a series of simulations in which the tuning parameters,

rd(11:13), were varied are shown in Figure 5.2. These plots show the effect of the

value of the tuning parameter on the rate of convergence on the target speed, in

addition to the applied direct- and quadrature-rotor voltages (which are the control

inputs).

Multiple simulations were run for a range of reference speeds. Figure 5.2 shows

the results for the reference speed of 188 rad/s. The tuning parameters, rd(11:13),

were set to the value Rd and the response in the speed and the control input (the

rotor voltage) can be seen. It can be seen that if the tuning parameter value is too

high then too much damping is applied and the system is sluggish, however if the

damping parameter is too low then the system has an initial fast response but then

transitions to oscillatory and sluggish.
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(a) (b)

Figure 5.2: DFIG speed control tuning Jm=5 a) over-damped b) under-damped

The rotor inertia was then increased to 20.0 kg m2 to investigate the effect of the

inertia on the optimum damping coefficients, the results of which can be seen in

Figure 5.3. This was investigated in preparation for controlling a Variable Inertia

Flywheel (VIF) energy storage system and also for controlling the full wave-to-wire

OWC turbine system. In comparison with Figure 5.2, it can be seen that the increase

in inertia has had minimal effect as the ideal damping coefficient, which was 0.2 for

the lower inertia and 0.25 for the higher inertia.

The development of a port-Hamiltonian speed controller for a multi-pole generator

outlined in this subsection was an integral step in the development of the control

strategy for the OWC system, which will be expanded upon in Section 5.6.
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(a) (b)

Figure 5.3: DFIG speed control tuning Jm=10 a) over-damped b) under-damped

5.5 Power Control of an Energy Storage System

In Chapter 4 the potential benefit of using a Fixed Inertia Flywheel (FIF) energy

storage system was discussed. As a result, it was decided to create a PBC strategy

for a DFIG FIF system. The FIF system would operate in the vicinity of, but

independently from the OWC system and would be electrically positioned between

the OWC and the grid connection, as seen in Figure 5.4. A demand power reference

would be supplied by the local Distribution Network Operator (DNO) both for the

real, Pn, and reactive power, Qn, and hence the power factor.

The real power (Krause 1986) is defined as

Pn =
3

2
vqd0s

T


1 0 0

0 1 0

0 0 2

 iqd0n (5.33)
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Figure 5.4: Energy storage system is electrically positioned between the OWC sys-
tem and the national grid

whereas the reactive power is defined as

Qn =
3

2
vqd0s

T


0 1 0

−1 0 0

0 0 0

 iqd0n (5.34)

The desired direct-network current can therefore be defined in terms of the desired

quadrature-network current as

idn =

2

3
Qn + vdsiqn

vqs
(5.35)

Substituting this definition into the real power equation results in a definition of the

quadrature-network current as

iqn =

2

3
Pnvqs −

2

3
Qnvds

vds2 + vqs2
(5.36)

The OWC system output power from the inverter to the grid is treated as a dis-

turbance input to the energy storage system as the two systems are treated inde-

pendently in this work. The voltage connection of the OWC is also fixed to that of

the network hence this disturbance input must be treated as a current input. The

method used to calculate the network currents given in Equations (5.33) to (5.36)
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can also be applied to calculate the current from the OWC system.

Under certain conditions the FIF energy storage unit may be at full capacity when

the OWC power may still be greater than the demand. Under such circumstances

a load has been simulated that can dissipate this excess power. It was decided that

the load would be used to dissipate power when the speed of the flywheel reached a

maximum speed limit (ωm > ωm
max). In the example presented the maximum was

defined as 110% rated speed. The limit depends on the capabilities of the generator

as set out by the manufacturers specification sheet. To prevent the load constantly

switching at the threshold a hysteresis loop is used. In this case the load was disabled

when the FIF mechanical speed reached 100% rated speed. There is a large spike in

the current flow if a large load is switched on instantaneously. This can be prevented

by bringing the load in steadily. In the simulation this was modelled by applying

the change in impedance with a ramp of 0.2s. Practically this could be achieved by

using multiple smaller load banks and switching them at staggered intervals.

For a balanced system (i.e. the currents and voltages are equal across each of the

abc phases) the impedance of the load is calculated as

Zl = Rl


1 0 0

0 1 0

0 0 1

+ ωsLl


0 1 0

−1 0 0

0 0 0

 (5.37)

and therefore the current through the load is

iqd0l = Zl
−1vqd0s (5.38)
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For an unbalanced system, the impedance is calculated as

Zl = Ks


Rl1 0 0

0 Rl2 0

0 0 Rl3

Ks
−1 +Ks

∂Ks
−1

∂t
Ks


0 0 0

0 0 0

0 0 0

Ks
−1 (5.39)

The load current can be calculated from the known impedance and voltage. This

can then be used, in conjunction with the OWC generator-turbine current and the

network current, to calculate the desired stator current,

iqd0s
d = iqd0t − iqd0l − iqd0n

d (5.40)

By rearranging rows 8 through to 10 of the fixed point operating equations, the

desired rotor current can be derived by analytical means. The first part of the

rearrangement results in

Ks
∂Ks

−1

∂t
iqd0r

d = (KsLsrKr
−1)−1(−Ks

∂Ks
−1

∂t
KsLsKs

−1iqd0s
d −RsI3iqd0s

d + vqd0s)

(5.41)

however the terms in front of iqd0r are not invertible as

Ks
∂Ks

−1

∂t
=


0 −ωs 0

ωs 0 0

0 0 0

 (5.42)

To solve this equation it was decided that the desired rotor zero component would

be set to zero (i0r
d = 0) to prevent imbalance and then the remaining fixed point

equation could be used to solve for the first two rows

Rows 1 through to 13 of the fixed point equation are then used for calculating the
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desired rotor voltage

vqd0r
d = Kr

∂Kr
−1

∂t
(KrLrKr

−1iqd0r
d +KrLsrKs

−1iqd0s
d) +RrI3iqd0r

d (5.43)

The rotor speed is then calculated using row 14 of the fixed point equation.

ωm
d =

1

Bb

(
np
2

(iqd0s
d)TKs

∂Lsr
∂θr

Kr
−1iqd0r

d

)
(5.44)

The calculation of the control input using the matching equation is exactly the same

as for the DFIG speed controller as discussed in Section 5.4.

5.5.1 Simulation Results

For the FIF DFIG simulation, the parameters were selected using the per unit values

used by Mathworks (2011) in the asynchronous generator model. Krause (1986)

presents a derivation of per unit values. These per unit values enabled simulation

of a range of generators with different power and voltage ratings. The particular

simulation shown in Figures 5.5, 5.6 and 5.7 uses the following System International

(SI) values. The generator has been set as a four pole machine, the stator voltage,

vqd0s is [0 690 0]T , the stator resistance, Rs, is 0.0009355 Ω, the rotor resistance

is 0.009089 Ω, the mutual magnetizing inductance, Lsr, is 0.002052 H, the stator

inductance, Ls is 0.002677 H, the rotor inductance, Lr, is 0.002677 H, the mechanical

resistance is 0.005 kg m2 / rad2 and the rotor inertia Jm is 10 kg m2.

The results for the simulation can be seen in Figure 5.5. The power flow to the

network follows the desired reference from the network for both the real and reactive

power with only a slight deviation, when the reference values change. The maximum

error, ignoring the error due to the initialization values, is 1.5 kW, which can be
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seen in Figure 5.6. This transient lasts less than a thousandth of a second as can be

seen in Figure 5.7, which is a zoom-in of the same data set as in Figure 5.6.

The maximum energy storage of this particular FIF system is only 208.5 kJ. This

could be increased both by using a two pole generator, which has a higher rated

speed, and by increasing the inertia of the FIF during the design process. An

increase in the rated FIF speed by a factor of two increases the energy capacity by

a factor of four. The inertia only has a linear affect, therefore an increase in the

inertia to 20 kg m2 from 10 kg m2 would only double the energy storage capability.

In addition multiple flywheels could be used in parallel to increase the capability

and would enable maintenance of the system without losing the full energy storage

capacity.

Chapter 4 highlighted the importance of appropriately sizing the energy storage unit

for the prevailing conditions, whereas this study has shown that given the reference

conditions the flywheel can follow the demand, however when the energy storage is

at a minimum no more energy can be extracted.

The advantage of using a DFIG FIF is the reduced cost in the power electronics since

only a one-third rated converter is required as opposed to the fully rated converter

required by a SCIG FIF. The relative cost of the generator however is unknown to

the author of the thesis. For the DFIG FIF system described in this sub-section

the limited operating speed range of 30% either side of the rated speed means that

the effective energy storage capacity is 148 kJ. The 60 kJ of energy still present in

the flywheel at the lower speed limit is effectively not available for use. A similar

four-pole SCIG FIF system has a speed range of 10% and 90% of rated, with a

corresponding energy range of 123 kJ. It can therefore be concluded that the DFIG

FIF has a higher energy capacity.
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Figure 5.5: DFIG FIF power flow control

Figure 5.6: DFIG FIF power flow control error

Figure 5.7: DFIG FIF power flow control transient error
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5.6 Turbine Damping Control

PBC of a wave energy converter and more specifically an OWC holds a lot of promise

and could be an extremely beneficial tool. There is the potential to apply cost opti-

mization techniques to identify the optimum running conditions in order to absorb

the maximum energy over a certain time frame or optimization window. However,

the PBC problem consists of two tasks. The first task involves identifying the desired

operating conditions and the second task involves designing the control strategy for

achieving those operating conditions. As a first step towards achieving a control

strategy for wave-to-wire optimized efficiency, a speed controller has been designed

to control an OWC system to the optimum turbine damping, Kd, as prescribed by

the OWC chamber designers. However under some circumstances it may be infea-

sible to control the device to these optimum conditions based on the limitations

of the electrical and mechanical subsystems. This will be discussed further in the

simulation results section.

It is advisable to identify the potential range of damping that can be achieved based

on the speed limitations of the generator and the instantaneous pressure. The

maximum and minimum non-dimensional damping are calculated using

p∗ =
∆p

ρaωm2Dt
2

(5.45)

where for the DFIG the speed range is 70% to 130% of rated speed and for the SCIG

it is 10% to 100% of rated speed. The minimum and maximum non-dimensional

flow rate, Q∗, can then be computed using the non-dimensional curves. The spline

curves as discussed in Section 3.5 can be used for this purpose. The minimum and

maximum flow rate can then be computed using

Qt = ωmDt
3Q∗ (5.46)
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and from this the minimum and maximum damping can be computed using

K =
∆p

Qt

(5.47)

If the desired damping falls outside the minimum and maximum damping then the

desired speed should be set to the minimum or maximum, whichever enables the

closest possible control to the optimum damping.

For a 1.8m diameter turbine, with a pressure drop across the turbine of 10,000 Pa

and a 8 pole pair DFIG, the minimum and maximum damping ratios are 209 and

251 Ns/m5 respectively. By comparison, a SCIG in the same configuration would

have a minimum and maximum damping ratio of 157 and 230 Ns/m5 respectively.

The SCIG has a wider damping ratio and a lower damping range which in general

is more suitable for an OWC device, though higher damping OWC devices do exist.

Assuming that the required damping is within the possible range then the next stage

is to calculate the desired speed. This has been achieved by calculating the non-

dimensional pressure for a range of speeds, between the minimum and maximum,

associated with the instantaneous pressure. Each non-dimensional pressure has

then been used to calculate a table of non-dimensional flow rates and subsequently

dimensionalized flow rates. The damping is then calculated for each value of the

dimensional flow rate and instantaneous pressure. Interpolation is then used to

identify the desired speed from the table of speed versus damping using the desired

damping as the input.

Using the desired speed, the desired value for each of the other state variables can

be computed using the fixed point equations. In this first implementation of a port-

Hamiltonian control for an OWC system, the hydrodynamic and pneumatic systems

will be treated as a torque input to the electrical system and the speed controller

developed in Section 5.4 is employed.
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5.6.1 Simulation Results

The system state equations are given in Section 3.8. The parameter values are

defined in Section 6.4. Tests were initially conducted with a monochromatic wave

of 1.5 m amplitude and a frequency of 0.725 rad/s (equivalent to a period of 8.6 s).

The turbine diameter and the number of generator poles (and hence speed) dictates

the damping range of the device. Fixed speed control (at generator rated speed)

was used to find the damping for a variety of turbine diameters and generator poles,

the results of which are shown in Figure 5.8.

Damping control was then applied and the results can be seen for a 1m turbine with

a single pole pair (two pole) DFIG in Figure 5.9. As it can be seen the damping

control is effective within the speed limits of the generator. However the figure also

demonstrates the narrower and lower damping range possible with the 4 pole-pair

DFIG. Generators with fewer poles have a wider speed range which results in a

wider damping range. However a wide range is not strictly necessary as long as

the attainable damping aligns with the requirements of the OWC for peak efficiency

operation. At this stage, IDA-PBC OWC damping control has not been extended for

the SCIG, however it is anticipated that the wider and lower speed range (between

10 and 100% rather than 70% to 130% rated speed) will be preferential for an OWC.

5.7 Summary of Contribution

This chapter has introduced three control strategies. As an initial step an IDA-PBC

speed control for a multi-pole DFIG was developed. This approach was a precursor

to the subsequent development of both a power-based control strategy for a FIF

energy storage system, and an OWC damping control strategy. A Newton-Raphson
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(a)

(b)

Figure 5.8: Damping achieved with fixed speed control for a variety of turbine
diameters and generators and the associated power extracted
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Figure 5.9: DFIG damping control for a 1m turbine diameter in conjunction with a
1 pole-pair and 4 pole-pair generator

numerical solver was used to locate the desired operating condition for the speed

control and damping control strategies. An analytical solution was found for the FIF

power control strategy. Further work is required to develop an analytical solution

to the speed and damping controls. However the successful simulation of the control

strategies show promise for further development. This can be expanded upon with

more sophisticated PBC strategies, with improved response times and robustness.

It is envisaged that neither an OWC damping control strategy nor a flow coefficient

control strategy will obtain optimized power extraction since both strategies focus

on the energy extracted from a single component of the energy chain. However, the

large benefit of the development of the IDA PBC control strategy proposed herein

is the potential for power optimization by employing an energy cost function as a

means to calculating the optimized operating conditions.
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Chapter 6

Test Facility

The Pneumatic Wave Generator (PWG) test facility discussed in the present chapter

was initially built in 2005 and was originally capable of producing monochromatic

bidirectional air flows (Herring 2007, Herring & Laird 2007, Natanzi et al. 2011).

The planned utilization of the test rig was three-pronged. Firstly, to be used to

validate the Computational Fluid Dynamics (CFD) numerical results (obtained by

Banks (2009), Natanzi (2010a), Tarver (2013) and the author of this thesis); sec-

ondly, to tune an analytical Power Take-Off (PTO) model by identifying the gener-

ator windage and bearing losses etc. and validate its accuracy for the pneumatic,

mechanical and electrical components, and thirdly to make the test facility suitable

for testing potential control strategies.

In order to more accurately represent monochromatic waves and add the ability

to generate polychromatic waves the author proposed and undertook an upgrade

to the instrumentation, data acquisition software and control software including

the algorithm for the wave profiles. The upgraded test facility has been used to

validate the numerical results of the turbine which have been generated through

CFD numerical simulations.
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This chapter includes, in Section 6.1, a review of existing test facilities around the

world. The following section, Section 6.2, details the development of the PWG

test facility. This includes Section 6.2.1 which details the PWG Hardware. The

instrumentation is detailed in Section 6.2.2. The analysis given in Section 6.2.3

introduces the control algorithm including the modifications required for using speed

control rather than position control. Section 6.2.4 presents the generated waves for

both the monochromatic and polychromatic cases. The work to validate the CFD

numerical simulation results is then discussed in Section 6.3.

6.1 Literature Review of Test Facilities

Various test facilities have been developed to allow the characterization of Oscil-

lating Water Column (OWC) turbines and to validate a range of numerical models

describing their performance. This review identified six land-based facilities that

have been reported as being used for OWC testing employing a range of methods to

produce reciprocating flows. Of these test facilities, some examine the performance

of the turbines under steady flow conditions and the others under monochromatic

bidirectional flow conditions.

The facility described by Dhanasekaran & Govardhan (2005) uses a 4kW variable

speed centrifugal blower that can produce a flow rate of 1.1m3/s and a pressure drop

across the turbine of 2000Pa. Although this test facility could replicate a range of

flow rates it does not produce bidirectional flows.

The test rig used by Raghunathan & Ombaka (1985) consisted of an air bellow

driven by a ram and hydraulic jack (Figure 6.1). Two 0.2m diameter Wells tur-

bines with different solidities (ratio of blade chord length to pitch) were tested with

monochromatic flow oscillation with a frequency range of 0.2 to 1Hz.
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Figure 6.1: Test rig using bellows (Raghunathan & Ombaka 1985).

Maeda, Setoguchi, Takao, Sakurada, Kim & Kaneko (2001) completed unidirectional

testing under steady flow conditions and then used numerical simulations to predict

the turbine performance under irregular wave conditions, using a test rig consisting

of a large piston of diameter 1.4m and stroke of 1.7m. Subsequently Maeda, Takao,

Setoguchi, Kaneko & Kim (2001) and Setoguchi et al. (2000), using the same test

facility (Figure 6.2) reported a set of experiments using an impulse turbine with a tip

radius of 298mm. The tests employed monochromatic waves with a 0.1Hz frequency.

The experiments produced pressure drops of up to 1.8kPa with a maximum flow rate

of 0.32m3/s at a rotational speed of 370rad/s. It was deduced that since sea waves

are irregular, it is important to characterize the turbine performance under transient

conditions.

Mala et al. (2011) used a piston, with a diameter 1.25m, driven by a crank and rod

connected to a disk with a number of holes at different eccentric distances to generate

various flow rates. This created simulated sinusoidal waves of 0.404 to 2.46m3/s.

The test rig attained pressures that ranged from 0.77 to 4.3kPa. Although this test

rig was used to test a twin unidirectional turbine, it is presumed that it could be

used to test bidirectional turbines.

The test facility used by Thakker & Abdulhadi (2008) consists of a plenum chamber
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Figure 6.2: Test rig using a piston (Maeda, Takao, Setoguchi, Kaneko & Kim 2001).

with honeycomb section. The air flow rate is generated by a centrifugal fan and then

diverted using a bidirectional valve. The tests were conducted on a Wells turbine

with turbine speeds ranging from 350 to 1,700rpm with a single period sine wave of

period 9.2s and velocity 8.4m/s. The turbine tested had a 597mm diameter.

Liu et al. (2009) present work conducted at a test facility which consists of a large

piston-cylinder, a settling chamber and a section to accommodate devices under test

with a bell-mouthed end. The sinusoidal motion is created by an A.C. servo-motor

driving the piston through mechanical translation, producing more than 1kPa and

0.7m3/s. The authors reported problems with the test rig which meant the desired

and actual frequencies were not perfectly matched. The rig was used to experiment

with both turbines and orifice plates.

More recently the author is aware of a test facility that has been commissioned

at the University of Siegen although no papers have been published detailing its

capabilities.

The Dresser-Rand and Cranfield University PWG test facility, presented initially

by Herring (2007) and Herring & Laird (2007), produced a range of monochromatic

pressure waves. To compare this test facility with the others, it is common (as



Test Facility 169

seen above) to quote the capability of the test facility in terms of the flow rate and

pressure waves generated. However, both of these values are functions of the turbine

geometry, the instantaneous speed of the turbine rotor and the volume of the air

chamber and ducting. The current turbine under test is a Variable Radius Turbine

(VRT) and has a rotor diameter of 0.6m and can be tested with turbine speeds

ranging between 100 to 1,500rpm. Static pressures have been measured up to ±

5kPa. This test facility is grid connected and exports generated power to the grid

in compliance with G83/1 engineering recommendations.

Therefore, one may conclude that while a number of dedicated OWC turbine test

facilities exist, only some of them can produce monochromatic bidirectional pres-

sure waves. At the time of writing, no turbine testing by employing polychromatic

wave conditions at a land-based test facility is reported to have taken place. The

test facilities surveyed are stated as producing peak flows of up to 2.46m3/s and

pressure drops of up to 4.3kPa. These figures are comparable with the PWG in its

original monochromatic control configuration. The work reported herein develops

the test facility to produce polychromatic waves from a variety of wave spectra with

a coefficient of determination of better than 0.99 (i.e., better than the measurement

system capability). This enables land based testing of control strategies under sea

conditions from different potential sites using different spectral types. In addition,

seasonal variations can be incorporated by changing the parameters for the selected

spectra.
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6.2 Pneumatic Wave Generator Test Facility

6.2.1 PWG Hardware

The PWG is composed of a cylindrical air chamber made of Glass Reinforced Plastic

(GRP) with a rotary paddle that is controlled to produce oscillating air profiles (see

Figure 6.3). The paddle periphery uses a brush seal to reduce leakage. The resulting

air profile is then ducted though a square-to-round duct to the device under test.

It is used to test the HydroAirTM VRT which uses a variable radius duct profile

(Freeman et al. 2008), see Figures 6.3 and 6.4.

Figure 6.3: PWG test facility air chamber

Figure 6.4: CAD drawing of PWG test facility (Dresser-Rand Company Ltd 2014)

The paddle is actuated by an induction motor with an integral position encoder

connected via an input card to a back-to-back Integrated Gate Bipolar Transistor
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(IGBT) inverter. A diagram of the hardware is shown in Figure 6.5. The PWG

inverter is controlled via a Programmable Logic Controller (PLC) on a PROcess

FIeld BUS (PROFIBUS) connection. The turbine under test is connected to the

National Grid using a back-to-back IGBT inverter decoupling the turbine speed from

the frequency of the grid. The inverter (and hence the generator and the turbine)

are controlled using an additional PTO PLC.

Figure 6.5: Test rig hardware diagram

6.2.2 Instrumentation

As reported in Farman et al. (2013), the PWG test facility was updated to include

new measurement equipment. Key changes include the update to the data acqui-

sition software and the creation of polychromatic waves utilizing speed control for

the inverter rather than position control. The test rig is currently equipped with

the following instrumentation:

1. Two pressure scanners (CANdaq III) each with 32 pressure ports for both

static and total pressure measurements

2. Torque and speed transducer (IML RTA200)



172 Test Facility

3. Temperature probes (K-type thermocouples)

4. Barometer (DPI 142-150)

5. Ambient temperature (RTD)

6. Two 4-20mA channels to communicate information from the inverter to the

data acquisition system e.g. grid power, machine power, magnetising torque

The new equipment mandated an update of the data acquisition software. It was

decided to use Labview 2009, which utilizes Virtual Instruments (VIs) to interface

to the various components. The communication is achieved over Ethernet to the

two pressure scanners, and over serial RS232 for the barometer. Processing of the

4-20mA, frequency, voltage and thermocouple sensors is via the inbuilt DAQmx VIs.

The data is then logged at the required frequency of 10Hz.

The turbine is fitted with 64 pressure tappings connected to two 32 channel pressure

scanners that incorporate digital thermal compensation within a range of ±7kPa.

The pressure scanners have a capability of 625 measurements per channel per second

with a full scale accuracy of 0.06% (Chell Instruments Ltd 2010). The pressure ports

are used to measure both static and total pressures at the guide vanes and static

pressure upstream and downstream of the rotor. A number of the turbine guide

vanes are fitted with four pressure tappings (see Figure 6.6). The spanwise locations

of these tappings were determined from numerical studies of the flow through the

guide vanes Natanzi (2010b). The leading edge pressure probes are used to measure

the flow rate. The main advantages of their position is their minimal effect on the

flow, that the usual area of stagnation pressure behind the probe is reduced and there

is an increase in their structural integrity. This latter point is extremely important

for using total pressure ports on turbines to be commissioned in the ocean, where

redundancy is important. Additional pressure measurements are taken at a number

of locations from within the PWG chamber.
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A torque speed transducer and generator encoder are used to enable turbine mea-

surements in isolation from the generator. The inverter cubicle has Current Trans-

formers (CTs) and Voltage Transformers (VTs) on the machine and grid side con-

nections in order to calculate the electrical power output. In addition, a power

logger and power quality analyzer can be used to monitor the output voltages and

the degree of flicker and harmonics in the system. Barometric pressure is measured,

as well as atmospheric temperature. A variety of measurements from the back-to-

back inverter can be communicated to the data acquisition hardware. An additional

encoder is used to measure the position of the PWG flap. The instrumentation data

is acquired and processed via a bespoke Human Machine Interface (HMI). IGBT

inverters can cause problems with Electro-Magnetic Radiation (EMR); hence all in-

strumentation cables at the test facility were screened at one end and low voltage

signals were avoided wherever possible. The power cables were screened at both

ends in accordance with industrial guidelines (Control Techniques Ltd 2009a).

Figure 6.6: Total pressure probes embedded in turbine blades

6.2.3 Test Rig Control Strategy

The work presented here describes the control strategy development to enable the

PWG test facility to simulate a range of polychromatic air waves for a variety of
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wave spectra. It is believed that this is the first land-based test facility to enable

testing of turbines under simulated realistic polychromatic sea conditions (i.e. with

polychromatic waves).

Figure 6.7: PID speed control loop

The PLC calculates the vertical position and velocity using the equations given in

Section 3.3 for the wave profile from the required spectrum defined by the operator.

The PLC program subsequently determines the speed reference value for the motor

which is communicated on a PROFIBUS connection to the inverter drive at an

update rate of 50ms and fed into a Proportional Integral Derivative (PID) controller

for the speed control loop of the motor. The PID parameters are obtained using the

inverter auto-tune function. The control loop can be seen in Figure 6.7. Ideally a

position control loop would have been used rather than a speed control loop because

the latter is prone to integral errors as well as not being able to limit the range of

the paddle. However it was necessary to use the speed control loop due to the

limitations of the inverter firmware.

Protection software (i.e. automatic shut-down) has been built into the control strat-

egy to ensure that the paddle does not overshoot the hard limits of the system. The

system has been designed to be fail-safe; hence, loss of communication between

the PLC and the inverter will result in the motor being controlled to a stationary

position. The software has the ability to generate both monochromatic and poly-

chromatic waves. It should be noted that monochromatic waves are an special case

of the polychromatic case. The mean Sea Water Level (SWL) is chosen to be the

mid-point of the range of paddle sweeping angles. A limit switch positioned at the
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maximum swept angle is used to locate the paddle and then position control is used

to locate the mid-point.

It was found there were at least three causes of position offset when using a speed

control algorithm for generating the wave profiles. One of the causes is that in a

realistic test rig, the position and velocity of a wave series are both zero at the start

of the test. However, for a sine wave these values are always 90 degrees out of phase

(see Figure 6.8). In the case where the position is taken to be zero, the speed needs to

ramp up to maximum speed as fast as possible; however, this can activate hardware

protection limits. The time taken to bring the speed up to the required value can

create an offset in the wave position. The PWG system has a finite sweeping angle;

therefore, to maximize the range of waves that can be produced, this offset should

be minimized. In addition, this ensures that the mean SWL is constant across all

waves irrespective of the flap speed.

Figure 6.8: Phase relationship between position and velocity

One method to remove the offset is to use a ramp that has the same length as a

multiple of the period of the wave in question. For example, a seven-second wave

would require a ramp of 7, 14, 21 seconds etc.. If a ramp of a different length is

used, then an offset is introduced. This can be carried over to the polychromatic

wave scenario by multiplying each frequency component by its own ramp rate. The

mathematics behind this are discussed next.
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Ramp Mathematical Demonstration

A ramp function is used to remove any position offset that would have been caused

by hardware limits in accelerating to maximum velocity at start-up. An offset in

the paddle position would result in a change in the air chamber volume, which in

turn affects the pressure across the turbine. In addition, an offset limits the range of

potential waves that can be generated due to the hard limits of the system and can

limit the length of time the paddle can be operated, as it drifts off the mid-point.

Therefore, it is imperative that the ramp does not inject any additional position

offset.

The equation for one of the frequency components of the wave to be generated is

given as:

η̇i = 2πf iai cos(2πf it−
2πx

λi
+ φi) (6.1)

The ramp, for the specific frequency component, is described in the following way

ri =


t
tri

t ≤ tri

1 t > tri

(6.2)

where tri is the ramp duration; therefore, the equation for the speed of the flap

incorporating the ramp is:

ηri = riη̇i (6.3)

Thus the instantaneous position of the paddle is calculated as:

ηri =

∫
η̇ridt (6.4)
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Substituting this into Equation (6.1) and calculating the integral results in:

ηri =
ait

tri
sin(2πf it−

2πx

λi
+ φi) +

ai
2πf itri

cos(2πf it−
2πx

λi
+ φi) + c (6.5)

The integration constant, c, can be found as it is known that the position of the

paddle using the ramp is zero at start-up, i.e., the paddle is representing the mean

sea water level. Substituting t = 0 and ηri = 0 into the above equation results in:

c =
−ai

2πf itri
cos(
−2πx

λi
+ φi) (6.6)

This results in the equation for the instantaneous position as:

ηri =
ait

tri
sin(2πf it−

2πx

λi
+ φi)

+
ai

2πf itri
cos(2πf it−

2πx

λi
+ φi)

− ai
2πf itri

cos(−2πx

λi
+ φi) (6.7)

The moment the ramp ends, the speed of the paddle must meet the following criteria:

2πf iai cos(2πf it−
2πx

λi
+ φi) =

t

tri
2πf iai cos(2πf it−

2πx

λi
+ φi) (6.8)

At t = tri the ramp for the wave component in question has finished. At this

condition, the wave velocity should match that of the unramped wave. Inspection

of Equation (6.8) shows that this condition is met. An equivalent requirement is
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placed on the position of the paddle:

ai sin(2πf it−
2πx

λi
+ φi) =

ait

tri
sin(2πf it−

2πx

λi
+ φi) +

ai
2πf itir

cos(2πf it−
2πx

λi
+ φi)

− ai
2πf itri

cos(
−2πx

λi
+ φi) (6.9)

substituting tri = t into the equation and then rearranging gives

cos(−2πx

λi
+ φi) = cos(2πf it−

2πx

λi
+ φi) (6.10)

Taking an inverse cosine

−2πx

λi
+ φi = 2πf it−

2πx

λi
+ φi ± 2πjy , j = 1, 2, 3... (6.11)

Term cancellation reduces this to

tri =
j

f i
, j = 1, 2, 3... (6.12)

which is the condition that has to be met in order for there to be no offset introduced

into the position of the paddle by using a ramp of the desired speed. Inspection of

Equation (6.12) shows that this condition is only satisfied for integer multiples of

the wave period.

It can be calculated that the offset that would be introduced if this criteria was not

met would be:

ei =
ai

2πf itri

[
cos(
−2πx

λi
+ φi)− cos(2πf itri −

2πx

λi
+ φi)

]
(6.13)
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For emphasizing this point, a monochromatic wave is considered of amplitude 2.5m

and a period of 7s with a phase shift of 0.6 rad, and positioned at the origin; therefore

x = 0. If a 14s or 21s ramp is used, then it would produce no offset, whereas a 3s

wave would produce an offset of 1.68m and a 10s wave would produce an offset of

0.51m. This can be visually inspected in Figure 6.9.

Figure 6.9: a) Monochromatic wave with ramp duration not equal to an integer
multiple of the period of the wave which produces no offset. b) Monochromatic
wave with ramp duration not equal to an integer multiple of the period and, hence,
produces an offset from the desired the position

The total error that would be introduced for a polychromatic wave would be a sum

of all the the frequency error components. Therefore, it is necessary to implement a

ramp for each individual frequency component. In Figure 6.10, a time series has been

generated for three Joint North Sea Wave Project (JONSWAP) spectra with peak

enhancement factors of 1, 3.3 and 7. The ramps were employed as discussed. The

three different time series were generated with the same phase shifts to emphasize

the effect of the peak enhancement factor. The desired and actual position for

the aforementioned time series, with a peak enhancement factor of 1, are shown in

Figure 6.11 with good accuracy.

A MATLAB simulation, Figure 6.12, demonstrates the raw required polychromatic

wave and the wave that uses the ramp for each individual frequency. A generic

polychromatic wave is represented though its velocity and amplitude characteristics

and where the desired polychromatic series signal is closely represented within 15
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Figure 6.10: Time series generated for three different JONSWAP spectra with the
same phase shifts

Figure 6.11: Comparison of the desired and actual time series generated for the
JONSWAP spectra with a peak enhancement factor of 1
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seconds.

Figure 6.12: Polychromatic wave position and velocity

6.2.4 Generated Waves

Monochromatic Waves

The test facility in its original configuration generated a range of monochromatic

waves which are listed in Table 6.1. Initial tests of waves using the speed control

method were compared against the original waves using position control.

Linear regression calculations were computed for a range of monochromatic waves

for flow rates of 1.2 and 1.77m3/s and a range of wave periods from 5 up to 12s. The

coefficient of determination1, R2, between the desired position and actual paddle

position for the speed control method is higher than 0.99 for all the monochromatic

wave cases, and has a largest error of 2.5%. It can therefore be seen that the velocity

set-point approach had no significant detrimental impact on the position accuracy.

The monochromatic waves are used to verify the method for measuring the flow rate

indirectly through the total and static pressure measurement through the use of a

set of rake-like instrumented guide vanes. Figure 6.13 shows a time history of the

1“R2 is used to describe how well a regression line fits a set of data. An R2 near 1.0 indicates
that a regression line fits the data well, while an R2 closer to 0 indicates a regression line does not
fit the data very well.”
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Wave No Design Period Design RMS Flow Rate Wave Height
(pk-to-trough)

Wave Height
(pk-to-trough)

s m3/s deg m
wave 1 7 2.3 127 1.92
wave 2 12 1.8 168 2.54
wave 3 9 1.8 126 1.91
wave 4 7 1.8 98 1.48
wave 5 5 1.8 70 1.06
wave 6 12 2.0 190 2.88
wave 7 9 2.0 142 2.15
wave 8 7 2.0 111 1.68
wave 9 5 2.0 79 1.20
wave 10 12 2.3 218 3.30
wave 11 5 2.3 164 2.48
wave 12 9 2.3 91 1.38
wave 13 12 1.5 142 2.15
wave 14 9 1.5 107 1.62
wave 15 7 1.5 83 1.26
wave 16 5 1.5 59 0.89
wave 17 12 1.2 114 1.73
wave 18 9 1.2 85 1.29
wave 19 7 1.2 66 1.00
wave 20 5 1.2 47 0.71

Table 6.1: Scaling of test rig waves for OWC simulation model
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dynamic pressure as calculated from the total and static pressure measurements on

the chamber side (P1) and the atmosphere side (P2) of the turbine (see Equation

(6.14)). Each total pressure probe is upstream for only half of the wave cycle.

The dynamic pressure is the difference between the total and the static pressure

measurements,

pd = pt − ps (6.14)

It can be observed that the downstream pressure signals follow closely to the cor-

responding upstream fluctuation. However, the vanes trailing edge pressure shows

a fluctuation due to the localized separation near the probe location. The standard

deviation of the total pressure measurements at P1 as a function of the Root Mean

Square (RMS) pressure is shown in Figure 6.14. This quantity is lower than 1%

for the pressure probes upstream of the turbine. As the flow changes direction it

deteriorates to only 4% at its worst. This indicates that the velocity is relatively

uniform across the annulus.

Figure 6.13: Dynamic pressure measurements for a wave of 12s period and 1.8m3/s
flow rate

Figure 6.14: Standard deviation of the total pressure measurements divided by the
RMS pressure for a wave of 12s period and 1.8 m3/s flow rate
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Polychromatic Waves

Having demonstrated the validity of the speed control method, the test program

expanded to demonstrate the feasibility of polychromatic pressure wave generation.

The pressure plot for an irregular wave, generated from a Pierson-Moskowitz spec-

trum with a wind speed of 15.4m/s measured at 19.5m above sea water level, is

shown in Figure 6.15. The test was performed three times (V1,V2 and V3) and

shows good repeatability. The amplitudes and phase shifts of each individual fre-

quency are calculated via a MATLAB script and then programmed into the PLC.

This enables the test facility to repeat a wave series for back-to-back comparison

testing. The rig could use a random number generator and calculate the amplitude

and phase shift itself; however, this requires more computation and it was decided

that this approach offered very little benefit compared to the one described above.

The same method was implemented for a Bretschneider spectrum and the result-

ing pressure wave time series is shown in Figure 6.16. For the results from the

Pierson-Moskowitz spectrum testing (Figure 6.17) one can see that there is a strong

correlation between the actual and desired position data and the line of best fit (R2

equals 0.96). The proximity of this line of best fit to y = x demonstrates that the

PWG can be relied upon to deliver the required paddle position and, therefore, flow

conditions.

6.3 Validation of Numerical CFD Results

As with any new piece of turbo-machinery, much of the initial performance analysis

work for the HydroAir VRT was conducted using CFD. Whilst CFD is an estab-

lished technique it is nevertheless necessary to validate the CFD numerical results

using experimental data, wherever possible. To this end, a focused test plan was

developed. Initially the turbine speed was kept constant and hence, as the pressure
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Figure 6.15: Pressure plot for a scaled Pierson-Moskowitz derived irregular wave
with a wind speed of 15.4 m/s

Figure 6.16: Pressure plot for a scaled Bretschneider derived irregular wave with a
significant wave height of 4.5m and and a peak period of 12 s
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Figure 6.17: Accuracy for a Pierson-Moskowitz wave

varies in an approximately sinusoidal way, the flow coefficient is also varying. It

is known that the turbine CFD results are more likely to be accurate on design

conditions, i.e. the point of peak efficiency (Denton 2010). As a result, there are

additional model matching challenges away from the point of peak efficiency.

Another proposed method of validating the CFD results would be to vary the turbine

speed in accordance with the pressure fluctuations and keep the flow coefficient

constant. This would result, in reality, with a square wave as the pressure drop across

the turbine changes direction every half wave. Maintaining a constant turbine flow

coefficient can be achieved by using the control strategy of constant flow coefficient.

Multiple tests could be run at various flow coefficients and pressure drops over

the full bandwidth of the operating conditions. In order to achieve the constant

flow coefficient, additional communication would need to be set up between the

Supervisory Control And Data Acquisition (SCADA) system and the Converteam

Inverter PLC. This additional communication could be achieved by transmitting the

axial velocity from the SCADA to the Converteam PLC over either Ethernet or via

an analogue output channel. The PLC used to communicate to the MV3000 Grid

and Machine side inverters is an Automatic PC which is connected to a network
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hub with spare channels. The protocol employed is Modbus TCP/IP. The software

to process the new communication and control the speed to keep constant flow

coefficient is a Converteam Tool called P80i.

A third method for validating the CFD results would be to allow the turbine speed to

free-wheel. Care is required to ensure that the system does not exceed the over-speed

rating of the generator. The variation of the flow coefficient under such conditions

is shown in Figure 6.18. This method is not suitable for testing the higher flow

coefficients.

Figure 6.18: Flow coefficient for turbine free-wheeling under a monochromatic wave
(wave 17) which has a period of 12s, an amplitude of 114deg and a design flow rate
of 1.2m3/s subject to turbine running conditions

There is little benefit in attempting to achieving a constant flow coefficient and it

would be difficult to achieve when the flow changes direction and hence the fixed

speed method was selected.

The first test of the CFD results were conducted for a range of monochromatic waves

(1, 3, 4, 17 and 19). The monochromatic wave was set-up and then the speed was

changed every 60s using the inverter to drive the turbine between 30% and 90%

rated speed, see Figure 6.19. Tests were not conducted at lower speeds due to low

Reynolds number scaling effects becoming more prevalent at Reynolds numbers less

than 2x105 as discussed by Herring (2007). Due to the limited maximum pressure

that can be created by the PWG, the higher non-dimensional flow rates and pressure
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drops can only be tested by reducing the turbine speed which is in direct conflict

with having a high Reynolds number. It can be seen in Figure 6.20a and 6.21a that

agreement with the numerical CFD results is very good. The CFD numerical results

were obtained by Banks (2009), Natanzi (2010a), Tarver (2013) and the author of

this thesis. The instantaneous errors are shown in Figure 6.20b and 6.21b. The

standard deviation of the error was calculated as 0.041 Pa.

Figure 6.19: Speed for numerical simulation tests

Figure 6.20: Test results and numerical simulation results for non-dimensional pres-
sure flow rate relationship using monochromatic waves

6.4 Simulation Parameters

Simulation of the PWG test rig has been achieved with slight modifications to the

analytical model developed in Chapter 3. The internal air chamber wave height, z2,

instead of being a state variable will be forced to follow the applied wave height, ηf .
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Figure 6.21: Test results and numerical simulation results for non-dimensional pres-
sure flow rate relationship using polychromatic waves

For this work ηf is directly related to the spectra, however future work could apply

a transfer function to this input to account for the dynamics of an OWC chamber.

The parameters for the test-facility model can be seen in Table 6.2.

The PWG waves are defined in degrees swept rather in meters and so the similarity

is realized by ensuring the same volume is shifted using

(ha0 + z1 − z2)As = zp
Vp
360

(6.15)

where zp is the paddle position in degrees, Vp is the volume within the PWG chamber.

The initial value of system variables are required during the numerical simulation

set-up. The initial mass within the air chamber is

mc|t=0 =
patmVc|t=0

RaTatm
(6.16)

The mean sea water level is taken at the mid-point paddle movement and is equal

to

zp|t=0 = 0 (6.17)
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Parameter Value
(units)

Description

np 4 number of generator poles
fe 50 Hz frequency
vabcs 415 V voltage line-to-line
Pnom 37 kW power
Rs 65.5 mΩ generator stator resistance
Rr 62.4 mΩ generator rotor resistance
Xm 227 Ω generator magnetizing reactance
Lls 0.667 mH generator stator leakage inductance
Llr 1.01 mH generator rotor impedance
Lm 21.0 mH generator magnetizing inductance
Dt 0.263 m turbine rotor tip diameter
Jd 1.47 kgm2 drive train moment of inertia
As 3.76 m2 water column area
hd 0 m water column draft
ha 3.11 m air column draft
hw 35 m water depth

Table 6.2: Simulation parameter settings

Figure 6.22: Plan view of PWG (Dresser-Rand Company Ltd 2014)
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Component Volume
(m3)

PWG swept volume 16.02
PWG non-swept volume 0.60
McKenzie flare 0.48
Square to round ducting 1.29
Main ducting 1.33
Total 19.7

PWG at SWL 8.01
PWG non-swept volume 0.60
McKenzie flare 0.48
Square to round ducting 1.29
Main ducting 1.33
Total 11.7

Table 6.3: Air chamber volumes

The enclosed volume within the PWG has changed from that which was reported by

Herring (2007) as part of the test facility update conducted in 2011. The physical

constraints of the PWG limit the maximum pressure drop that can be generated

across the turbine. In a real OWC the water level can, in theory, rise to meet the

ceiling of the chamber reducing the air volume to zero. However within the PWG

this has not been possible and the minimum volume of the PWG, marked “a” in

Figure 6.22, when the paddle is at its maximum position contains a residual volume.

In addition to the other components that create the volume of the air chamber which

include the McKenzie flare (marked “b” in Figure 6.22), the square to round section

(marked “c” in Figure 6.22), and the volume within the ducting prior to the guide

vanes, are not shown. The volumes are given in Table 6.3. The volume of the air

chamber at mid-sea level is therefore 11.7 m3.

In order to use the dynamic model to simulate the test rig, the wave height needs

to be decoupled from the pressure as the control strategy within the PWG inverter

compensates for any forces applied by the wave on the paddle.
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6.5 Summary of Contribution

The implementation of polychromatic waves using the PWG rig to test bidirectional

turbines was successfully demonstrated. It is thought to be the first test facility with

this capability. Pressure waves corresponding to a given free surface elevation can

be simulated. The accuracy of the position of the paddle can be controlled to within

2% accuracy and to a high level of repeatability. The method uses speed control

rather than position control for the reference due to firmware limitations. However

integration errors are minimized by using the appropriate ramp rates for each wave

frequency component. This test facility will enable the testing of control strategies

as well as the investigation of the performance of self regulating OWC turbines in

realistic operating conditions. For the control schemes, this type of testing prior

to deployment in the ocean will increase the confidence in and reliability of the

strategies employed in maximizing power while seeking to adhere to the quality of

grid supply. In addition, the test facility will continue to be used to validate a range

of theoretical models.
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Chapter 7

Conclusions and Further Work

7.1 Conclusion

The main contributions of this work were

• A generalization of the port-Hamiltonian framework for cases where the po-

tential energy is dependent upon one or more of the momentum variables

• A further development in the field of the port-Hamiltonian framework whereby

a change in reference frame allows the modeling of flow sources

• Development of a beyond state-of-the-art port-Hamiltonian model of the com-

plete OWC wave-to-wire analytical model utilizing the aforementioned modi-

fications to the port-Hamiltonian framework

• Development of a power-based control strategy for an energy storage system

using a fixed inertia flywheel.

• The development of a power-based control strategy for damping control of an

Oscillating Water Column (OWC), using the port-Hamiltonian OWC system

model
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• An upgrade to the Cranfield University test facility to be the first in the world

with bi-directional polychromatic wave capability

• Using the upgraded Cranfield facility, turbine Computational Fluid Dynamics

(CFD) results were validated under bi-directional polychromatic flow condi-

tions for the first time

The first of the advances in the port-Hamiltonian framework described in this work

is the ability to account for systems where the potential energy is a function of

momentum. This new development was arrived at by the process of mathematical

inspection, with a series of model-based tests used to prove its validity for the OWC

system. By expanding the applicability of port-Hamiltonian modeling the related

energy shaping control approaches can also be expanded to new systems. As a

consequence, this development is relevant to all fields of study and is not limited to

OWCs specifically, or renewable energy in general.

A further new development in the field of the port-Hamiltonian modeling frame-

work is also described. The same approach of mathematical inspection, followed

by model-based tests of OWC systems was used to develop a method for modeling

systems with flow rather than effort sources. The applicability of this new approach

to systems with capacitive (or spring) components and no inductance (or inertial)

component is also described. The port-Hamiltonian method has not previously

been suitable for modeling systems with these characteristics. The validity of this

approach was first demonstrated by modeling electrical systems, including an Re-

sistance Impedance Capacitance (RLC) circuit with a current source, before being

applied to a closed pneumatic air volume. As a result of this work, the applicability

of the port-Hamiltonian framework has been further expanded.

In support of developing the first energy shaping control strategy (specifically, Inter-

connection and Damping Assignment (IDA) Passivity Based Control (PBC)) for a
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wave energy device, the first step was to develop the first port-Hamiltonian wave-to-

wire OWC model. The benefits of employing the port-Hamiltonian framework are

the ease of identifying the system equations from the total energy equation, and the

ease of connecting multiple subsystems. This system model was derived by devel-

oping individual models of each subsystem (hydrodynamic, pneumatic, mechanical

and electrical). The port-Hamiltonian multi-pole generator model mandated the

use of the updated port-Hamiltonian framework for the scenario when the potential

energy is a function of momentum, whilst the pneumatic model required the update

to the port-Hamiltonian framework for flow sources. The wave-to-wire OWC port-

Hamiltonian model is of particular importance since it has applicability to OWC

developers in general, and is not specific to the development of energy based control

strategies.

Completion of the development of the OWC wave-to-wire model was followed by

investigations into a number of potential control strategies. The first of these was to

apply an IDA PBC strategy to control the energy flow into and out of a fixed inertia

flywheel energy storage system. The purpose of this study was to demonstrate

a means of smoothing the system power output to the grid, thereby removing or

reducing the fluctuations in current. This was a development of the work by Batlle

et al. (2007) in which a flywheel, connected to a single pole pair generator, was

trickle fed prior to delivering a short-duration spike of power for a high energy

application. The development work detailed herein includes the significant update

to the electrical subsystem model to enable the derivation of the system equations in

the port-Hamiltonian framework for multiple pole machines. This electrical system

model is applicable for both Squirrel Cage Induction Generator (SCIG) and Doubly

Fed Induction Generator (DFIG) designs. Simulation tests conducted on the DFIG

and SCIG Fixed Inertia Flywheel (FIF) energy storage systems showed that the

larger speed range of the SCIG, in conjunction with the FIF, facilitated a superior
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power smoothing effect. The developments arising from this work are applicable

to the whole renewable energy system where short-term energy storage and power

smoothing are of great importance.

One of the critical areas of investigation to improve the economic viability of OWCs

is to increase the overall system-level efficiency. In this work the author proposes that

a PBC strategy optimized with a cost function is one potential means of achieving

this goal. As a precursor to employing a fully optimized PBC strategy, work has

been conducted using the port-Hamiltonian wave-to-wire model to develop a strategy

that uses the OWC turbine to control the damping of the chamber. In this way,

the system is operated at the peak efficiency point of the OWC chamber. The work

herein has shown that controlling an OWC with a PBC is possible.

The practical aspects of this work centered on the OWC test facility at Cranfield

University, one of a number of such test facilities at various institutions around the

world. Some of these facilities generate unidirectional flows, whilst others generate

bidirectional flows. A literature review concluded that all extant bidirectional test

facilities were only capable of producing monochromatic sine waves. In the course

of the developments described in this work, the Cranfield University test facility has

been updated to produce polychromatic waves, and is the first test facility in the

world with this capability. The free surface elevation associated with the test facility

paddle is derived from a given sea spectra. The importance of developing the capa-

bility for polychromatic waves is that such waves gives rise to larger instantaneous

accelerations and velocities of the air in chamber. Furthermore, the standard devi-

ation of the flow either side of the mean is greater than for a monochromatic case.

As a result of this, unsteady flow is more likely to occur with polychromatic waves

than monochromatic waves. The Cranfield test facility now enables the testing of

control strategies and identifies turbine characteristics under vastly more realistic

flow regimes than those of other known facilities.
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Following its upgrade, the polychromatic test facility was used to validate previous

CFD results for the turbine characteristics of a small scale prototype of the Hy-

droAir impulse turbine. The turbine was tested under a range of mono- and poly-

chromatic conditions, with the experimental data showing good correlation with the

CFD numerical results. This was important as it provides additional credibility to

the assumption that turbine characteristics can be derived from steady-state CFD

simulations. In addition, the test facility can be used to test alternative bidirec-

tional turbines and (with appropriate ducting and valves) unidirectional turbines to

facilitate back-to-back comparisons.

In short, this work has successfully proved that a system model can be developed

for an OWC using energy based methods such as the port-Hamiltonian framework.

It has also demonstrated that energy- and power-based control strategies can be

applied to an OWC system, by implementing one such strategy (IDA-PBC), for a

fixed inertia flywheel energy storage system and for damping control of an OWC

chamber. This work could be developed further to employ cost functions for energy

optimization in both the aforementioned applications. Above all, however, this

work has the potential to be applied to many renewable power generation systems

where the smoothing of short-term fluctuations in energy input from the environment

remains a significant technical challenge.

7.2 Further Work

1. The port-Hamiltonian framework has been extended for systems where the

potential energy is a function of one or more velocities in the system. This

framework has been tested, within this body of work, for a selection of sys-

tems through back-to-back simulations and also by comparing the output state

equations for known systems. However, a generalized proof would be benefi-



198 Conclusions and Further Work

cial.

2. In a similar way, the proposed modification to the port-Hamiltonian framework

to extend its scope for flow sources rather than effort sources has been tested

through Simulink simulations, and comparisons of state equations for known

systems. This development would also benefit from a generalized proof.

3. It is recommended that future work on the port-Hamiltonian wave-to-wire

OWC model focus on further validation of the individual subsystem models.

It is intended that the turbine and pneumatic subsystems could be validated

using the polychromatic test facility. The generator subsystem could also be

experimentally validated at the test facility though additional current and volt-

age transformers would be required and connected to a fast data acquisition

system in order to capture any transient behavior. If it was deemed necessary

the subsystems would then need to be further improved for example the gen-

erator model could take into account for parameters affected by temperature.

Experimental validation of the OWC subsystem would require either small-

scale testing in a wave tank facility or preferably a prototype installation in

the sea.

4. Further research into a power based control strategy should aim to test the

control strategy on a prototype SCIG FIF system. A variety of damping

coefficients could be investigated and the associated speed of response of the

system to the control reference.

5. Two avenues of future development are recommended for the power based con-

trol strategy of the damping control of an OWC. The first avenue would be

to test the damping control strategy described in this work at the Cranfield

polychromatic wave test facility, and subsequently on an OWC prototype de-

vice. As part of the first avenue of work, an analytical solution rather than

a numerical solution to the fixed point equations should be found to decrease
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the simulation time and facilitate the damping control strategy running in

real-time. The second avenue should focus on developing the PBC strategy

to employ a cost function to optimize the power captured for the full wave-

to-wire system, rather than optimizing for a particular subsystem such as the

OWC chamber.

6. Further development of the Pneumatic Wave Generator (PWG) test facility

at Cranfield University should aim to cancel the dynamics of the PWG and

add the dynamics of specific OWCs. The transfer function of the input-output

relationship of the OWC and PWG are defined as Gowc and Gpwg. In order to

cancel the effects of the PWG dynamics and include the effects of the OWC the

desired motion of the paddle needs to be adjusted using the following equation

upwg = G−1
pwgGowcuowc (7.1)

7. Following on from the proposed developments of item 6, future tests at the

PWG facility at Cranfield University should aim to verify the pressure and

flow-rate relationship for the HydroAir turbine against the CFD derived tur-

bine characteristic curves. Further testing should verify the pressure and

torque characteristic. This test facility could also be used to conduct fur-

ther tests, potentially on other bidirectional turbines and (with appropriate

ducting and valves) unidirectional turbines. This would enable back-to-back

comparisons.
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Appendix A

Wave Equations

A.1 Linear Theory - Deep Water

hw =
H

2
cos
(2πx

λ
− 2πt

T

)
(A.1)

λ =
gT 2

2π
(A.2)

T =

√
2πλ

g
(A.3)

c =
λ

T
∴ c =

gT

2π
(A.4)

u =
πH

T
ekz cos(kx− ωt) (A.5)
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umax =
πH

T
ek

H
2 (A.6)

w =
πH

T
ekz sin(kx− ωt) (A.7)

wmax =
πH

T
(A.8)

cg =
c

2
(A.9)

k =
2π

λ
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A.2 Intermediate Water
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H

2
cos
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λ
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(A.11)
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u =
πH

T

cosh[k(z + h)]

sinh(kh)
cos(kx− ωt) (A.15)
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πH
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cosh[k(H/2 + h)]
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(A.16)
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A.3 Deep Water
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Appendix B

Wave Spectra

B.1 Wave Spectra Equations

The equations defining the variance spectral density are sometimes given in terms

of the period and other times in terms of the frequency, the spectra are related in

the following way:

S(f) =
1

f 2
S(T ) (B.1)

It is imperative that this relationship is used rather than simply substituting the

frequency by its reciprocal as the amplitude of the variance is adjusted by this

relationship. The energy contained in the spectra is given by

E = ρwg

∫ ∞
0

S(T )dT (B.2)

= ρwg

∫ ∞
0

S(f)df (B.3)

The equations for defining the Pierson-Moskowitz, JONSWAP, Bretschneider and
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the Long Term Energy spectra are given by McCormick (2010), in (B.4), (B.8),

(B.11) and (B.13).

Pierson-Moskowitz Spectrum

SPM =
0.00810

(2π)4
g2T 3e

− 0.74
(2π)4

(
g

U19.5
T
)

(B.4)

tD < tDF = 1.167
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F 0.7

U0.4
10

)
(B.5)
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(
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)(
gF

U2
10

)0.3

(B.6)

Tp ≈ 1.99

(
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)(
gtD
U10

) 3
7

(B.7)

JONSWAP Spectrum

SJON(T ) = AJONT
3e−BJONT

4

χe
−
(

1
2σ2
a,b

)(
Tp
T
−1

)2
(B.8)

where χ, σa and σb are constants and the coefficients AJON and BJON are given

below

AJON =
0.076

(2π)4
g2

(
Fg

U2
10

)−0.22

(B.9)

BJON =
1.25

T 4
p

(B.10)

Bretschneider Spectrum

SB(T ) = 3.437
H2
avg

T 4
avg

T 3e
−0.675

(
T

Tavg

)4
(B.11)

Probability density function

pB(T ) =
SB(T )

1.27H2
avg

(B.12)
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Long Term Energy Spectrum

SLT (T ) =
mT − 1

TmT0

H2
rms

8
T (mT−1)e

−
(
mT−1

mT

)(
T
T0

)mT
(B.13)

Explanation: Terminology here can become a stumbling block, the variance density

spectrum is often given in lieu of the energy spectrum. E(f) and E(f) with the

units m2/Hz and m2/s respectively are used, when to be strictly accurate, the energy

spectrum per unit area should have units of J/m2 Hz or J/m2s (Holthuijsen 2007).

The energy equation is as follows:

Eenergy(f) = ρgh2
w (B.14)

Checking the units:

[kgm2/s2]/[m2] = [kg/m3][m/s2][m2] (B.15)

h2
w =

∞∫
0

E(f)∆f =

∞∫
0

E(t)∂t (B.16)

To transform variance spectral density with respect to frequency to variance spectral

density with respect to time, or vice versa, one should use the one-dimensional

Jacobian function, J , calculated for every value of t or f respectively.

E(f)J = E(t) (B.17)

J =
df

dt
(B.18)

df

dt
= −1/t2 (B.19)

dt

df
= −1/f 2 (B.20)
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Note the negative sign, this is due to the direction of the integral and the Jacobian

function.

Figure B.1: Variance spectral density for Pierson-Moskowitz spectrum in frequency
and time domain

To calculate the total energy for a discrete set it is important to use the appropriate

limits as the data is not known for the full range between 0 and ∞.

Eenergy = ρwg

1
dt

=fmax∫
1

tmax
=df

E(f)∂f = ρwg

tmax= 1
df∫

dt= 1
fmax

E(t)∂t (B.21)
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