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Abstract

Researchers and practitioners spend much effort in developing theoretical methods to
design and predict the performance of helicopter rotor blades. These blades have evolved
to become complex structures designed to operate in extreme conditions and over the ex-
ceptionally broad flight envelopes of helicopters. As a result, these vehicles are subject to
strict maintenance regimes that increase the overall operational costs. The need to reduce
such costs and improve aircraft performance together with the emergence of novel fibre
optic-based sensor technologies form the context of the research presented in this thesis.
Opportunities for blade health and usage monitoring created by sensor technologies such
as fibre Bragg gratings (FBG) for measuring strain and direct fibre optic shape sensing
(DFOSS) present today’s industry with a critical question: Does the designer follow con-
temporary technological trends and adopt a preventative approach where he/she invests
in such instrumentation systems or is a reactive approach more appropriate where he/she
awaits to have sufficient evidence of operational need? A survey was carried out as part
of this research to understand this dichotomy faced by rotorcraft engineers and systems
architects. Adhering to the safety orientated culture within the aerospace community,
the aim of this research work is the numerical and experimental exploration of challenges
associated with the deployment of fibre optic instrumentation systems for future health
and usage monitoring. This was achieved through three objectives: (1) development
of a computational framework allowing the simulation of rotor blade dynamics at an
appropriate fidelity, (2) exploration of blade health monitoring capabilities using fibre
optic instrumentation systems and, (3) laboratory-based structural testing. Health and
usage monitoring capabilities were explored theoretically through a parametric damage
study using the computational framework. The experimental testing highlighted the need
for a sensor placement methodology for distributing FBG-based strain sensors over the
blade (both in terms of spanwise and chordwise locations) for accurately recovering mode
shapes. This was followed by investigating the accuracy of the novel DFOSS system by
deploying it on a bearingless main rotor blade along with other commercially available
instrumentation systems. Test results were used to (1) perform multi-step indirect finite
element modelling to increase the accuracy of the developed structural model and, (2)
to explore the suitability of FBG and DFOSS measurements for damage detection. The
main finding of this work is that future rotor health and usage monitoring systems based
on fibre optic sensing technologies require the development of a hybrid FBG and DFOSS
instrumentation system. Although numerous areas of further work have been identified,
it is hoped that the adoption of such an instrumentation system will not only help re-
duce operational costs but also provide much needed operational data on helicopter blade
dynamics to validate methods and improve designs.

Keywords: bearingless main rotor, health monitoring, fibre optic sensors, shape sensing,
helicopter dynamics, damage detection
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CHAPTER1
Introduction

Health monitoring and usage systems (HUMS) were introduced in the early 1990s on the
North Sea helicopter fleet as a consequence of a series of accidents. Data analysis by the
Civil Aviation Authority (CAA) estimated that a total of 6 out of 63 airworthiness related
issues were classified as potentially catastrophic and hazardous, while 2 cases could have
led to accidents if they had not been identified in time [1]. However, an investigation of
HUMS towards rotor health monitoring suggested that there is limited benefit from rotor
monitoring due to a decline in the accident rate [2]. Figure 1.1 shows the estimated trend
of the main rotor benefit rating over the years, with the peak being reflected through the
high accident rates in the 1980s.

Although little statistical accident evidence points towards the need for a health mon-
itoring system for rotor blades [2], today there is a growing interest in the rotorcraft
community [3–6] to expand the HUMS portfolio with operational in-flight blade mea-
surements. Especially as technological advancements start to become mature, such data
collection for the in-flight operation could be just a step away from being implemented.
The intense research in this area proves that designers and practitioners have a great
interest in such information. This effort started as early as 1940 when Carl Bode success-
fully filmed a rotating rotor blade of a Fa 223 by mounting a camera at the rotor hub.
At a frame rate of 16 Hz some low-frequency blade dynamics could be observed [7]. Bode
discovered that blade dynamics were not calculated correctly and proved that the Cori-
olis acceleration term could not be neglected. This first experiment made a significant
contribution to the improvement of the theoretical modelling methods and demonstrated
the importance of integrating practice with theory. Although modelling techniques for
main rotor dynamics are now very advanced, a lack of knowledge of in-flight behaviour
for validation purposes still remains.

This background has motivated the rotorcraft community to expand effort towards ad-
vanced mathematical modelling and instrumentation techniques. Recent work with fibre
optic strain gauges utilising fibre Bragg gratings (FBG) on a main rotor blade has shown
their potential for in-flight measurement [8]. However, there are advantages and disad-
vantages of sensing strain. Although highly sensitive measurements can be obtained, a
detailed structural model is required to determine structural loading [9] and to relate
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Figure 1.1: Benefit rating for monitoring rotor health (reproduced from Reference [2])

the measured strain mode shapes to deformation, using measurements with low spatial
resolution. Since the shape of a structure is the most fundamental characteristic that can
be analysed and deviations from the expected shape can be easily visualised and inter-
preted, much effort was put into converting strain into displacement [10–15]. Although
several shape sensing approaches have been reported [16–18], the majority relies on the
measurement of the differential strain experienced by several laterally offset optical fibres
mounted on opposing surfaces of the structure to determine local curvature, from which
the shape of the structure can be determined. This highlights the need for a fibre optic
instrumentation system, such as direct fibre optic shape sensing (DFOSS) [19]. DFOSS
allows changes in the sensor path and thus changes in the structural shape in three di-
mensions. A key advantage of DFOSS is that the shape is determined directly within the
sensing cable, removing the dependency on efficient strain transfer from the structure to
the sensor, where simple surface mounting, for example using adhesive tape, is sufficient
for it to follow the shape of the structure.

Until now rotor health monitoring capabilities are limited to model-based exploration due
to lack of experimental evidence [4]. The inability to explicitly monitor the operational
loading environment and resulting blade deformations have led to pragmatic solutions
that rely on human qualitative judgement. Maintenance organisations still rely on tradi-
tional servicing methodologies, such as the tap test that requires practice and experience
to detect damage efficiently. Furthermore, operating hour-based methods rely on conser-
vative guidelines that have been extrapolated using loading tests from whirl rigs. These
have been the main subject for performance testing of rotor blades that started to find its
application in the pioneering years of helicopter development. Figure 1.2 shows that this
technology is still commonly used. It is believed that rotor health monitoring systems
are promising tools for supporting the maintenance actions, and further contribute to
condition-based maintenance for reducing operating costs and improving aircraft avail-
ability.

Data collection during operation should benefit the research community and designers
by validating mathematical models within design tools. Yet, the question of whether the
operator would benefit from such systems remains unanswered. Industrial competition
often forces designers to follow technological trends, but are such data collection efforts
beneficial from an operator’s perspective and do these systems contribute towards safety?

Although the rotorcraft engineering community is striving to continuously increase op-
erational and economical efficiency, sometimes the needs of the end-users are overlooked.
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(a) Early test rig developed by Albert Hirth in 1914
(reproduced from Gersdorff and Knobling [7])

(b) Modern test rig at AHD [20]

Figure 1.2: Evolvement of test rig

Consequently, this research work first focuses on a survey that was conducted to provide
a user-orientated context that could inform the decision-making process for integrating
state-of-the-art rotor blade health monitoring systems onboard operational helicopters.
This is then followed by a description of the deployment of novel fibre optic sensors
(FBG and DFOSS) to a bearingless main rotor blade (BMR) to prove their suitability for
characterising blade dynamics. Possible damage indicators are explored using theoretical
simulation results in the rotating frame. This work is concluded by pinpointing benefits
of each instrumentation systems.

1.1 Aims and objectives

The aim of this research work is the numerical and experimental exploration of challenges
associated with the deployment of fibre optic instrumentation systems for future health
and usage monitoring. This was achieved through the following objectives:

1. Development of the computational framework:

� Development of structural H135 bearingless main rotor blade model.

� Development of coupled aeroelastic main rotor model.

� Definition of optimal mapping path using fibre optic-based strain sensors.

2. Exploration of blade health monitoring capabilities through fibre optic instrumen-
tation systems:

� Parametric study to investigate the impact of damage (lumped mass) on the
structural response of a rotating rotor blade.

� Development of a damage metric to distinguish between a damaged and a
healthy blade.
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3. Experimental testing:

� Perform structural loading and ground vibration test in a static environment
to assess the predictive capabilities of the structural model.

� Assessment of the accuracy of each instrumentation system: (1) multiplexed
arrays of FBGs that act as strain gauges, and (2) a novel method that allows
the direct measurement of shape.

� Demonstration of damage index on the experimental test case and pinpoint
the benefits of each instrumentation system for capturing blade dynamics.

1.2 Thesis outline

This thesis explores health and monitoring capabilities through theoretical studies and
demonstration in a non-rotating test environment. The thesis structure is illustrated in
Figure 1.3.

Figure 1.3: Thesis structure

Chapter 2 provides a user-orientated context that can inform the decision making process
for integrating state-of-the-art instrumentation systems for rotor blade health monitor-
ing onboard operational helicopters. Chapter 3 presents a literature review covering
aeroelastic modelling techniques of main rotors, that is followed by a summary of rotor
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blade health monitoring aspects including historic and state-of-the-art instrumentation
systems. This provides the reader with an understanding of the benefits of deploying
highly advanced fibre optic sensing technologies for in-flight operations over current mea-
surement techniques. This chapter concludes by addressing existing sensor placement
methodologies. The core of the computational framework is outlined in Chapter 4 that
describes the structural model development of a bearingless main rotor blade that is cou-
pled with a quasi-steady dynamic inflow model. Chapter 5 discusses the validation and
refinement of the structural model in virtue of experimental evidence. Then Chapter 6
moves away from model development and explores the capabilities of highly advanced
fibre optic sensors: (1) multiplexed arrays of FBG acting as strain gauges and (2) the
novel method DFOSS that allows the direct measurement of shape for a healthy blade.
While the first part of Chapter 7 explores the theoretical instrumentation capabilities
in the rotating frame, this research work concludes by developing damage indicators for
health monitoring purposes through a parametric damage study and uses experimental
test data from a damage case for validation purposes. Finally, the key conclusions, con-
tributions to knowledge, areas of future work and the various ways in which the findings
of this research have been disseminated are presented in Chapter 8.
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CHAPTER2
Monitoring systems - a user perspective

It is well understood in the rotorcraft community that metallic blades in comparison
to composite blades are more prone to damage. At the same time, the engineering
community is putting significant effort towards developing health monitoring systems [3–
6]. The objective of this chapter was to provide a user-orientated context that can inform
the decision making process for integrating state-of-the-art instrumentation systems for
rotor blade health monitoring [19] onboard operational helicopters. This was done by
conducting a survey with over 100 participants worldwide consisting of pilots, flight test
engineers, and licensed engineers. Usually major accidents are recorded and analysed
by the aviation authorities and in some cases lead to changes in regulations to increase
safety. As an accumulation of small damages can lead to a catastrophic event it is
important to be aware of the nature and frequency of such. Apart from a detailed aircraft
accident and incident analysis given by CAA between 1976 - 2005 [2] there are, to the
authors’ knowledge, no publicly available collections of statistical data summarising the
type and number of minor rotor blade damage incidents. Over the past 10 years fibre
optic instrumentation systems have matured significantly, and hence a reinvestigation of
rotor blade accident or incidents is timely.

A short summary of statistical data collection reported in the past is presented before
providing details of the subjects who participated in this activity. The subsequent section
discusses damage occurrence rates and types. This is followed by two sections that focus
on the key damage types associated with operational experience and the overall impact.

2.1 Review of previous statistics

Over the past 40 years statistics collected show that the rotorcraft accident rate has de-
creased drastically. In the USA alone, the rate reduced from 30.5% per 100,000 flight
hours in 1970 [21] to 11.3% in 1979 [21] and decreased further to 3.19% in 2016 [22].
This reflects significant technological advances in helicopter design and operations, such
as the availability of improved materials, more reliable power plants, advanced avionics
and flight control systems. Yet, many factors can lead to an accident and these are not
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only dependent on factors such as pilot experience, operational environment, or weather
conditions [21], but also on the helicopter as an engineered system. Out of all components
the main rotor system is the most flight critical. Several fatalities are reported in the
literature involving rotor blades that utilise a combination of metallic and composite ma-
terials. These were mainly due to fatigue fracture [23–29] or corrosion [30] of the metallic
part. No fatal accident has been reported that involved fatigue damage of composite ma-
terials. It should be noted that composite blades are qualified to EASA/FAA regulations
that require the demonstration of robust manufacturing and inspection processes [31]. In
addition, both fatigue safe life, damage tolerance and in-service damage limits have to be
demonstrated [31]. The high fatal accident rate of metallic blades compared to composite
blades suggests the need for an instrumentation systems that can detect internal damage
at an early stage, highly relevant to an accident involving an S-76A operating in the
North Sea [29] which suffered catastrophic failure caused by fatigue crack in the spar.
The affected blade was previously struck by lighting resulting in microstructural damage
that was not detectable when the blade was returned for assessment.

Incidents involving main rotor blades are not always reported and consequently it is not
known what damage commonly occurs in flight. Such information is difficult to gather
due to the increasing number of helicopters entering service. Minor incidents, such as trim
tab or blade protection tape damage are usually recorded internally by the maintenance
organisation and tend to be treated as proprietary information. However, an interesting
summary of trends and categorisation of main rotor faults extracted from an available
data base to the CAA is given in [2]. Out of a total number of 2,685 entries, 510 cases
were related to the rotor faults from which 143 cases concerns rotor blades, 225 rotor hub
and 142 tail rotor. This database also revealed that hub defects resulted in 16 accidents
and serious incidents, while 9 cases were related to the blade. Figure 2.1 shows a trend of
main rotor faults by year, highlighting a significant peak in the 1980s hub faults that have
a rapid decrease, while blade faults decrease more steadily. Figure 2.2 presents a detailed
breakdown, showing that hub faults were dominated by damper issues, pitch control or
pitch link, while most blade faults were related to cracks or delamination, pocket or tip
cap defects. Note that no differentiation was made between blades constructed of metal
or composite material.
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Figure 2.1: Trends in main rotor damage (reproduced from Reference [2])

In 2015 it was reported that approximately 34,000 helicopters operated worldwide [32].
Only a few reports list events involving blade damage, resulting from bird strike [33],
wire strike [34], or lightning strike [35]. These reports show that only 3 out of 628 bird
strike cases between 1990 and 2015 had a direct impact on the main rotor blade causing a
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landing (emergency or precautionary). Two out of 13 lightning strikes between 1999 and
2009 involving transport helicopters used in the petrochemical sector resulted in damage
to the rotor blade [35]. The study also forecasted a 0.5% increase in accidents due to
expected changes in weather conditions for the period between 2010 and 2019.

Figure 2.2: Type of main rotor damage occurred between 1976 - 2005 (modified from
Reference [2])

2.2 Recent experience of main rotor blade damage

The author carried out a survey to obtain a view of main rotor blade damage occurring
in service and their impact on today’s helicopter operations. In total 115 participants
worldwide consisting of test pilots (30%), flight test engineers (14%), military pilots
(5%), commercial pilots (36%), private pilots (4%) and licensed engineers (11%) answered
the survey. Figure 2.3 shows the distribution of the participants and their respective
experience in terms of flight hours. Each target group provided valuable input based on
their extensive flying experience, different operational tasks, maintenance expertise, and
their ability to evaluate the helicopter’s performance and behaviour in a practical way.
The participants operational experience cover a large variety of helicopters, ranging from
a maximum takeoff weight (MTOW) of 600 kg up to 18,000 kg. Some of the pilots had
flown over 100 different types.
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2.2.1 Frequency of occurrence

Estimating how often rotor blade damage occurs is very difficult, because it depends
heavily on the helicopter type, its operational environment, mission, and its handling by
the pilot or maintenance engineers. For example, certain helicopters are known to be
prone to water ingress through the pitch control cuff requiring rebalancing before flight.
One pilot stated that on some occasions the lateral oscillations caused by water ingress
were so high that the mission had to be aborted. Problems associated with water ingress
or moisture absorption are strongly related to the operating environment and often occur
in tropical and humid regions. Foreign object debris (FOD) or other erosion damage
is also dependent on the flying environment, such as regions of high levels of airborne
particles (sand and salt) or flying in the low-level environment (below 500 above ground
level).
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Figure 2.3: Respondents flying experience.

One pilot mentioned that when operating in the desert, erosion would happen on a daily
basis but it was difficult to estimate how long it would take before the blade became
unserviceable. Frequency of damage also depends on the type of mission flown. It was
suggested by one respondent that damage occurs once in 500 operating hours for inland
operations and once in 1000 operating hours for offshore operations and confirmed by
another who stated that offshore operations are low risk missions, whereas Helicopter
Emergency Medical Service are medium risk. High risk missions were found to be logging
or agriculture (dusting/spraying) operations, or missions in a forest or jungle. It was
also mentioned that in the cattle mustering industry in Australia typically a couple of
FOD incidents occur within a month. Operating out of unprepared airfields is also more
likely to cause blade damage than maritime operations. Apart from these factors, rotor
blade damage also depends on the pilots and maintenance engineers skills and the degree
of care taken when performing ground handling tasks or using blade folding equipment.
The thoroughness of periodic inspections such as the commonly used tap test1 is also

1Some other early blade internal inspection (BIM) methods have been implemented in some Sikorsky
helicopters blades. This method involved pressurizing the rotor blade during the manufacturing process
which was connected to an indicator at the blade root changing colour if pressure was lost due to internal
damage [36]. Later this indication was linked to the cockpit display.
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critical. Tap tests require practice and experience to be effective for identifying damage
such as delamination and bond separation. Depending on the maintenance environment,
damage can be easily overlooked. It was mentioned that it is very difficult to detect
minor/superficial main rotor damage (especially on the upper surface) in a military en-
vironment because pilots and maintainers do not have access to work stands to inspect
the full length of the blade.

Rotor blade damage is normally found during periodic inspections or during pre/post-
flight checks. Results from the survey show that 71% of the respondents believe that
damage occurs approximately once in every 500 operating hours, 14% think the damage
rate is twice as probable and 15% believe it will be more common still. Some pilots
reported that in their more than 8000 hours flying experience they have never experienced
any blade damage.

2.2.2 Experience of main rotor blade damage

Before questioning the participants on common rotor blade damage scenarios they had
experienced, they were asked to state whether they have ever flown a helicopter with a
damaged rotor blade and whether they were aware of the damage in flight. Out of all
respondents, 65% had flown a helicopter with a damaged blade. In total 105 damage
situations were reported and these were classified into five categories: structural damage
(39%), auxiliary components (10%), object strike (24%), environment (22%), and main-
tenance/ground handling (6%). A detailed breakdown of these damage types is presented
in Figure 2.4. It should be noted that not all damage events were noticed by the pilot
or crew. Altogether 33% of the participants were not aware of the damage during flight.
This feedback confirms that minor defects do not change the blade rotational frequencies
significantly due to the high centrifugal loading [4] and hence, is not noticeable by the
pilot or crew. Interestingly all leading edge damage or droop shroud damage went unno-
ticed in flight. It can be seen that the most common damage events (14 out of 105) are
caused by debonding or complete loss of the blade protection tape. FOD was reported
13 times, internal damage 12 times and water ingress 10 times, followed by bird strikes
and erosion which both occurred 7 times. The survey results showed that 9 out of the
12 reported internal damage occurred on composite rotor blades and in only one case the
pilot was aware of damage. It is interesting to note that external causes are considerably
greater than damage associated with the blade design, which account for only 13% of all
listed damage events.

2.2.3 Influence of damage on helicopter behaviour and pilot
workload

This survey has found that the most common damage type is loss or damage to the blade
protection tape. Three examples have been given where the blade protection tape was
damaged or even separated due to heavy rain. Depending on the severity of the damage,
it can cause issues such as increased or excessive vibrations which can be accompanied
by noise (“distracting whooshing sound”). One pilot described that while flying through
a storm cloud he/she was more concerned about the consequences of the severe weather.
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Figure 2.4: Awareness of damage during flight for all occurrences.

Only after leaving the storm the effect of the loss of the protection tape became noticeable.
Two more cases of blade tape separation resulted in excessive vibrations. In one case the
pilots were not able to read the instrument panel gauges and therefore made an immediate
landing. Other scenarios where parts separated from the actual structure are related to
blade pocket damage. Here pilots noticed that the blade pockets which delaminated or
“flew off in flight” resulted in increased vibration and increase in the flapping noise level.
A precautionary landing was carried out to prevent further damage. In another case, the
blade upper pocket peeled back causing very strong 1R2 vibrations which in turn resulted
in a very high workload and an emergency landing.

The diverse range of helicopter missions and the vehicle’s ability to land in very tight
spaces also subject the blade tips to harsh environments. However, in most blade tip
damage events, no change in behaviour was observed although some severe cases increased
vibrations or increased pilot workload. One pilot reported that after a tip strike, increased
vibrations were present yet there was no noticeable effect on the rotorcraft’s performance,
although “one does take things easy after”. In another case, although most of the blade
tips were ripped off, the “symptoms in the cockpit were minimal and the helicopter landed
normally”. All reported leading edge damage cases were only detected after a post-flight
check. One pilot commented that “leading edge damage funnily enough had little affect
[sic] on flight or flying characteristics (effect)”. A pilot stated that the loss of 1/3 of the
blade of a mid-sized helicopter resulted in ditching.

The effect of cracks is again dependent on size: a small chordwise crack on a composite
blade does not change the behaviour at all, whereas some other cracks on composite blades
have a good vibration signature leading to early detection. The most difficult structural
damage to detect is internal damage. Only two internal damage cases involving blades

2Frequency that is an integer multiple of the rotational frequency, such as 1R, 2R, 3R, etc.
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with metallic components resulted in increased and severe vibration, and in one case
vertical vibration was reported due to damage on a composite blade. All other damage
cases involving composite rotor blades were not noticeable in flight and is often only found
during a maintenance check. In some cases only a slight discolouration of the surface of
the composite rotor blade was noticed after impact during chaff and flare trials, and
significant debonding was discovered only through tapping tests. Small internal damage
on composite blades does not necessarily mean that the blade requires immediate repair.
One pilot reported that damage due to delamination was “acceptable for one more flight
to repair station”. With the use of a continuous health and monitoring system that allows
for condition based maintenance internal damage can be monitored over time ensuring
enhanced maintenance.

Damage to auxiliary components that are part of the main rotor system (such as trim
tabs, pitch links or lead lag dampers) often cause increased vibration and control activity
that has a significant impact on workload. For example a broken trim tab led to an
aborted take-off after a marked vertical bounce (3R) was noticed during transition to
forward flight at approx 40 KIAS. A heavily worn bolt fitting the blade pitch link horn
and the pitch rod caused high levels of 1R and 4R vibration in translational flight. This led
to a high level of stress and discomfort for pilot and crew as it was not possible to read the
instrument panel adequately. A lead-lag damper failure or damage also causes noticeable
vibrations and/or movements in the controls. It was reported that the vibration levels
were sufficient to cause the “pilot to abort a sortie with a noticeable vertical thump felt
if the cyclic was moved in a circular fashion (e.g. hover spot turn through 360 deg)”.
One pilot commented that during flight it is difficult, especially without specific training,
to definitively diagnose what level and type of damage has occurred. For example, one
participant described that a “5R on the main blades can feel much like a 1T on the tail”.
However, the type of damage does not really matter as the resulting operating procedure
is normally very similar.

Wire strike can cause serious impact damage to the rotor blade or pitch control rods
and in some situations resulted in such severe vibrations that the instruments could
not be read, or the pilot was forced to carry out an emergency landing. The effect
of a bird strike is dependent on the size of the bird and where the blade is damaged.
Some reported increased vibration and loud noises resulting in a precautionary landing
or control activity. In some cases however, it leaves “no damage to the blade other than
a blood stain”. FOD damage can happen quite commonly but the participants reported
that in most cases it had no effect on the behaviour of the rotorcraft at all. However, in
some more severe cases “the workload was increased due the to additional care required
in handling the aircraft” as the helicopter was controlled more gently to avoid getting
close to the prescribed limits. One pilot describes that after a FOD incident the blade
tip was damaged and caused very high 1R vibrations and undesired stick movements.
The workload was very high when maintaining control. In another situation FOD impact
created loss of power (torque) and dynamic instability with vibration.

The majority of events related to environmental damage were recognised by aircrew,
except some erosion damage. Water ingress often resulted in lateral vibrations. One
participant mentioned that when water ingress is “very bad, it is very rough” and it can
lead to stress, discomfort, distraction and such severe vibrations that the instruments
could not be read. Although salt accretion resulted in the same perception and workload,
no effect on handling was reported by the pilot. After flying into sleet a pilot reported
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that the subsequent landing was necessary due to uneven and erratic main rotor balance
track. It increased power requirements and fuselage vibrations including the antenna.
Erosion related damage was often reported to cause no effects. However, in one severe
situation it was described that more torque was required to remain in the hover than was
predicted by the flight manual charts.

Maintenance related issues which are reported include misadjusted pitch link, misad-
justed trim tab, or droop shroud damage. One pilot reported that a flattened trim tab
during flight resulted in a “rough ride”. Misadjustment of pitch link or trim tab was
reported to cause no significant increase in control and workload but decrease comfort
or degrade the performance of sensitive on-board equipment. If care is not taken during
maintenance significant stress related factors including distraction, fatigue and decrease
in comfort can occur in flight.

The results of the survey have been arranged into different groups relating to pilot percep-
tion and workload (Figure 2.5). It can be seen that most of the damage is immediately
felt by the pilot either through increased vibration or noise. The relationship of how
damage affects pilot workload highlights that most internal damage and all erosion type
damage resulted in no additional workload even though vibration was evident.

Figure 2.5: Damage linked to perceived effects and pilot workload.
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2.3 Summary

This chapter summarises the results of a survey carried out to obtain a view of main rotor
blade damage occurring in service and their impact on today’s helicopter operations. Only
minor incidents were reported by the survey participants highlighting the reliability of
rotor blades for the harsh operating environment, even with damage. Although this study
covers feedback from subjects with a very broad range of experience, the limited number
of participants has meant that it only provides a glimpse into the operational challenges
faced by pilots and engineers. The survey has presented feedback that confirms widely
accepted beliefs, such as the fact that visually identifiable rotor blade damage is often
directly sensed by the pilot through increased vibration or noise, while internal damage
often goes unnoticed in flight and can be hard to detect, even during maintenance.

However, more importantly the survey has highlighted the dichotomy faced by today’s ro-
torcraft engineers and systems architects. Does the designer follow today’s technological
trends and adopt a preventative approach where he/she invests in such instrumentation
systems or is a reactive approach more appropriate where he/she awaits to have sufficient
evidence of operational need? There is little operational evidence that points towards
the need for complex sensors on rotor blades for health monitoring due to the conserva-
tive design practices and the consequent robustness of modern composite blades. Yet,
technological advancements in sensor technology are now presenting an opportunity to
monitor blade dynamics in operational environments and in doing so, potentially fur-
thering understanding of blade dynamics with/without damage and improving design
methods. The subsequent chapter provides historic and current research efforts towards
blade health monitoring, while highlighting the great interest in operational in-flight data
collection by the rotorcraft community.
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CHAPTER3
Literature review

Current rotor health monitoring capabilities rely on model-based approaches due to a
lack of experimental evidence. This chapter discusses existing numerical modelling meth-
ods for structural dynamics and aerodynamics that focus on aeroelastic analysis. A
brief review of rotor health monitoring aspects together with historic and state-of-the-
art instrumentation systems provide the reader with an understanding of the benefits of
deploying highly advanced fibre optic sensing technologies for in-flight operations over
current measurement techniques. The chapter is concluded by addressing existing sensor
placement methodologies for direct and indirect measurement systems that are combined
with shape reconstruction algorithms.

3.1 Main rotor models

The main rotor remains the most challenging component of a helicopter due to its com-
plex dynamic behaviour and its requirement to perform over a broad flight envelope. As
it has considerable influence on helicopter performance and dynamic behaviour [37] much
attention is given to accurately model the systems aeroelastic behaviour. The long and
slender rotor blades are highly flexible structures and in operational conditions, aerody-
namic forces will be influenced by the deforming rotor blade. Aeroelastic phenomena can
be conveniently described using the so-called “Collar’s triangle” (Figure 3.1) that shows
the interaction between inertial forces, elastic forces and dynamic forces.

The structural model has to be coupled with an aerodynamic inflow model to predict
the dynamic characteristics of rotating rotor blades. This has been a challenge for many
decades. Peters [39] mentions that one “aspect of rotary-wing aeroelasticity that makes
aerodynamic modelling so difficult is the close coupling between structure and flow field”.
A critical aspect is that the inflow model must be in the time domain to allow its integra-
tion with unsteady aerodynamics. The aeroelastic modelling principle is described as a
feedback loop to precisely manage the interactions between the blade aerodynamics and
its structural mechanics. This aeroelastic problem is outlined in Figure 3.2. The rotor
blades bend and twist under the influence of unsteady and non-linear aerodynamic loads,

17
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Figure 3.1: Collar’s triangle (reproduced from Collar [38])

which are functions of the rotor blade dynamic states [40]. The flow-chart shows that
any change of collective or cyclic blade pitch control from the pilot, blade motion, or flow
field due to gust or flight condition alters the angle of attack of the blade. This results
in changes in aerodynamic loads and consequently dynamic behaviour. Furthermore, the
blade’s structural dynamics influence the dynamics of other aircraft components, such
as the fuselage, and vice versa. The choice of the aeroelastic modelling approach is de-
pendent on the helicopter’s rotor configuration, as well as the flight conditions that are
the focus of analysis. The following subsections concentrate on existing structural and
aerodynamic modelling approaches for main rotor blades.

Figure 3.2: Aeroelastic interaction (reproduced from Peters et al [41])

3.1.1 Structural dynamics

Previously much effort was put on the development of mathematical models for rotor
blade design. To account for structural mechanics of the blades, linear and non-linear
beam theories were used [42–47]. The geometry of the blade is often modelled as a
one-dimensional problem [45] as rotor blades are slender, beam-like structures. Modern
studies extend small angle and small displacement approximations to model beams un-
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dergoing moderate1 and large deflections [48, 49]. This was achieved through variational
formulation based on intrinsic equations, exact geometrical formulation, and multi-body
formulation [47, 50]. Hodges’s and Johnson’s textbooks [45, 51] provide an excellent
overview of the history of beam theory as well as the application of these methodologies.

The earliest work pioneering modern beam theory was carried out by Kirchhoff and
Clebsch as described by Love [42], followed by the classical linear Euler-Bernoulli theory
which governs the extension and bending of isotropic beams. Here, it is assumed that
the cross-section remains undeformed in its plane and stays normal to the deformed axis
of the beam [52]:

∂2

∂x2

(
EI

∂2w

∂x2

)
+ ρA

∂2w

∂t2
= f(x, t) (3.1.1)

where x is the coordinate in spanwise direction, w is the transverse displacement, ρ is the
material density, EI is the bending stiffness, and f(x, t) is the transverse loading. The
Timoshenko beam theory is an extension of the Euler-Bernoulli theory that incorporates
the transverse shear deformation and rotational inertia and allows the cross section of the
beam to deform with respect to the neutral axis of the beam. The governing equations
of motion are defined as [52]:
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(
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∂x
− ψ

)
(3.1.3)

where A is the cross-sectional area, κ is the shear correction coefficient, G is the shear
modulus, and ψ is the total section rotation of the beam cross section. With the in-
troduction of the Timoshenko beam theory, accuracy can be improved. In fact, a study
[53] was carried out to compare the Timoshenko theory with the Euler-Bernoulli theory.
Nowadays, significant interest is still shown into the use of Timoshenko model, especially
for modelling initially curved and twisted composite beams [54]. Euler-Bernoulli and
Timoshenko beam theory were also applied to rotating beams by extending the equa-
tions of motion to include the centrifugal term [55–57], and is used in industrial software
(such as NASTRAN) for beam modelling applications [58].

In the past, rotor blades have been designed with their elastic axis, aerodynamic centre,
and centre of mass coincident at the quarter chord. This is the reason why classical flutter
and divergence of a rotor blade involving the coupling of flap bending and torsion have
not caused any significant aeroelastic issues [59]. As explained by Curtiss and Peters
[59], a favourable effect on overall stability can be achieved for hingeless and bearingless
rotor blades if the blade sectional centre of gravity and elastic axis position are moved
away from the quarter chord line. However, this had to be compromised with coupling
effects that can lead to unwanted structural behaviour, such as flutter. As described

1Here, the term moderate refers to displacements up to 10-15% of the blade length [48].
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by Bielawa [37] the main sources for coupling effects in rotor blades mainly stem from
(1) general misalignment of the blade section principal axes, (2) non-coincidence of the
various elastomechanical centres within the blade sections, or (3) non-linear effects of
combined flapping and lag bending. Figure 3.3 shows the position of the structural axes
and illustrates the forces and moments acting on the axes that are mainly responsible for
coupling effects.

Figure 3.3: Blade section geometry (modified from Bramwell [60])

Based on the position of the structural axes the coupled flap-bending equation [60] can
be written as:
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where T is the centrifugal tension of the blade, eA is the tensile axis (area centroid)
offset from elastic axis, θ is the pre-twist angle, m is mass per unit length, x is the radial
distance, e is the mass centroid offset from elastic axis, and Fz is the force in z-direction
(out-of plane). For the special case of zero built-in twist, this equation reduces to the
equation for flapwise bending [60] given by Houbolt and Brooks [43] in 1957, where they
derived linear differential equations of motion for combined bending and torsional deflec-
tion of twisted non-uniform rotor blades using the Newtonian and Lagrangian methods.
Importantly, Houbolt and Brooks included the neutral, elastic, and mass axes into the
formulation. From this work, it was concluded that centrifugal-force coupling should be
included in the mathematical formulation of rotating rotor blades [43]. In 1974, Hodges
and Dowell [44] derived the non-linear equations of motion for the elastic bending and
torsion of twisted non-uniform rotor blades using the Hamiltonian and Newtonian ap-
proaches and it was explained that “the two methods are complementary in that the
Newtonian method provides clearer physical understanding of the force components and
reactions, while the variational method is more precise mathematically” [44]. The La-
grangian methods derive the equation of motion from energy considerations instead of
equilibrium of forces:

d

dt

(
∂L

∂q̇i

)
− ∂L

∂qi
= Qi (3.1.5)

where q is the generalised coordinate for i = 1, ..., n, and n is the number of generalised
coordinates. The Lagrangian L is defined as:
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L = T − V (3.1.6)

where T is the kinetic energy and V is the potential energy of the system. If the La-
grangian L is the difference between kinetic and potential energies of a system, action
A = A(q) is defined from time t1 to t2 where the generalised coordinates q = (q1, ..., qn)T

are a functional of action [61]:

A(q) =

∫ t2

t1

L(q, q̇, t)dt (3.1.7)

Hamilton realised in 1834 that the Lagrange’s equation of motion is equivalent to a
variational principle [62]. As explained by Malham [61] “the correct path of motion of
a mechanical system with holonomic constraints and conservative external forces, from
time t1 to t2, is a stationary solution of the action. Indeed, the correct path of motion
q = q(t), with q = (q1, ..., qn)T , necessarily and sufficiently satisfies Lagrange’s equations
of motion for j = 1, ..., n”. Hodges [50] made use of Hamilton’s principle to derive
intrinsic equations for the dynamics of initially curved and twisted beams in a moving
frame. Hamilton’s principle can be written as:

∫ t2

t1

∫ l

0

[δ(T − U) + δW̄ ]dx dt = δĀ (3.1.8)

where t1 and t2 are arbitrary fixed times, T and U are kinetic and strain energy densities
per unit length l, δ̄A is the virtual action at the ends of the beam and at the ends of the
time interval, and ¯δW is the virtual work of applied loads per unit length [50].

With the work of Hodges and his co-workers, a method was developed to create a work-
able, practical and yet, rigorous analysis. These models are based on the concept of
decomposition of the rotating tensor (DRT) [63] and the variational-asymptotic method
(VAM) based on Berdichevsky [64]. DRT is a kinematic description which was devel-
oped by Danielson and Hodges [63] that allows the three-dimensional strain field to be
expressed in terms of the intrinsic one-dimensional measures for initially twisted and
curved beams [45]. This concept of decomposition of the rotation tensor is a very power-
ful kinematic concept for systematically capturing all geometric non-linearities [65]. VAM
is a powerful mathematical tool that can be used to find the one-dimensional energy that
approximates the three-dimensional (3D) energy as closely as possible [45]. Herein the
3D problem is split into two complementary reduced-dimensional problems, which are
[66]:

1. a two-dimensional (2D) cross-sectional analysis which outputs cross-sectional prop-
erties and recovers the three-dimensional stresses, and

2. a compact set of geometrically exact one-dimensional beam equations that treats
geometric non-linearities exactly.

The 2D cross-sectional analysis provides necessary constitutive models for a variety of
beam analyses, such as the classical beam models and the refined models, such as the
Vlasov beam model or the Timoshenko model [65, 66].
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For thin-walled beams with open sections, it is known that classical beam theory does not
suffice [66]. The Saint-Venant-principle implies that typical torsion stresses only occur
if warping2 can take place freely. However, in engineering practice, this is rarely the
case. Vlasov [68] takes into account the effects of torsional warping restraint which are
particularly important for beams with thin-walled open cross sections [66]. Examples of
these are typically used for modelling BMRs. As the resulting governing equation for
torsion in the Vlasov theory is of fourth order, rather than second order as in the Saint-
Venant treatment of torsion, an additional boundary condition is required at each end of
the beam. Vlasov theory applies to thin-walled beams with open cross-sections, adding
strain measures to account for the constraint of warping at the end of the beam, which
produces a significant increase in local torsional stiffness [51].

In the studies of Yu et al [69] a meaningful Vlasov model was developed by first con-
structing a Timoshenko model from which the shear centre location is deduced. After
this step, the origin was moved to the shear centre and a generalized Vlasov theory was
developed using appropriate terms from the second-order approximation [69]. With this
construction, this theory considers all possible 3D deformation but still creates a seamless
connection to traditional beam theories so that the 1D beam analysis remains essentially
the same [69]. As explained in Reference [69], the Vlasov correction is relatively unim-
portant for slender beams with closed cross-sections; in fact, Timoshenko theory should
be used instead. Additionally, for rotating structures such as helicopter rotor blades, the
trapeze effect has to be included [45]. This is a coupling in beams between tension and
torsion that accounts for the increase in effective torsional rigidity due to axial force [66].

Based on the principle of DRT and VAM a finite element code was developed by Ces-
nik, Yu, Hodges and his co-workers [46, 54] that is called Variational Asymptotic Beam
Sectional analysis (VABS). This development is a unified approach that achieves the ac-
curacy comparable to that of three-dimensional finite element analysis and it proves to
be far more computationally efficient [70]. VABS is a powerful tool, not only because
of its fast computing time but through its process of dimensional reduction that takes
the original 3D body and represents it as a 1D body and yet, considers all possible de-
formation in 3D representation [46]. The resulting equations govern both sectional and
global deformation and also provide the 3D displacement and strain fields in terms of
beam deformation quantities [46].

This computer-based programme also includes the classical beam model as well as the
two refined models: the Timoshenko and Vlasov theory. Hodges [45] suggests that the
Timoshenko theory should be used for analysing composite rotor blades for applications
that require accurate prediction of second and higher bending modes as it includes trans-
verse shear deformation at the kinematic level [46]. Apart from using VABS for detailed
rotor blade design or design optimisation procedures [46], it can also be used to study
matrix cracking, delamination or fibre breakage [71]. The geometrically exact beam equa-
tions obtained from VABS are now widely accepted3 as the governing equations for beams
used in three comprehensive rotorcraft codes [66]: DYMORE [72], the Comprehensive
Analytical Model of Rotorcraft Aerodynamics and Dynamics (CAMRAD II) [73, 74],
and Rotorcraft Comprehensive Analysis System (RCAS) [75]. The University of Mary-

2Warping is often referred to as a three-dimensional cross-sectional deformation [67].
3The reason behind this is that VABS has been shown to have accuracy comparable to that of standard

3D finite element codes, but at a far smaller computational cost.
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land Advanced Rotorcraft Code (UMARC) also adopted a geometrically nonlinear beam
formulation to analyse BMRs [76]. A summary of available computational tools can be
found in Appendix B.

3.1.2 Aerodynamics

The complex aerodynamic flow field around a helicopter has been the subject of extensive
research. Figure 3.4 illustrates the general complexity which stems from the interactions
between the rotor blade tip vortices, the resulting wake and interaction with the following
blades and airframe. As explained by Leishman [77] these vortices “produce a complicated
three-dimensional induced flow field that affects its aerodynamic loads, performance, vi-
bration levels, aeroelasticity, and acoustics”. In forward flight the rotor blades experience
an asymmetric velocity field in which case the aeroloads become more unsteady and the
patch of trailing wake vortices become significantly more complicated to predict. Further-
more, in high forward airspeed the advancing side of the rotor disc experiences transonic
flow that leads to an increase of rotor drag and consequently to the requirement of more
power to drive the rotor [77]. However, on the retreating side, the relative flow velocities
are lower and the blades must operate at increasingly higher angles of attack to maintain
rotor thrust which eventually leads to flow separation. This can lead to dynamic stall
on the rotor blades which can cause structural damage to the rotor by overloading the
pitch links due to the rapid change in lift and pitching moment [78]. It should be noted,
that due to the scope of this research work this literature review focuses on suitable rotor
inflow models for hovering applications.

Figure 3.4: Forward flight helicopter dynamics (reproduced from Leishman [77])

Blade element momentum theory (BEMT) for hovering helicopters allows the estimation
of the inflow distribution along the blade. It is a combination of the basic principles
of the blade element theory and momentum theory. The blade element theory (BET)
calculates the distribution of aerodynamic forces over the rotor blades and it assumes that
each blade section acts as a two-dimensional aerofoil to produce aerodynamic forces and
moments [79]. The momentum theory uses the conservation laws of mass, momentum and
energy, and derives the relationship between rotor thrust, torque and the rotor inflow [40].
The experimental flow visualisation in Figure 3.5 shows that the rotor aerodynamics are
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even complicated in hover, resulting in intertwining helicoidal trailing blade tip vortices
and inboard turbulent vortical wake sheets [77]. This can be idealised by a surrounding
control volume and the occurring vortices or wake effects can be simplified by accounting
for correction factors, such as the tip-loss factor [79]. The fluid velocity is smooth as it
goes through the rotor disc plane while a pressure jump is experienced over the rotor
disc plane that can be determined by the application of Bernoulli’s equation to above
and below the rotor disc; the jump in pressure ∆p over the disc is equal to the ratio T/A
which is called disc loading. The induced velocity vi at the plane of the rotor disc in
hover is defined as:

vi =

√
T

2ρA
(3.1.9)

where T is the rotor thrust, ρ is the air density, while A represents the rotor disc area.

Figure 3.5: Flow visualisation of a rotor in hover and an idealised control volume sur-
rounding its flow field (reproduced from Leishman [77])

With momentum theory as its basis, the thrust T on the annulus of the rotor disc can
now be calculated. Assuming that rotor thrust is equal the weight of the helicopter in
hover, T = W , the idealised rotor thrust coefficient CT is given by [79]:

CT =
T

ρA(ΩR)2
(3.1.10)

where A is the rotor disc area. Blade element momentum theory is applied to estimate
the inflow distribution along the blade [79]. With the assumption that the climb velocity
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Vc = 0 the incremental thrust dT is defined as:

dT = 4πρv2
i y dy (3.1.11)

Substituting Eq. 3.1.11 into Eq. 3.1.10 and after rearrangement the incremental thrust
coefficient dCT can be written as [79]:

dCT = 4Fλ2r dr (3.1.12)

for which F is Prandtl’s tip-loss factor that approximates the loss of rotor thrust at the
tip of the blade:

F =

(
2

π

)
cos−1(exp(−f)) (3.1.13)

where f is defined such that:

f =
Nb

2

(
1− r
rφ

)
(3.1.14)

where Nb is the number of rotor blades and φ is the local induced inflow angle given by:

φ = tan−1
( vi

Ωr

)
(3.1.15)

and the inflow ratio λ is given by:

λ =
vi

ΩR
(3.1.16)

A relationship is formed between lift per unit length of span dy and the distribution of
circulation Γ on the blade that is given by the Kutta-Joukowski theorem [79]:

dL = ρ(Ωy)Γdy =
1

2
ρ(Ωy)2cCldy

Now the lift coefficient Cl can be written as a combination of momentum and vortex
theory:

Cl =
4R

y

(
CT
σ

)
(3.1.17)
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Example 3.1.1 Comparison of rotor thrust gradient for the idealised case
and Prandtl’s tip loss factor included

Figure 3.6 shows the spanwise variation of the rotor thrust gradient along the radial
position of the rotor blade in an idealised case with and without Prandtl’s tip loss factor.
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Figure 3.6: Spanwise variation of blade thrust coefficient

For this calculation it was assumed that the helicopter is in hover, the blades (Nb = 4)
are straight, untwisted with a rectangular geometry. Further assumptions are steady
and uniform incompressible inviscid flow conditions, the disc has negligible thickness
in the axial direction. As expected the inclusion of the Prandtl’s tip loss factor results
in a significant reduction of the rotor thrust gradient at 90 % rotor radius due to the
effect of blade tip vortices.

For a realistic prediction of the aerodynamic behaviour of a rotor system unsteady aero-
dynamic effects have to be taken into account [79]. The sources of unsteady effects stem
from the variations in angle of attack caused by the time-varying flow velocities along
the blade, blade flapping motion, blade pitch control inputs, and elastic blade responses
that can have considerable influence upon the resulting forces and moments [79, 80]. As
explained by Leishman [79] unsteady aerodynamic effects are relatively local and are a
consequence of the time history of the vorticity contained in the shed wake immediately
behind each blade. This often permits simplified forms of the mathematical analysis
without substantial loss of accuracy in predicting the unsteady aeroloads on the rotor
[79].

In 1988, Peters [39] listed important regimes for rotor aeroelasticity that is dependent
on the desired area of interest of the aeroelastic phenomenon, summarised in Figure 3.7.
It should be noted that the categories are not rigidly defined, yet they do represent the
qualitative aspect of most helicopter aeroelasticity problems [39].

The reduced frequency k is plotted against the non-dimensionalised circular frequency
ω̄ = ω/Ω (per/rev). Reduced frequency is used in the description of unsteady aerodynam-
ics and unsteady aerofoil behaviour and is used to characterise the degree of unsteadiness
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Figure 3.7: Aerodynamic regimes

of the problem [79]. It is defined in terms of circular frequency ω, tangential velocity V
and aerofoil semi-chord b = c/2 so that [79]:

k =
ωb

V
=
ωc

2V
(3.1.18)

For k = 0 the flow is steady, and for 0 ≤ k ≤ 0.03 the flow can be considered quasi-
steady4. For k = 0.2 or above highly unsteady terms will dominate the aeroload be-
haviour, such as those associated with acceleration effects [79]. It should be noted that
k changes as a function of rotor radius because the local sectional velocity is changing
[79]. The consideration of aerodynamic damping is very important for aeroelastic sta-
bility analyses. Figure 3.8 illustrates the variation of damping with incidence angle and
reduced frequency [60]. The unstable region indicates that negative damping occurs [60].

Figure 3.8: Blade torsional damping contours (reproduced from Bramwell [60])

4Leishman [79] states that for 0 ≤ k ≤ 0.05 the flow can be considered quasi-steady.
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Example 3.1.2 Reduced frequency as a function of rotor radius for the
hover case

A first-order approximation for the reduced frequency k can give some insight about
the degree of unsteadiness found on a rotor and the importance of including unsteady
aerodynamic effects in the analysis. It should be noted that this is an approximation and
only illustrates the potential significance of unsteady effects. A study was performed
using the H135 rotor blade (rotor radius R = 5.1m, chord length c = 0.3m) to estimate
the unsteady effects induced by its blade frequency. The first flapping frequency is about
0.9Ω, then the reduced frequency k75 at the 75 % radius location (r = 0.75) is:

k75 =
0.9Ωc

2× 0.75ΩR
= 0.6

c

R
(3.1.19)

Assuming ideal hover condition (no wind) the local velocity at the blade element is
the rotational velocity rΩR. With a blade aspect ratio R/c = 17 the resulting reduced
frequency k75 = 0.035, which is just inside the unsteady range. Figure 3.9 plots the
spanwise variation of k, calculated for each of the first eight modes. At the tip the re-
duced frequency associated with aeroloads generated by the fourth mode is in excess of
0.4, and as explained by Leishman [79] “at these reduced frequencies, there is a signif-
icant amplitude and phasing introduced into the airloads by the effects of the unsteady
aerodynamics, and the modeling of unsteady aerodynamics is critical if erroneous pre-
dictions of the airloads are to be avoided”. The results also show that k increases
further inboard to the decreasing local sectional velocity.
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Figure 3.9: Spanwise variation of reduced frequency

Depending on the dynamic problem of interest, such as stability and control analysis,
quasi-steady aerodynamic models are sufficient as the frequency range of interest is
very low [39] (refer to Figure 3.7).

A detailed discussion of the various aerodynamic regimes, as well as appropriate modelling
required in each area, can be found in [39]. Depending on the dynamic problem a variety
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of wake and inflow models have been developed. The simplest are either variable or
dynamic inflow [39]. The induced flow for the variable inflow model is obtained through
elementary actuator-disc theory and is applicable for stability and control problems, while
the induced flow for the dynamic inflow model must be described by an unsteady theory
[39]. Until 1988 the most popular model of dynamic inflow was that of Pitt and Peters
[81]: the only viable model for both hover and forward flight [82, 83].

As the complexity of the dynamic inflow models increase they need to be replaced by
prescribed-wake or free-wake models [39, 84, 85]. Here, the induced-flow field stems
from a coupled wake-lift model, and consequently cannot perturb the aerodynamic state
variables, and thus is not suitable for aeroelasticity [39]. Furthermore, some of the most
fundamental and well known classical quasi-steady aerodynamic theories of Theodorsen,
Greenberg and Loewy are in the frequency domain which makes it inappropriate for
rotorcraft nonlinear aeroelasticity [39, 41, 86]. The periodic coefficients and the large
aerodynamic damping of rotor make the frequency domain impractical, whereas fixed-
wing aeroelasticity can often be done in the frequency domain [39].

The first step towards time-domain models was done by Friedmann and Venkatesan [87]
in 1985 that approximated the lift-deficiency functions by finite-states. However, due to
the strong coupling between radial blade position in forward flight this was found to be
unsuitable [39]. An alternative was provided by Peters and He [88] that used the higher-
harmonic actuator-disc theory for finite-state models. The induced flow w is expressed
in terms of harmonics and arbitrary radial functions, ψms (v) [41, 89]:

w(r, ψ) =
∑
n,m

ψms (v) [αmn cos(mψ) + βmn (t) sin(mψ)] (3.1.20)

where the unknown coefficients αmn and βmn of the shape functions become the state
variables [39]. This is expressed similarly for the pressure distribution, that allows the
formulation of rotor lift through the pressure difference between upper and lower surfaces
[39, 90]. Over the years this theory was refined and expanded by Peters and his co-
workers [41, 89–91], which was later used by Yu and Peters [92] to extend the theory to
include dynamic ground effect. Even now the improved Peters and He model is commonly
used by the research community [76, 93–97]. Goulos et al [96, 97] used Peters-He finite-
state induced flow model [41, 89] in combination with the Leishman-Beddoes unsteady
nonlinear blade element aerodynamics model [98], and the Zhao-Prasad dynamic wake
distortion model [99] for real-time simulation. An excellent overview of aerodynamic
modelling techniques can be found in References [40, 100–102].

3.1.3 Aeroelastics

Aeroelastic models often rely on the combination of methods discussed in the last two
sections. Depending on the rotor configuration and flight envelope point of interest, the
chosen structural model has to be coupled with an aerodynamic inflow model for analy-
sis. In the 1970’s Friedmann [103] analysed the aeroelastic stability of a hingeless rotor
blade with the use of two-dimensional quasi-steady aerodynamic loads and nonlinearly
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coupled flap-lag-pitch equations of motion [104]. Later in 1976, Hodges and Ormiston
[105] performed a stability analysis using the equations of motion derived by Hodges and
Dowell [44] in combination with a steady induced inflow that was calculated from classi-
cal blade element-momentum theory implementing Theodorsen’s theory that was judged
to be adequate for low frequency stability analyses of a hovering rotor [105]. With the
development of the nonlinear intrinsic structural model formulation for the dynamics of
initially curved and twisted beams [50], it has now become the most popular method for
aeroelastic stability analyses [93, 106] and for structural load predictions [49, 76, 94, 95].
In 1999, this method was combined by Shang, Hodges and Peters [93] with VABS [46]
and lifting models with the finite-state inflow formulation developed by Peters and He
[88] which proved to be of high computational efficiency. Friedmann [48] used VABS
in combination with a simple quasi-steady, incompressible aerodynamic model [107] for
examining displacements and stresses under static loads, as well as aeroelastic stability
of a composite rotor blade in hover and forward flight of a four-bladed composite rotor.

A multicomponent analysis was developed [76, 94, 95] using the structural model based on
Hodges [50] in combination with kinematic constraints between the structural components
and pitch link coupled with Peters and He’s [90] finite-state three-dimensional induced
flow model. Once the dynamic inflow analysis reached convergence, the aeroloads acting
along each aerofoil were estimated to predict the sectional forces and moments [76].
To obtain a convergent solution, interpolation and transformation were done between
structural and aerodynamic models [76]. These research efforts allowed the prediction of
deformation and internal loading on various structural components.

With the work of Goulos et al [96, 97, 108, 109] a Lagrangian approach along with Euler-
Bernoulli theory was used for aeroelastic analyses. This work intended to investigate
natural vibration characteristics, trim performance, oscillatory loads and transient control
response. Guruswamy [110] used Euler/Navier-Stokes flow equations and finite element
structural equations to compute the dynamic aeroelastic characteristics of a rotor blade.
The approach was based on a time-accurate analysis procedure that is suitable for non-
linear fluid-structure interaction problems. The results compare well both in magnitude
and phase angles of displacement responses with experimental results from wind-tunnel
tests, showing that the present time-accurate coupling procedure is valid.

Recently, Fleischmann et al [111] coupled an unsteady vortex lattice method with the
numerical solution of the inhomogeneous Euler-Bernoulli partial differential equation to
predict the aeroelastic behaviour of the H135 rotor blade. The algorithm used a free wake
model to estimate the downwash and flow interaction of the preceding blade. Figure 3.10
presents an example of the predicted wake geometry that also illustrates the calculated
lift for each blade. This simulation framework is particularly well suited for early design
stages due to simple input and fast execution time [111].

3.2 Blade health monitoring

Health monitoring aims to inform the pilot and maintenance engineer about the abnormal
change of a component. Traditionally, accelerometers are used for monitoring drive train
components, engines, or gearbox, from which the health is extrapolated [112]. Since the
introduction of HUMS, the engineering community has been interested in monitoring the
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Figure 3.10: Wake geometry prediction on an H135 rotor blade (modified from Fleis-
chmann et al [111])

health of the rotor blades in flight. However, so far only a small extent of measurements
could be taken due to limited technological advancements in instrumentation systems.
This has led to the utilisation of measured data from track and balancing systems. As
explained by Pawar and Ganguli [4] most HUMS use rotor track and balance methods
for damage prediction, that would log mistracking as fault since it cannot be corrected
through balancing. Recent research [113] focused on investigating methods that allow
rotor blade kinematics estimation in real-time. In most cases, however, theoretical model-
based methods are deployed for damage isolation and prognostics [4], such as through
neural networks trained using real vibration data. As a consequence model-based methods
have been widely used to study the effects of damage in rotor blades. Nonetheless,
due to the complicated nature of rotor flow real-time modelling is impracticable, and
moreover, such off-line modelling is limited to simple flight manoeuvres, hover and steady
speed forward flight [113]. For more information on rotor health monitoring systems, the
reader is referred to the work of Pawar and Ganguli [4] that provides a detailed review of
rotor health monitoring, modelling of typical rotor system faults and the use of damage
detection algorithms. Guidance on HUMS and necessary capabilities is given by the CAA
in References [114], while another CAA report [2] provides a review of mathematical
models, along with pre-processing approaches and machine learning techniques for the
evaluation of diagnostic strategies using in-service data.

3.2.1 Damage effect models

Main rotor blades are designed to withstand the heavy loading environment in flight
and due to the large centrifugal forces, the blade dynamics are less sensitive to minor
damage [4]. Nevertheless, the field of rotor blade damage and its effect on the dynamic
behaviour of a helicopter has attracted much attention in the past 25 years. Ganguli et
al [115] investigated the impact of moisture absorption, loss of trim mass, misadjusted
pitch-link, damaged flap, and damaged pitch control. This work was expanded by Yang
et al [116] who analysed how rotor blade faults impact fuselage vibrations. Ganguli
and Chopra [117] predicted the change in rotor hub loads and blade tip response based
on structural damage, blade mistracking, friction, and freeplay. The impact of ballistic
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damage was studied by Tawk et al [118], and Kim [119] and Fries [120] investigated how
such damage affects helicopter vibrations. Fries [121] calculated the vibration level in the
cockpit as a result of the loss of outboard rotor blade sections. Leishman [79] analysed
the impact on blade aerodynamics caused by bullet damage at the blade leading and
trailing edges. Some work has been done to examine environmental influences, such as
the impact of blade erosion coatings to aerodynamic efficiency [122] or consequences of
icing conditions [123]. Recent work by Eren et al [124] or Chandra Naik et al [125]
focused on modelling bird strike on a composite rotor blade. With the growing use of
non-metallic composite materials for rotor blades, much effort has also been directed
towards analysing the effects of internal damage, such as damage growth through matrix
cracking, debonding/delamination and fibre breakage [71, 126, 127].

Safety factors are used in the design and development process to account for possible
damage to the internal or outer structure of the rotor blade. However, other damage
impacting system dynamics must be thoroughly evaluated. These include adjacent rotor
blade components, such as damage to kinematic links, lead-lag damper, trim tab, or
alteration of rotor blade inertia properties as a result of water absorption or loss of trim
mass. Mathematical damage modelling work has a valuable contribution, yet human
factors play a significant role in how a pilot reacts to certain damage scenarios. These
factors are difficult to include in a mathematical model and consequently, it is difficult
to relate theory and practice in virtue of lack of experimental and operational evidence.

3.2.2 Damage identification

The basis of most structural health monitoring (SHM) approaches is the identification of
vibrational change due to damage [128]. Structural damage will result in changes in mass,
stiffness, or damping that will be reflected in either a change of natural frequency, mode
shapes, damping ratios, or a combination of these. Vibration-based damage identification
methods can be categorised into four groups [5, 129, 130]:

� natural frequency-based methods,
� mode shape-based methods,
� curvature/strain mode shape-based methods,
� modal parameter-based methods.

However, as explained by Worden and Inman [128] damage is a local event while modal
information is a reflection of the global system properties. Hence, no indication of damage
location is given. Considering a simple example of a single mass-spring model (neglecting
damping), the frequency can be related to its physical stiffness k and mass m by ω2 = k/m
[128]. With the use of a simple derivative, the change in frequency with respect to stiffness
is [128]:

dω

dk
=

1

2
√
km

=
ω

2k
(3.2.1)
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These derivatives represent the sensitivity of the natural frequency to changes in stiffness
and mass, respectively [128]. For example, as shown by Worden and Inman [128] a
1% change in mass of a 10 Hz system will produce a 0.05 Hz change in frequency. It
is hard to detect such a small change confidently with the use of transfer functions or
other curve fitting methods, as well as due to other factors such as measurement errors,
temperature and humidity [128]. For this reason, most damage identification methods
based on frequency change are only applicable in a controlled laboratory environment [5].

In 1991, Pandey et al [130] argued that changes in curvature mode shapes (obtained
from strain measurements) can be used for locating damage within a structure because
the absolute change in a curvature mode shape is localised in the region of the damage.
However, to obtain a reliable curvature for higher modes in practical applications, a large
number of sensors are needed [129]. On the other hand, displacement mode shapes are not
localised and give no indication about the damage location [130]. Pandey et al [130] also
showed that the modal assurance criterion or the coordinate modal assurance criterion
are not sensitive enough to detect damage. Messina et al [131] introduced a correlation
coefficient that is called multiple damage location assurance criterion by combining two
methods of estimating the size of defects in a structure. Much later in 2013, Peeters
et al [132] showed that coordinate modal assurance criterion indeed could be used for
locating damage on a helicopter blade if a correct choice of sensitive mode shapes were
considered. Fan and Qiao [129] concluded from their review of vibration-based damage
identification methods that optimisation algorithms and signal processing techniques have
to be applied to localise damage using mode shapes. Furthermore, it was concluded that
the damage detection methods based on curvature mode shape are very effective for
damage localisation [129].

The strain energy index is another type of damage detection method, that uses the
assumption that there is only a change in the energy quantity at the damaged location,
whereas the overall energy remains the same. Detection methods based on strain energy
methods have been applied extensively in the literature [133–137]. Peeters et al [136,
137] showed that modal strain energy is more sensitive than coordinate modal assurance
criterion (see Figure 3.11), yet many approximations were made, such as for the derivation
of the strain mode shape and simplification of the structure.

Cheraghi and Taheri [138] derived two damage indices based on empirical mode decom-
position and fast Fourier integration for the identification of structural damage that was
caused by a change in structural stiffness. The damage indices could be used to locate
defects and the energy indices could be applied to distinguish the size of the defect. Fan
and Qiao [129] carried out a comparative study in which five commonly used damage
detection algorithms were compared which included a frequency-based method, mode
shape-based method, curvature-based method and strain energy-based method. These
were analysed in terms of single and multiple damage detection, large-area damage de-
tection, noise immunity and sensor spacing tolerance. From this study, it was concluded
that frequency change-based damage identification methods could localise and quantify
damage in simple structures in a controlled laboratory environment, yet it was suggested
that it is not reliable for damage detection for complex structures. Furthermore, it was
found that curvature mode shapes are more effective in damage localisation than mode
shape-based methods. Moreover, the curvature mode shape-based method and strain
energy-based methods were able to detect multiple and large-area damage, while also
being robust to high measurement noise and large sensor spacing condition. For more
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(a) Coordinate modal assurance criterion damage
index

(b) Strain energy damage index

Figure 3.11: Experimental damage detection (reproduced from Peters et al [137])

detail, the reader is referred to Reference [129]. Kiddy et al [134] used eigenstructure as-
signment techniques to detect damage of a Hughes TH-55A helicopter main rotor blade,
highlighting that the centrifugal force enhances the sensitivity of this method to mass
changes. As already explained by Pawar et al [4] the blade dynamics are less sensitive
to minor damage due to the large centrifugal forces, which can be confirmed through the
work of Kiddy et al [134]. This work was experimentally validated by Kiddy and Pines
[135] showing that damage can be only detected on systems with high energy. Ganguli et
al [115] used helicopter track and balancing guidelines for defining quantitative measures
of the rotor system response to damage. Changes in blade tip response, vibratory hub
forces and moments were investigated due to a variety of rotor faults, such as moisture
absorption, or misadjusted pitch-link [115]. These quantitative measures were defined in
a range of moderate to significant levels that were used for analysis and diagnostic pur-
poses. A structural damage detection algorithm was developed by Reddy and Ganguli
[139] that used radial basis function neural networks by implementing the first ten flap,
lag, torsional and axial modes for training purposes. Based on this analysis, it could be
identified which modes give the most information for damage detection purposes. As an
outcome of this study three modal rotating frequency sets were identified for the detection
of structural damage of rotor blades [139].

3.2.3 Health and damage indicators

Traditional health indicators implemented into HUMS are based on acceleration data from
which, for instance, the overall root mean square (RMS) energy of the signal is taken.
This allows the categorisation of potential damage [1]. Examples of current HUMS rotor
fault detection capabilities are given in a CAA report [2]. For the identification of a
damaged blade relevant literature suggests the following technical approaches [4][140]:

� Comparison of the healthy and damaged blade to formulate damage indicator.
� High-frequency phenomena allow the indication of damage location more accurately.
� Monitoring the effect of damage on hub loads and fuselage.
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Roy et al [127] proposed a damage indicator that is subject to frequency shifts referred to
as “health residual”. Because small damage results in a very small frequency change, it
was argued that this damage indicator acts like a filter avoiding false alarms. Furthermore,
Roy et al suggested that a limited number of higher modes were sufficient for damage
detection, such as third lag, flap and torsion modes. Bernardini et al [140] proposed
two blade damage criteria that were based on strain measurements taken at different
positions on the blade. The first criterion observed a natural frequency shift that was
obtained through Welch’s power spectral density (PSD) that converted the collected
time-signals to the frequency domain. The second criteria made use of the amplitudes of
these PSD peaks. The idea behind monitoring a frequency shift is to avoid that blade
natural frequencies coincide with the rotor harmonics. Another damage indicator for
health monitoring purposes of wind turbines was introduced by Tcherniak [141] based on
mode shape asymmetry caused through rotor anisotropy due to damage. Much higher
sensitivity for damage was obtained than indicators related to a natural frequency shift.
Although the algorithm was useful for identifying the damaged blade, no suggestion was
given that would indicate the extent of damage and whether the blade has to be replaced.

3.3 Measurement techniques

Due to the increasing interest in operational in-flight monitoring, much effort was put
towards developing instrumentation systems to allow the characterisation of blade dy-
namics in the rotating frame. While most instrumentation methodologies are applicable
in a controlled laboratory environment, only a few have been proven suitable for flight.
Existing techniques usually determine the structural behaviour via (1) surface strain mea-
surements or (2) by directly measuring the shape. The following sections summarise the
technological advancements towards instrumentation systems that are applicable for the
aerospace sector.

3.3.1 Strain

3.3.1.1 Electrical strain gauges

In the late 1970s, electrical strain gauges and pressure sensors were deployed to measure
in-flight rotor blade loading in hover and forward flight conditions of a Boeing CH-47A
[142, 143]. Work conducted in the 1990s also used a combination of strain gauges and
pressure sensors to predict the aerodynamic loading and rotor blade structural deforma-
tion for the hover case and for a variety of forward speeds on a Puma helicopter [144].
Work done by Wilkie et al [145] applied strain gauges on a whirl rig to correlate the
rotating natural frequencies with a blade analytical model. However, methods using
electrical strain gauges have numerous disadvantages. These range from operational lim-
itations, such as high sensitivity to temperature and precipitation, to long installation
times because the strain gauges have to be bonded to the surface for correct strain trans-
fer. Moreover, the large amount of wiring interferes with the aerodynamic and dynamic
behaviour of the blade performance. The measurements at discrete spanwise and chord-
wise locations result in a low spatial resolution, leading to the use of interpolated data for
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the validation of aerodynamic analyses [146, 147]. Also, it is not uncommon that strain
gauges fail during the testing and often exhibit poor signal-to-noise ratio when transfer-
ring data from the rotating to the fixed frame with an electric slip ring [148]. Robust and
reliable measurement of rotating blade deformation is challenging [148] and the search for
new non-intrusive measurement techniques have been the subject of numerous studies.

3.3.1.2 Fibre Bragg gratings

The potential of the use of optical fibres for monitoring aircraft structures has been well-
documented [149]. They offer several key benefits, including their flexibility, low weight,
electromagnetic immunity, small dimensions (diameter: ∼0.2 mm) and no requirement
for electrical connection to the sensing elements. In addition, optical fibres can be em-
bedded within fibre reinforced composites during fabrication [150], or, alternatively, can
be surface-mounted to facilitate retrofitting [151–153]. Most fibre optic strain sensing
techniques use FBGs, which are in-fibre strain sensors of typically 0.5 − 5 mm gauge
length [154]. FBGs represent a mature technology that is commercially available, where
tens of sensors per fibre can be typically multiplexed in a single optical fibre at data rates
on the order of 1 kHz and with strain resolutions of 1 µm/m. Figure 3.12 illustrates the
principle of fibre optic sensors using FBGs.

Figure 3.12: Principle of FBG

Fibre optic sensors use a thin glass cable that transmits light within its core, where the
light is reflected from the cladding back into the core which assures minimum transmission
loss. This is achieved with a higher refractive index η in the core compared to the cladding
which leads to complete reflection. The outer coating protects the fibre from external
conditions and physical damage. The main principle of an optical glass fibre sensor is the
modulation of characteristics of a propagating light source [155]. The FBG only reflects
one special light frequency whereas all other wavelengths of the light are transmitted
unaffected [155]. The grating acts as a wavelength selective mirror, reflecting a single
wavelength of light back along the optical fibre. Perturbation of the grating by strain or
temperature results in a change in the reflected wavelength, the measurement that is the
basis of the sensing approach.

The reflected wavelength and period of grating have the following relationship [156]:

λb = 2ηΛ (3.3.1)
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where λb is the Bragg wavelength, η is the fibre core refractive index and Λ is the distance
between the gratings, also called the grating period. The in-flight use of FBG sensors on
fixed-wing aircraft has been investigated for some time [17, 151, 157]. More recently, their
use on rotorcraft has been explored [158], with FBG strain sensors deployed on a scaled
helicopter rotor operated in a wind tunnel to estimate its tip displacement by using a
shape reconstruction algorithm. They have also been integrated into the root of a BMR
blade [159], where the measured strain was used in the calculation of the useful remaining
life of the blade. Suesse et al [9, 160] adopted these sensors to identify structural loading
and elastic blade movements based on surface strain measurements. Fibre optic systems
have a wide range of applications outside the aerospace sector, such as for wind turbines
[161, 162].

Recently, Serafini et al [8] applied FBG strain gauges to a T-22 helicopter blade (Figure
3.13(a)) in operation, which was the first time that the reliability and performance of such
a system was assessed in-flight. For the flight test, six FBG arrays (Figure 3.13(b)) were
multiplexed in a single length of optical fibre and were connected to a battery-powered
interrogator located at the top of the rotor mast. The rotor blade non-rotating dynamic
characteristics in the flap, lead-lag and torsional directions were identified successfully
up to 250 Hz. Furthermore, the collected data allowed the distinction between signals
associated to the helicopter rigid body motion and to blade aeroelastic behaviour. Figure
3.13(c) shows an example of the collected flap signal during the flight, in which the
frequencies at Ω and 2Ω, as well as the first elastic flap and its rigid flap motion are
identified resulting from collective pitch actuation [8]. During the flight testing, the pilot
did not report any problems with regards to the additionally mounted instrumentation
system. This was the first step towards structural health monitoring capabilities.

3.3.2 Shape

3.3.2.1 Optical systems

Optical imaging metrology techniques are attractive as these are non-intrusive (non-
contact) and provide full-field displacement measurements [148]. The use of optical
imaging methods to determine blade dynamics has a rich history, with measurements
on rotor blades dating back to as early as 1940, when a rotor hub-mounted camera was
used to capture low-frequency dynamics on a rotating rotor [7]. Since then a variety of
non-contact optical imaging metrology approaches have been shown to be effective in
providing a clear visualisation of the structural dynamics of rotor blades in controlled
environments such as wind tunnels.

In 1997 a blade deformation system was developed by Bosnyakov et al [163] to measure
the displacement of a Ka-25 helicopter rotor blade in a wind tunnel environment with
the use of two charge coupled device cameras. These were mounted on the rotor hub and
retroreflectors were adopted as measurement points. Fleming and Althoff Gorton [164]
utilised a projection Moiré interferometry method on a scaled helicopter in a subsonic
wind tunnel to obtain full field rotor blade deformation data, sampled as a function of
rotor azimuth. As part of the HART II (Higher Harmonic Control Aeroacoustic Rotor
Test) programme, the stereo pattern recognition method [165] deployed stereo camera
images to reconstruct the rotor blade deformation in a three-dimensional way using visible
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(a) FBGs mounted on rotor blade
(reproduced from Serafini et al [8])

(b) Sensor location (modified from Serafini et al [8])

(c) Test results (modified from Serafini et al [8])

Figure 3.13: Suitability of FBGs during flight test on a T-22 helicopter

marker locations. Later, Kim et al [166] applied the stereo pattern recognition technique
with twelve infrared cameras to measure blade behaviour of a scaled helicopter in hover
and forward flight conditions in a low-speed wind tunnel.

Sirohi and Lawson [148, 167] demonstrated on scaled rotor blades that the digital image
correlation technique can be adopted to measure rotor blade structural dynamics using
speckle patterns that are painted onto the rotor surface. The aim of their work was
to provide a full-field alternative for discrete strain measurements for wind tunnel or
flight testing. Later, the digital image correlation method was applied for operational
modal analysis of a rotating cantilever beam [168]. Barrows and Abrego et al [169, 170]
utilised multi-camera photogrammetry to acquire blade displacement measurements of a
full-scale UH-60A rotor in a wind tunnel (see Figure 3.14(a)) under a variety of simulated
flight condition. Figure 3.14(b) shows the rotor blade that was instrumented with retro-
reflective targets at discrete measurement locations in the chord and spanwise direction.
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(a) Test section showing multi-camera port loca-
tions (reproduced from Abrego et al [169])

(b) Retro-reflective targets at blade and test sec-
tion ceiling (reproduced from Abrego et al [169])

Figure 3.14: Multi-camera photogrammetry on a full-scale UH-60A rotor

Ozbek et al [171] made use of laser doppler vibrometer in combination with electrical
strain gauges to identify structural modal properties of a full-scale wind turbine in rota-
tion, and later photogrammetry was deployed on the same test item [172]. The proposed
instrumentation set-ups showed great potential for the identification of structural dynam-
ics in a controlled environment. However, their use is impractical for in-flight deformation
measurements due to the required number of cameras and the large observation angles
needed for the camera systems.

However, as part of the AIM (Advanced In-Flight Measurement Techniques) project,
DLR (German Aerospace Centre) and Eurocopter (now Airbus Helicopters) have devel-
oped an optical measurement technique that was applied to measure the H135 rotor blade
deformation during a ground run [173–175]. A special multi-camera video system, High-
Speed Video Stroboscope, has been developed at DLR for visualisation, making use of
the quantitative video technique in combination with image pattern correlation technique
(IPCT). IPCT is a type of digital image correlation that is based on photogrammetry in
combination with cross-correlation algorithms developed for particle image velocimetry
[174]. The experimental test set-up (see Figure 3.15(a)) has been installed underneath the
transmission deck outside the airframe pointing towards a speckle-pattern-instrumented
blade. Test results were verified with strain gauge measurements, which were within the
correct order of magnitude and, despite the large vibrations, good pictures were obtained
with the High-Speed Video Stroboscope [174]. However, the error for shape prediction
increases towards the blade tip, as shown in Reference [174, 175]. Wolf and Boden [176]
validated IPCT measurements against accelerometers on a small wing test item during
a ground vibration test, exploring a variety of instrument parameters, such as camera
observation angles. IPCT has also been applied to aircraft propellers [173], and in both
systems, measuring helicopter rotor blade deformation or aircraft propeller deformation,
the instrumentation system was mounted statically and only took measurements of the
passing blade. Due to this limitation efforts were made to develop a rotating camera that
is able to co-rotate with the measurement object. This camera system that is also able to
withstand the extreme vibrations and centrifugal forces of aircraft propellers was further
developed [177] and adapted for helicopter applications [178].
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(a) Tied-down test using static camera (reproduced
from Boden et al [174])

(b) Rotating camera system (reproduced from
Boden et al [178])

Figure 3.15: Camera systems developed by DLR

The rotating camera system as shown in Figure 3.15(b) was mounted on top of the rotor
shaft. As the system is co-rotating with the rotor blade the camera exposure time is much
longer. It was found that no stroboscope was required, as the ambient light was sufficient
for image recording. Yet reflection of the sunlight should be avoided as this could result
in faulty measurements [178]. The developed non-intrusive optical measurement system
showed great potential for flight test, especially as the washable speckle pattern or pattern
sticker does not alter the production blade [178]. Despite this promising outlook, this
system might not be suitable for continuous in-flight health monitoring, as the speckle
pattern might not be weather robust and the surfaces of the camera or blade can wear
and get dirty over time.

3.3.2.2 Indirect fibre optic shape sensing

A number of indirect fibre optic-based shape sensing approaches have been reported [16–
18]. The majority of these techniques rely on the measurement of the differential strain
experienced by several laterally offset optical fibres mounted on opposing surfaces of the
structure under test (see Figure 3.16). The local curvature is determined, from which the
shape of the structure can be obtained.

Figure 3.16: Shape sensing configuration (modified from Reference [179])

The curvature (κ = 1/R) of a beam can be determined by measurement of the strain
profile of the upper and lower surfaces. The radius R of the curvature can be written as:
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R =
d

ε1 − ε2
(3.3.2)

where ε1 and ε2 are the strains measured by two FBGs located on either side of the neutral
axis. Such indirect FBG-based shape measurements require a detailed model of the
structure, and the determination of shape could fail through inappropriate strain transfer,
inaccurate positioning of sensors, the presence of thermal gradients [180], or inaccuracies
of the structural model, which would be exacerbated where the structure suffers damage
[181]. A similar approach was adopted by NASA to measure wing-shape but required
the use of arrays consisting of thousands of FBGs to achieve an acceptable measurement
resolution [182]. The measurements were coupled with a shape reconstruction algorithm,
the so-called “Ko-displacement theory” [157, 182–184]. This methodology was found
to be highly accurate for weakly non-linear, non-uniform cantilever beams [184]. The
vertical displacement d̂i and deflection angle θ at each sensor location (i = 1, 2, 3..., n)
[157] is calculated as follows:

d̂i =
(∆l)2

6ci−1

((
3− ci

ci−1

)
εi−1 + εi

)
+ d̂i−1 + ∆l tan θi−1 (3.3.3)

where

tan θi =
(∆l)

2ci−1

((
2− ci

ci−1

)
εi−1 + εi

)
+ tan θi−1 (3.3.4)

where ∆l is the distance between the ith strain stations, c is the distance between the
wing’s neutral axis and the location on the wing where strain reading εi is taken [157].
Variation of the distance c is considered through the following equation [11]:

ci =
εit

εit − εib
hi (3.3.5)

where εit is the ith measured strain at the top surface, εib is the ith measured strain at
the bottom surface and hi is the thickness of the profile and the distance between the top
and bottom strain sensors. By installing FBG sensors on either side of the surfaces, the
Ko-displacement theory circumvents the issue of knowing the exact position of the neutral
axis. While a high number of strain measurements are required to achieve accurate results
with the Ko-displacement theory [182], a few strain readings are sufficient to obtain the
structural shape from the “modal approach” [10]. Although the modal approach relies
on a detailed FE model for a successful outcome, it is one of the most commonly adopted
strain-displacement algorithms [11, 12, 14, 15, 158, 161, 162, 185–188]. Its computational
efficiency suggests applicability for real-time monitoring purposes [12, 158]. However,
in operations, structural properties can change due to damage or variability of mass,
which might affect the recorded strain data and lead to inaccuracy of estimations when
compared with the undamaged mode shape [12].

With the use of a finite number of displacement and strain mode shapes, the displacement
of a linear system can be approximated. This is achieved by the summation of their mode
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shapes weighed by their corresponding generalised coordinates q ∈ Rm×1, where m is the
number of modes considered:

d = Φq (3.3.6)

ε = Ψq (3.3.7)

where d ∈ RN×1 is the displacement vector, ε ∈ RM×1 is the measured strain vector,
Φ ∈ RN×m is the displacement mode shape matrix and, Ψ ∈ RM×m is the strain mode
shape matrix. M is the number of measurements taken, while N represents the number
of nodal locations. The generalised coordinates can be approximated via least squares
algorithm as proposed by Foss and Haugse [10]:

q =
[
ΨTΨ

]−1
ΨT ε (3.3.8)

and substituted in Eq. 3.3.6 to estimate displacements d̂ ∈ RN×1 from strain:

d̂ = Tε (3.3.9)

where the displacement-strain transformation (DST) matrix T ∈ RN×M is given by:

T = Φ
(
ΨTΨ

)−1
ΨT (3.3.10)

where T is the displacement-strain-transformation (DST) matrix. The accuracy of the
results are dependent on the number of modes; the higher the number of modes, the higher
the accuracy. Example 3.3.1 demonstrates that even with a small number of strain mea-

surements the displacement of the structure can be predicted. The rank of
(
ΨTΨ

)−1
ΨT

cannot exceed the number of strain sensors, which means that only as many mode shapes
as the number of sensors can be identified [15].

Example 3.3.1 Effect of number of sensors on the estimation of displace-
ment shape using modal approach

The modal approach is demonstrated using a cantilever aluminium beam with a con-
stant rectangular cross section. Geometrical and material properties are listed in Table
3.1. The strain values are obtained from a finite element (FE) model, that are used as
sensor strain reading. Figure 3.17 shows the first three mode shapes φ in out-of-plane
direction and the second spatial derivatives of the mode shapes also called the strain
mode shape ψ.
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Table 3.1: Properties of cantilever aluminium beam

Properties Values

Length 5.2 m
Width 0.3 m

Thickness 0.035 m
Young’s Modulus 69 ×109 N/m2

Density 2700 kg/m3

Poisson’s ratio 0.334

The aim of this example is to show the impact of the number of sensors and their
location on the prediction of displacement. Four different cases are explored, in which
two (2x), three, and four strain sensors are distributed along the length of the beam
(see Figure 3.18). The estimated displacement d̂ is calculated for the four cases. In all
cases, the number of modes n is equal to the number of sensors M (M = n). Case I
and II demonstrate the importance of the sensor location, while case III and IV prove
that the use of an increasing number of modes will also increase the accuracy. Figure
3.19 shows the results of the calculated displacement d due to gravity loading based on
simple beam theory, and the estimated displacement d̂ using an increasing number of
sensors. The bottom diagram depicts the normalised error (Eq. 3.4.2) between the
calculated and estimated displacement.
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Figure 3.17: Displacement and strain mode shapes of aluminium beam

As expected, case I yield higher accuracy than case II as the highest strain reading is
measured at the clamped end. Furthermore, results show that increasing the number
of sensors and modes used for the algorithm improves the accuracy of the estimation
significantly. The estimation displacement for case I have an average error of about
0.54%, that increases to 6.61% if the sensors are shifted towards the tip (case II). For
the use of 3 sensors (case III) the average estimation error is reduced to 0.51% and
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decreases even more to 0.10% for the use of 4 sensors (case IV). This example demon-
strates that the location of the sensor, as well as the number of modes is important for
the reduction of estimation error.
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Figure 3.18: Chosen sensor position
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Figure 3.19: Effect of number of sensors on the estimation of displacement shape

Derkevorkian et al [11] carried out a comparative performance study between the Ko-
displacement theory and the modal approach. Three lines of fibre optic cables were
mounted on a flat swept plate, while 100 strain measurements were recorded from each
optical fibre. Derkevorkian et al [11] argue that a dense FBG-based strain sensor dis-
tribution gives advantages in terms of detection, quantification and localisation of small
damages at an early stage. Furthermore, it increases the reliability of the measure-
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ments, especially if the FBG sensors are mounted on the surface and malfunctions occur
due to harsh operational environment [11]. From the study, it was found that the Ko-
displacement theory resulted in shape estimation errors of below 2%, while 3.7% was
achieved by applying the modal approach. Different types of loading conditions, in par-
ticular, that of torsional loading, showed a normalised error of around 30% using the
modal approach. It was suggested that this error could be reduced with off-axis strain
data which is referred to as chordwise strain sensor distribution. The same issue was also
highlighted in the work of Jutte et al [157] where results for wing twist was found to be
sensitive to errors in bending.

Example 3.3.2 Accuracy comparison of modal approach and Ko- displace-
ment theory

In this study, strain measurements are converted to displacement by applying the Ko-
displacement theory and the modal approach. The accuracy of both is compared to the
displacement that is calculated from an FE model. Here, the same cantilever beam as
in Example 3.3.1 is used. For both cases, the same number of strain measurements are
assumed, while for the modal approach the first six out-of-plane modes are included.
The top diagram in Figure 3.20 shows the comparison between the Ko-displacement
theory and modal approach.
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Figure 3.20: Comparison of modal approach with Ko-displacement theory

Both methods yield a close match with the FE calculation. However, when compar-
ing their respective normalised errors (Eq. 3.4.2) a smaller average error is achieved
through the Ko-displacement theory. An increased error is obtained from the modal
approach, that could have resulted from the inclusion of only six modes. The outcome
of this study confirms a similar trend of accuracy as discussed by Derkevorkian et al
[11].
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Recently, Bernardini et al [140, 189] showed that the modal approach is only valid for
small-deflection type beams, and instead proposed an algorithm able to reconstruct the
shape of a nonlinear, moderate lag, flap and torsional deflections, that are typical for
helicopter structural dynamics. The equations are based on the non-linear approach for
the elastic bending and torsion of twisted nonuniform rotor blades originally developed
by Hodges [44]. Although the sensor positions were not optimised, a small number of
deployed strain sensors resulted in a reconstruction error of only a few percents. The
strain-displacement relationship can be written as follows:

εξξ =u′ +
1

2
(v′2 + w′2)− λφ′′ + (η2 + ζ2)

(
ϑ′ϕ′ +

ϕ′2

2

)
(3.3.11)

− v′′[η cos(ϑ+ ϕ)− ζ sin(ϑ+ ϕ)] (3.3.12)

− w′′[η sin(ϑ+ ϕ)− ζ cos(ϑ+ ϕ)] (3.3.13)

εξη = −1

2

(
ζ +

∂λ

∂η

)
ϕ′ (3.3.14)

εξζ =
1

2

(
η − ∂λ

∂ζ

)
ϕ′ (3.3.15)

where η and ζ are the coordinates along the cross-section principal axes, ξ is the coordi-
nate along the elastic axis, u, v, w are the axial, lagging and flapping displacements of the
elastic axis. The angles ϑ and φ are the built-in twist angle and the blade cross-sectional
elastic rotation (torsion).

3.3.2.3 Direct fibre optic shape sensing

Unlike NASA’s fibre optic shape sensing system [17], the novel DFOSS [19] approach
can determine shape directly within the sensing fibre, removing the dependence on strain
transfer from the structure and thus the requirement for an analytical model of the struc-
ture. This approach is deployed and tested within this research work and was developed
as part of the BladeSense project [190]. The DFOSS system is based on fibre segment
interferometry, an approach pioneered at Cranfield University [191, 192], that was de-
scribed in detail by Kissinger et al in Reference [19]. The approach relies on differential
measurements of strain that are determined within each of the optical fibre’s broadband
low-reflectivity FBGs that act as in-fibre reflectors. These define the boundaries of fi-
bre segments that form long gauge-length interferometric strain sensors. Simple surface
mounting, for example using adhesive tape, is sufficient for it to follow the shape of the
structure and significantly simplifying sensor installation. While for this research project
the DFOSS prototype uses three single-core fibres that are hold by a custom designed 3D
printed support structure (more details are given in Section 6.3.1), ultimately, the DFOSS
system has the potential to be implemented completely within a single multi-core optical
fibre (diameter: ∼0.2 mm), illustrated in Figure 3.21(a).
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(a) Multi-core optical fibre
(reproduced from Reference
[179])

(b) The change in core length can be
related to the arc angle ψ (reproduced
from Reference [19])

Figure 3.21: Principle of shape sensing system

Appropriate processing of the differential strains experienced by the corresponding fibre
segments allows the direct independent measurement of the slope angle in the out-of-
plane and in-plane directions [19]. The relationship between differential strain εdiff and
the two fibre cores over path length l is given by [19]:

εdiff =
ψδ

l
(3.3.16)

where ψ is the arc angle, δ is the distance between the cores (see Figure 3.21(b)). The
slope angles are determined relative to the angle of the measurement origin of the system
[19]. The only assumption required to obtain the desired shape deformation data from the
measured slope angle data is the use of an interpolation (using a cubic spline) between the
sample points to permit spatial integration of the slope angle. Note that this interpolation
method does not require knowledge of the underlying structure.

3.3.2.4 Accelerometers

While accelerometers are widely used for ground vibration test environments or to mea-
sure the fuselage vibration level during track and balancing tasks, their use for in-flight
blade measurement is impractical. This stems from the aerodynamic impact of their
housing and electrical wiring, and the superposition of the desired vibration measure-
ments with the signals corresponding to the centrifugal acceleration of the blade and
overall helicopter movement. However, accelerometers are simple to deploy and are use-
ful for determining the structural characteristics in a static environment. For example,
Mironov et al [193] deployed several triaxial transducers measuring electric signals that
are proportional to accelerations at the measurement point and also a set of dynamic
deformation transducers acting as strain gauges. Due to aerodynamic interference, the
triaxial transducers are only applicable in controlled laboratory environments.
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3.4 Optimal sensor placement

Optimal sensor placement (OSP) methodologies are considered as one of the most im-
portant pretest steps in experimental and operational modal analysis (OMA) [194–196]
because of its significance for accurate target frequency estimation and structural mode
shape identification [195]. While careful sensor positioning is particularly important for
discrete measurement techniques, such as accelerometers or strain gauges, this task is
redundant for optical imaging metrology methods or NASA’s fibre optic shape sensing
system [16, 17, 182, 183] that requires a high density of FBGs. Although accuracy can
be improved by increasing the number of sensors [13], it is desirable to instrument the
structure with a minimum amount of sensors due to high costs of the acquisition sys-
tems, large data sets and often due to accessibility limitations on structures [195]. This
is especially important when using electrical strain gauges on lightweight structures due
to the very strict weight requirements [11], while with the use of FBGs a dense distribu-
tion has insignificant weight penalties. The determined sensor positions are dependent
on the applied OSP algorithm, sensor type, and chosen criteria, as demonstrated by Pa-
padopoulos et al [195]. For this study 21 sensor placement methodologies were compared
and it was found that no approach produced exactly the same set of sensor locations.
In this subsection, some of the most commonly applied sensor placement techniques are
summarised.

3.4.1 Modal approach

Several methodologies were suggested to define optimal strain sensor positions in com-
bination with the modal approach (refer to Subsection 3.3.2.2). These are based on
qualitative measures5, while the aim is to reduce the measurement error between analyt-
ical and experimental results in a controlled way. One of the most effective approaches
is to determine the strain sensor positions so that it corresponds to the lowest condition
number N of the DST matrix T [11–15, 185] (see Eq. 3.3.9):

CN = ‖T‖ ·
∥∥T−1

∥∥ (3.4.1)

where ‖·‖ denotes the Euclidean matrix norm [14]. The condition number is a measure
of stability or sensitivity of a matrix to numerical operations [185]. In general CN is
greater than or equal to 1 (i.e. CN ≥ 1). Matrices with condition numbers near 1 are
well-conditioned and most of the information is preserved [11], whereas condition numbers
which go to infinity yield an ill-conditioned matrix and will give large measurement errors
[14]. A high number of sensors increases the accuracy of the prediction and avoids spatial
aliasing of the modes [13]. To assess the effects of the number of sensors on the modal
approach, the normalised estimation error e is calculated based on the real displacement
d and the predicted displacement d̂:

e =
|d− d̂|
|d|

(3.4.2)

5In the literature it is often referred to quality criterion [195] or sensitivity analysis [12, 161].
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Kim et al [161] introduced a modal assurance criterion (MAC) to calculate the shape es-
timation error for quantifying the similarity of two mode shapes. This provides a measure
of statistical correlation between model predictions and experimental observations [197].
If the scalar quantity for MAC is close to 1.0 then the experimental and theoretical mode
shapes are from the same mode. Lu [188] proposed an OSP method that combined the
modal approach with an improved genetic algorithm to predict optimal sensor positions
on a flexible plate. The optimal sensor layout resulted in a reconstruction accuracy of
96%, compared to that of 83% using evenly distributed sensors. Li et al [198] extended
this work by proposing a modal superposition principle taking into account strain mea-
surements in an arbitrary direction to increase the accuracy of the shape reconstruction
of complex structures.

Kang et al [15] utilised the modal approach to study dynamic structural displacements
of aluminium and acryl beams. Sensor locations were optimised such that the DST
matrix has a minimum condition number. Four years later this work was extended by
Kim and Kang et al [161] who demonstrated the applicability of the modal approach
to rotating structures. Again, optimal sensor placement was determined by minimising
the condition number of the DST matrix. The outcome was evaluated using the MAC
criterion, resulting in values of MAC>0.98 and hence, small shape estimation errors.
Finally, Kim and Kang et al [162] succeeded to integrate FBG sensors in the structure of
a wind turbine blade to estimate tip displacement with the modal approach. Here, the
sensors were arranged in a U-shape along the leading and trailing edge of the blade. For
the formulation of the DST, displacement and strain mode shapes were obtained from a
detailed FE model and OMA. It was found that the best results were achieved with the
DST calculated from the FE model.

3.4.2 Effective independence method

One of the most popular iterative techniques is the effective independence method (EFI)
method developed by Kammer [199]. The aim herein is to place sensors such that their
locations maintain the linear independence of the modal partitions. The sensor placement
algorithm uses the determinant of the Fisher information matrix (FIM) F as its metric
[200]:

F = ΦTWΦ (3.4.3)

where Φ is the mode shape matrix and W is a weighting matrix [200]. Maximisation of
F results in minimising the corresponding covariance matrix which results in the optimal
estimate. Therefore, Kammer [200] suggests maximising the determinant of F to find
optimal sensor locations. The FIM is symmetric and positive semi-definite and cases
with linearly independent mode shape vectors (system eigenvectors) result in a full rank
FIM [194]. An FE model must exist to apply the EFI. This is an iterative process and it
deletes degrees-of-freedom (DOF) that do not contribute to the matrix E (the orthogonal
projection matrix) defined as:
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E = ΦF−1ΦT (3.4.4)

The ith diagonal element of matrix E denoted by Eii represents the fractional contri-
bution of the ith DOF to the rank of E [194]. The DOF with the lowest value of Eii
is deleted as a candidate sensor location, and the corresponding row is deleted from the
modal matrix [194]. The determinant of the FIM is given by:

det(F) = det(F0)(1− Eii) (3.4.5)

where F0 is the original FIM and F is the FIM after the removal of the ith sensor. This
determinant increases in magnitude every time one row is deleted from the mode shape
matrix Φ. During the early development of the EFI method the following limitations
were identified [201]:

� The sensor location is dependent on the mesh size of the FE model.
� The geometry of the structure is not taken into account and hence, yields sensor

locations that contribute redundant information.
� There is no indication of the number of sensors which can be removed at each

iteration.
� There is no indication of the final number of sensors that should be retained.

Nevertheless, this method has become one of the most popular sensor placement ap-
proaches for structural dynamics [194, 200, 202–205] and was embedded into the commer-
cial software MSC/NASTRAN [206]. To address some of the aforementioned limitations,
Poston [201] extended the EFI to a time-dependent effective independence distribution
optimisation algorithm considering natural frequencies, modal damping, types of sensor
measurements and sampling rates. Kammer [199] has shown that with the use of an
eigensystem realisation algorithm the modal identification process can be improved. By
maximising the determinant of the FIM, the EFI method maximises the observability of
the system [199]. Recent studies by Rama Mohan Rao et al [204] showed that combining
the EFI with principal component analysis a sensor placement technique can be obtained
in the frequency domain.

Friswell and Castro-Triguero [194] investigated the EFI method and the linear indepen-
dence of the modes which was found to be better quantified by the minimal condition
number (also known as SVD ratio [203]) of the mode shape matrix, rather than the max-
imum determinant of the FIM. An exhaustive search was deployed to find the minimum
condition number and consequently better sensor locations than with the EFI method
were determined. Their work was commented on by Li and Fritzen [203] who showed that
“the condition number criterion is approximately equivalent to that of the FIM criterion”.
Li and Fritzen also explain why the two criterion yielded different results in the work of
Friswell and Castro-Triguero: the condition number was implemented in the global op-
timal sense (e.g. to exhaustively search all possible sensor combinations), whereas the
EFI was implemented in a suboptimal sense (e.g. to seek the minimum perturbation of
the condition number in each of its iteration) [194]. Li and Fritzen suggested using a
subspace approximation to develop an efficient way to search for the global optimal row
combination instead of the “prohibitive exhaustive search” [203]. The mentioned OSP
methods can be applied for identifying the spatial distribution of accelerometers, that
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was further extended to determine strain sensor locations [181]. Loutas and Bourikas
[181] used the FIM to optimise strain sensor locations by combining mode shapes in two
in-plane directions. Furthermore, the effect of damage on the initially optimal config-
uration was investigated showing that the OSP task is dependent on the damage size,
location and frequency of interest [181]. For example damage in areas of high modal
strain has a small impact on the initial position.

3.4.3 Observability Gramian

Reynier and Abou-Kandil [207] proposed an OPS method from control theory based on
Observability Gramian Wo, where the optimal sensor locations have to ensure observ-
ability requirements. The state-space system matrix A and output matrix C define an
observable system if the matrix of the Observability Gramian Wo is non-singular:

Wo =

∫ ∞
0

eA
T tCTCeAtdt (3.4.6)

The idea is to maximise a measure associated to the Observability Gramian [207], such as
the maximisation of the eigenvalue of the Observability Gramian [207], or by maximising
the trace of Wo as proposed in Reference [208]. In the latter case, it was shown that
the observability of the dynamic system increased and improved the output signal of the
sensor. As this methodology is general it can be also used for optimising strain sensor
locations. This is especially useful if a large number of sensor combinations would be
possible [209]. Geeraert et al [209] linked electrical strain gauge outputs with modal
responses via an observation equation. The benefit of this approach over the classical
modal approach is that sensor locations are identified that have the largest dynamic
contribution of a structure, whereas the modal approach is only dependent on the mode
shapes. To overcome this issue, Samad et al [210] extended the work of maximising the
trace of the Observability Gramian to observe certain modes or eigenvalues instead of all
eigenvalues of the system. This is done by either using (1) the trace analysis multiplied
by the associated eigenvalues, or (2) by the orthogonal projections of the mode shapes
onto the observable subspace [210].

3.4.4 Structurally independent algorithms

While most sensor placement algorithms are dependent on detailed structural models,
some structurally independent OSP methods are suggested in the literature. In the early
work of strain sensor placement methodologies, basis functions as a linear combination of
sines and polynomials were developed by Kirby et al [13] and in later work, Kirby et al
[211] applied a method using linear and quadratic local basis functions. A modal estima-
tion method was presented by Dyllong and Kreuder [212] and a cubic spline-interpolation
procedure together with a suitable choice of interpolation points was used to obtain the
optimal placement for non-uniform strain sensor spacing. To reconstruct the deflection
curve it was shown that five sensors were sufficient to predict three mode shapes. Jung et
al [213] applied the Gaussian quadrature formula to determine optimal sensor positions.
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3.5 Summary

This chapter has presented a brief review of the aspects thought to be necessary to de-
velop the required baseline models for this research and identify relevant knowledge gaps.
Literature covering aeroelastic modelling, damage modelling and identification methods,
and optimal sensor placement methodologies in combination with existing shape recon-
struction algorithms were studied. Considering the aim of this research, the following key
points can be made:

� Sophisticated FE formulations are used for designing rotor blades, structural dy-
namics optimisation procedures and aeroelastic tailoring, such as the VABS tool
developed by Cesnik and Hodges [46]. Yet, often it is sufficient to approximate the
structure of a rotor blade with multiple one-dimensional beam elements utilising
industry-accepted FE software, such as NASTRAN. Limitations of such models are
that detailed damage modelling, such as matrix cracking within composite blades,
cannot be performed. Here, a compromise has to be made between the versatility
of structural modelling capabilities and the computational efficiency of coupling the
FE model with aerodynamics to study its aeroelastic behaviour.

� It is assumed that the quasi-steady dynamic inflow model developed by Pitt and
Peters [81] is sufficient for aeroelastic analysis examining the main rotor blade
under the hover (and forward flight) loading environment, as no aeroelastic stability
analysis is performed and only the first few modes are considered for analyses.
Assuming that the reduced frequency associated with aeroloads generated by the
first mode at 70% rotor radius results in k = 0.03, the aerodynamic damping
extracted using Figure 3.8 is approximately ζa = 0.07 valid for incidence angles
α = 0− 10◦.

� Current rotor health monitoring capabilities adopted theoretical model-based meth-
ods that are linked to measured data from track and balancing systems. Such
model-based methods are limited to simple flight manoeuvres while lacking exper-
imental evidence for validation purposes.

� Natural frequency-based damage detection only provides a global understanding
of whether a structure is damaged, but is not suitable for localising the damage.
Curvature mode shapes, as well as strain energy techniques, could be used. The
main challenge is to obtain a curvature mode shape with either a high number of
sensors for a sufficient resolution or an optimal spatial distribution of the sensors.

� Most measurement systems are only applicable in controlled laboratory environ-
ments or useable for limited number of flight tests. The recent advances in fibre
optic instrumentation show potential for in in-service operation applications.

� The successful application of the modal approach for reconstructing the shape of
a complex structure is dependent on the number of deployed strain sensors, used
strain mode shape matrix and detailed structural knowledge such as the location
of the neutral axis. Although this methodology is computationally efficient, it
is not considered suitable for robust damage detection. The modal approach is
only valid for small deflections. The Ko-displacement theory allows accurate shape
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reconstruction, yet it relies on a large number of sensors that have to be taken on
either side of the structural surface to circumvent the issue related to the neutral
axis location. To avoid the problem of inaccurately estimating the shape due to
torsional load a two-dimensional sensor distribution is necessary.

From the literature review, it was found that a lot of work was done in each area of
research. However, the following gaps in knowledge were identified that are addressed in
the research work presented in this thesis:

1. Data collection during operation brings benefits for the research community and
designers for validating aeroelastic tools and optimising the blade. However, what
is the need for a continuous blade health monitoring system from a user-oriented
context and what is the link between the designer, maintainer and operator?

2. Since the approach of DFOSS is novel and unique no literature exists that discusses
the benefits of displacement and strain measurements in the static and rotating
frame. These technological advancements in fibre optic instrumentation systems
open up new pathways for rotor health monitoring capabilities, especially for the
determination of rotor blade damage indicators. Therefore, this leads to the research
question what the benefit of shape measurements over strain measurements is for
a healthy and damaged blade?

3. Current optimal sensor placement algorithms for aerospace structures consider one-
dimensional distribution (straight line) of strain sensors. Is there an effect of mea-
surement noise on chordwise strain sensor positions?

Shape reconstruction algorithms are needed to obtain meaningful displacement infor-
mation from strain readings. This post-processing step can result in errors induced by
measurement noise, number and location of strain measurements or through structural
model inaccuracies. In this research work, the novel direct fibre optic shape sensing sys-
tem DFOSS has been deployed and tested on the H135 BMR and its sensor performance
assessed against the developed FE model.
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CHAPTER4
The main rotor model

Current rotor health monitoring capabilities rely on model-based methods that are used
for damage isolation and prognostics. Due to a lack of experimental evidence the use
of these methods for estimating a healthy baseline case are widely accepted practices in
the industry. Although such theoretical predictions rely on simple flight manoeuvres,
such as hover and forward flight, they are commonly used for studying the effect of dam-
age in rotor blades. Sophisticated FE formulations have to be used for detailed damage
modelling, such as matrix cracking within composite blades. Although many accurate
aeroelastic frameworks have been proposed in the literature, often a compromise has to
be made between the versatility of modelling approach with the computational cost. The
described computational framework forms the baseline for exploring theoretical instru-
mentation capabilities in the rotating frame for a healthy and damaged case (Chapter
7).

This chapter presents a coupled aeroelastic simulation framework (see Figure 4.1) of the
Airbus Helicopters H135 BMR that links a reduced-order blade FE model with a quasi-
steady dynamic inflow model coupled with blade element analysis to calculate the local
angles of attack at each time step. The adopted aerodynamic modelling approach was
believed to be sufficient for aeroelastic analysis examining the first few aeroelastic modes
under the hover loading environment (see Chapter 3). Only structural and aerodynamic
interactions are considered, while all other helicopter parts are neglected, such as fuselage,
tail rotor, fin and tail plane.

This chapter begins by defining the adopted axes reference frames, which is followed by
a description of the pilot control map. Particular focus is put on the structural model
development of the complex BMR blade to predict structural dynamics as well as surface
strain for the static and rotating environment. After a description of the aerodynamic
model, this chapter concludes by discussing the aeroelastic coupling approach. General
properties of the H135 T2 and details about the blade design can be found in Appendix
A. For this analysis, a total aircraft weight of 2950 kg was used.

55
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Figure 4.1: Flow chart for the aeroelastic coupling of the main rotor

4.1 Rigid body equation of motion

For the derivation of equations of motion of the helicopter, two reference systems are
needed. These are the inertial frame FI (earth-fixed frame) and a body-fixed reference
frame FB. The earth-fixed frame has the typical convention of North-East-Down, where
the x-axis is in the north direction, the y-axis is in the east direction and the z-axis points
to the centre of the earth [214]. The motion of a rigid body using Newton’s second law,
valid in an inertial reference frame, defined as follows [214]:

~f = m
d~v

dt

∣∣∣∣
I

(4.1.1)

where m is the total mass of the helicopter and d~v
dt
|I is the time derivative of the linear

velocity vector in the inertial reference frame [214]. The time derivative of ~v in the inertial
reference frame is given by:

d~v

dt

∣∣∣∣
I

=
d~v

dt

∣∣∣∣
B

+ ~ω × ~v (4.1.2)

where d~v
dt
|B denotes the time derivative of the velocity vector ~v and ~ω is the angular

velocity in the body-fixed reference frame. The following direction cosine matrix is used
to transform motion variables from the inertial frame to the body-fixed reference frame:
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DB
I =

 cos θe cosψe cos θe sinψe − sin θe
sinφe sin θe cosψe − cosφe sinψe sinφe sin θe sinψe + cosφe cosψe sinφe cos θe
cosφe sin θe cosψe + sinφe sinψe cosψe sin θe sinψe − sinφe cosψe cosφe cos θe


(4.1.3)

where the attitude of the helicopter is defined using Euler angles: these are yaw (ψ),
pitch (θ), and roll (φ).

4.2 Frames of reference and coordinate transforma-

tion

Several axes systems are introduced to simplify the equations of motion within each main
rotor component as shown in Figure 4.2. The origin OFB of the body-fixed reference frame
FB is located at the centre of gravity of the helicopter. This co-location significantly
simplifies the derivation of the equations of motion.

Figure 4.2: Definition of axes systems

It is more convenient to refer to a non-rotating hub axes system for the derivation of
rotor kinematics and loads [40]. The origin OFH of the hub axes reference frame FH is
at the centre of the rotor hub with the xy-plane parallel to the rotor disc plane. The zH
axis is in line with the rotor shaft axis. The transformation from the body to the hub
axes system is defined as follows:
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DH
B =

 cos γ 0 sin γ
0 1 0

− sin γ 0 cos γ

 (4.2.1)

where γ is the angle of the forward tilt of the rotor shaft. To convert the non-rotating
axes system to a rotating axes system a blade reference system FRB is introduced. The
zRB axis is aligned with the feather or pitch axis of the blade that points along the span
of the rigid rotor blade with an in-built coning angle of 2.5 ◦. A rotation around the zH
axis is considered using:

DRB
H =

 − cos Ψ − sin Ψ 0
sin Ψ − cos Ψ 0

0 0 1

 (4.2.2)

where Ψ is the azimuth angle of the rotating system where 0◦ describes the position at the
rear of the rotor disc plane. The aerodynamic parameters for a deformed blade section
are calculated in the node reference system FN . FRB is transformed to FN adopting the
following transformation matrix:

Figure 4.3: Definition of blade to node axis system
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DN
RB = (4.2.3) cos θel cosψel cos θel sinψel − sin θel
sinφt sin θel cosψel − cosφt sinψel sinφt sin θel sinψel + cosφt cosψel sinφt cos θel
cosφt sin θel cosψel + sinφt sinψel cosφt sin θel sinψel − sinφt cosψel cosφt cos θel


(4.2.4)

where the subscript el denotes structural deformation, so that θel is defined as the flapping
angle, ψel is the lagging angle, and φel is the rotation around the z-axis (feathering axis)
that coincides with the aerodynamic centre of the blade profile. The total rotation φt
around the feathering axis is given by:

φt = φel + θtw + θp (4.2.5)

where θtw is the blade pre-twist angle and θp is the main rotor pitch angle written as:

θp = θ0 + θ1s sin Ψ + θ1c cos Ψ (4.2.6)

where θ0 is the collective pitch angle, θ1s is the longitudinal cyclic pitch angle, and θ1c is
the lateral cyclic pitch angle.

4.3 Control mapping

The connection between the movement of the pilot control and blade pitch angles is
mapped via lookup tables that were generated using relationships between pilot input
and the corresponding kinematic relationships of the so-called “upper control system”
as shown in Figure 4.4. A collective lever input η0 is used to change the blade pitch
collectively by the same amount θ0. If the cyclic longitudinal input η1s is used by the
pilot, then the blades at azimuth positions 90◦ and 270◦ will undergo the blade pitch
change θ1s. As explained by Padfield [40] “the flap response to cyclic pitch is close to
phase resonance, and hence is about 90◦ out of phase with the pitch control input”. Due
to this phase lag, the blade response becomes effective 90◦ later, which is at 180◦ and
0◦ azimuth position respectively. Each rotor experiences a different phase lag as it is
dependent on the rotor stiffness; the stiffer the rotor the smaller the phase lag [40]. For
example, the Lynx has a phase lag of 80◦. Assuming a linear link between pilot stick/lever
position and feathering angle, a relationship for longitudinal and lateral rotor disc as a
function of stick position is formed. The adopted methodology is based on the work
of Price [215] and modelled by Payo [216] in a Simulink environment using data from
the Lynx helicopter. It is assumed that this is sufficient for this work, yet for accurate
representation, the control map has to be adjusted to represent the H135.

The different pitch angles as a function of the pilot stick position are shown in Figure 4.5.
The top left diagram depicts the longitudinal cyclic pitch θ1s as a function of the cyclic
stick position (η1s and η1c). A forward-left positioning of the cyclic stick corresponds to
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Figure 4.4: H135 upper control system (reproduced from Reference [217])
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Figure 4.5: Pilot map used for main rotor model

[0,0] and produces a pitch down and left roll response of the helicopter. Moving the stick
backwards a pitch up attitude response is expected due to the change of longitudinal cyclic
pitch angle θ1s. This pitch angle input is applied approximately at the blade azimuth
position 90◦ and 270◦ (refer to Figure 4.4). Due to the phase lag, the flap movement acts
approximately 90◦ later, consequently causing a pitch up attitude. The top right diagram
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represents the lateral cyclic pitch θ1c as a function of the cyclic stick position. In this
case, a backward movement of the stick does not change the lateral cyclic pitch angle
θ1c significantly. The bottom left figure shows the collective pitch angle θ0 as a function
of collective lever input η0. For completeness, the tail rotor collective pitch angle θ0T is
shown as a function of pedal position in the bottom right figure. Payo [216] explains that
this data was produced based on the best match for flight test data. For the expansion
of the BMR framework to a fully coupled 6 DOF model, the suitability of the tail rotor
collective pitch angles has to be reinvestigated.

4.4 Structural model development

The FE beam model was constructed adopting standard finite-element-modelling tech-
niques in MSC/NASTRAN (version 2014.0). The analysis of transient and steady-state
structural behaviour is carried out through a state-space formulation that utilises struc-
tural modal properties. Two-dimensional profiles are coupled with the FE beam model
to obtain displacement information at a chosen surface position. An overview of the
modelling approach is given in Figure 4.6.

Figure 4.6: Flow chart of structural modelling approach

Material and cross sectional properties for the blade were obtained from data provided by
Airbus Helicopters Germany (AHD) for a certain number of radial distances representing
the structural nodes. This data was given as a product of material properties and second
moment of area, such as EIx, EIz, or torsional stiffness GJ . Although the material prop-
erties vary with rotor radius, it is assumed that these stay constant between the structural
nodes. Due to the nature of the data format, NASTRAN seemed to be especially suited.
A schematic of the one-dimensional modelling principle is shown in Figure 4.7(a). The
complex structure of the rotor blade is modelled through multiple beams consisting of
a primary one-dimensional stick for the flexbeam and the blade aerofoil section, and a
secondary stick parallel to the flexbeam representing the pitch control cuff.

The blade root boundary condition was selected so that the first node is constrained
in all six degrees of freedom, using the NASTRAN entry SPC1. Each nodal position
is defined with geometric GRID points. The entire blade structure is modelled utilising
CBEAM one-dimensional beam elements. Material and cross-sectional properties of the
beam elements are defined through the PBEAM entry that also allows the use of shear
stiffness factors to adjust the effective transverse shear cross section area according to
the Timoshenko beam theory [218]. The tapered beam option is chosen for the PBEAM
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(a) Beam model development

(b) Boundary condition

Figure 4.7: Structural modelling principle

entry. To model the correct torsional behaviour the non-structural mass moment of
inertia1 NSI must be included in the PBEAM command. As the PBEAM entry only
allows a neutral axis entry, the given values of the elastic centre are used. Point masses,
which are CONM2 zero-dimensional elements, are added to include the weight of the
damper, balancing weights and tuning masses. To connect the pitch control cuff and
blade aerofoil section one common GRID point is used, while flexible joints are chosen

1Without the torsional moment of inertia the torsional mode could not be predicted. The required
values were obtained from AHD.
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to model the interconnection between pitch link, pitch control cuff and lead-lag damper.
This was done by introducing two CELAS2 scalar spring elements with a linear spring rate
in the flapping (cf ) and the lagging (cl) directions. To take into account the rotational
stiffness of the pitch control cuff an additional CELAS2 element is introduced using a
rotational spring rate (ct) acting around the feathering axis. This was modelled by adding
another GRID point to represent the connection point between pitch link and pitch horn.
The pitch horn was connected to the pitch control cuff via the rotational spring element
ct that acts around the feathering axis. The correct value for ct, that represents the
so-called clamping stiffness, is important for correct dynamic structural analysis both in
the static and the rotating environment. The pre-twist of the rotor blade is taken into
account by measuring (in CATIA V5) the pre-twist angle θtw between the blade profiles’
chord and a plane that is parallel to the tip-path plane (see Figure 4.8). With this angle,
the x- and z-components (VX2,VX3) of the orientation vector V can be calculated and
applied to the CBEAM entry.

Figure 4.8: Definition of orientation vector

Figure 4.9 shows the distribution of flap bending stiffness EIx, lag bending stiffness EIz,
torsional stiffness GJ and longitudinal stiffness EA for the first 30% of rotor radius. From
the drop in flap stiffness distribution, it can be seen that the flapping hinge is located at
around 9%. The low lag stiffness indicates that the lagging hinge is located in between 9-
20%. As expected the torsional stiffness is high for the pitch control cuff as the blade must
be torsionally stiff so that coupling between elastic flap bending and torsion is minimised
and flutter problems reduced [59]. Simultaneously low torsional stiffness is required for
the flexbeam to give adequate blade pitch change. Finally, the high longitudinal stiffness
of the flexbeam indicates that this is the main component for centrifugal load transfer.
The variation of twist over the full length of the rotor blade is depicted in Figure 4.10. As
explained by Kampa [219] blade twist is often a compromise between the requirements
of hover (high twist angle) and forward flight (low twist angle). In forward flight the
optimum twist increases with rotor disc inclination, that is with the aerodynamic drag of
the aircraft. Furthermore, through flapping and lag deflections an elastic coupling arises
from the built-in blade twist [37]. The H135 blade has 10◦ twist [219]. The blade tip is
designed to be of thin profile to avoid too negative angle of attack in high-speed flight.

NASTRAN has a restriction on the choice of axes in that it only allows the entry of a
neutral axis, the centre of mass, and shear centre. The neutral axis and centre of mass
are defined in the PBEAM entry, and the shear centre is defined in the CBEAM entry.
To ensure similar characteristics to the actual blade, the definition and understanding of
these axes are important and a compromise was required as it was not possible to enter the
elastic axis values. As explained by Stodieck [220] “there is still a great deal of confusion
as to the actual definition of the axis about which there is no bending/torsion coupling”



64 THE MAIN ROTOR MODEL

0 0.05 0.1 0.15 0.2 0.25
0

10

20

30

40

0 0.05 0.1 0.15 0.2 0.25
0

200

400

600

0 0.05 0.1 0.15 0.2 0.25
0

20

40

60

0 0.05 0.1 0.15 0.2 0.25
0

5

10

15
104

Figure 4.9: Distribution of material properties

0 0.2 0.4 0.6 0.8 1

-10

0

10

20

Figure 4.10: Twist distribution along blade span

and an attempt was made to unify some of the conflicting definitions. Stodieck defines the
shear centre as “the position on a two-dimensional (2D) cross-section where there is zero
rate of change of the twist along the beam for a shear load applied to that cross-section and
does not include bend/twist coupling (i.e. the shear centre is characteristic of a particular
section)”. The locus of shear centres along a wing is defined as the elastic axis. The
neutral axis is the axis in a cross section of a profile where there are no longitudinal
stresses or strains. Furthermore, throughout this work, the neutral axis is defined as
the intersection between the neutral plane and spanwise cross-section. For simplicity, it
was decided to keep the shear centre coincidence with the GRID point and the elastic
axis values were entered in the NASTRAN neutral axis section. This is justified as the
neutral axis values were not known, but still expected to be around the quarter chord
line (also aerodynamic centre). Figure 4.11 shows the distribution of the centres for the
blade, where the struct centres are the GRID points.

Coupling the FE structural dynamics model to surface points representing the blades
geometric surface is necessary as the sensors are placed on the surface during structural
testing. A Matlab code to visualise the geometrical profiles that are linked to the beam
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Figure 4.11: Schematic representation of centres for the H135 rotor blade

model was developed in-house by Gaétan Dussart2. Profiles of arbitrary shapes can be
used in the form of normalised coordinates, which are positioned to the defined leading
edge coordinates. This task is simplified by using only two geometrical profiles for the
cuff and blade profiles, which are then scaled according to the spanwise thickness to
chord ratio for each nodal point. However, as the geometry of the cuff profile changes as
a function of rotor radius, the data profile points were adjusted with correction factors
according to the available CAD model. The profiles are rotated around the structural
centre with the use of transformation matrices. It is assumed that the shape of the cross-
section remains unaltered during deformation, regardless of the loading conditions. Also,
warping and shear deformations are neglected.

4.4.1 Modal analysis

Modal properties, such as natural frequencies and mode shapes, provide important struc-
tural information. These are computed through the NASTRAN modal solver SOL 103 for
the non-rotating rotor blade, while the non-linear solver SOL 106 is applied to determine
the modal properties under the centrifugal stiffening effect. Mathematical background
theory is presented in Appendix D.1.1 and D.1.2, while the input data deck can be found
in Appendix D.3. To ensure that a coupled mass matrix is generated by NASTRAN the
bulk data card needs to state “PARAM COUPMASS 2”3. The blade feather angle was
set to 4◦ collective defined at 70% rotor radius. Results of non-rotating natural frequen-
cies are listed in Table 4.1 in comparison to data extracted from Rammer et al [221]. It
was found that the computed FE natural frequencies are in agreement with an average
error of 4.2%. The mode shapes can be visually represented through geometrical blade
profiles. Figure 4.12 shows the first eight structural mode shapes. Each plot is labelled,
such that 1F stands for first flapping mode, 1L is the first lagging mode and, 1T is the
first torsional mode, etc. While the first four mode shapes have a dominant flapping
or lagging component, Mode 2L exhibits coupled flapping/lagging, and Mode 1T has a
coupled torsion/flapping component. This coupling occurs mainly due to the chord-wise
locations of the centre of mass and shear centre [37].

In the rotating environment centripetal force produces a stiffness-like term [58] that arises
due to spanwise stretching [222, 223] leading to a higher natural frequency. This effect
can be easily modelled through the NASTRAN non-linear solver SOL 106 that treats the

2PhD candidate at Dynamic Simulation and Control Group at Cranfield University.
3AHD experienced problems with lumped mass methods resulting in wrong outcomes.
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Table 4.1: Comparison of non-rotating natural frequencies

Mode Mode Natural frequencies Natural frequencies Error
number type AHD (Hz) FE (Hz) (%)

1 1st flapping 0.9 0.9 0.0
2 1st lagging 3.5 3.4 2.9
3 2nd flapping 4.8 5.0 -4.2
4 3rd flapping 14.4 15.3 -6.3
5 2nd lagging 24.1 22.7 5.8
6 1st torsion 27.3 28.6 -4.8
7 4th flapping 28.4 30.0 -5.6

average |4.2|

(a) 1st flapping mode (1F) (b) 1st lagging mode (1L) (c) 2nd flapping mode (2F)

(d) 3rd flapping mode (3F) (e) 2nd lagging mode (2L) (f) 1st torsion mode (1T)

(g) 4th flapping mode (4F) (h) 5th flapping mode (5F)

Figure 4.12: Displacement mode shapes of the H135 rotor blade



STRUCTURAL MODEL DEVELOPMENT 67

centrifugal force as a follower force [222]. Within SOL 106 the geometric non-linear effects
are treated by updating element coordinates, rotation vectors and the differential stiffness
matrix (effects of stress stiffening) in an iterative method. NASTRAN uses a modified
Newton’s method to update the stiffness matrix at every iteration. Therefore, command
NLPARAM is used to control the incremental and iterative solution process. In addition
to NLPARAM, the entry PARAM,LGDISP,1 has to be used in the NASTRAN’s bulk
entry card to account for geometric non-linear effects and to make sure that the stiffness
due to follower forces are included; these stress stiffening effects are ignored in SOL 101.
Due to the influence of centrifugal stiffening, the natural frequencies are defined as follows
[37]:

ω2
rj

= ω2
sj

+ Ω2Kwj =
Ksj

Mj

+ Ω2KCFj

Mj

(4.4.1)

where ωsj is the jth mode non-rotating blade natural frequency, KCFj is the generalised
centrifugal stiffness, Kwj is an additional term to account for centrifugal stiffening, andMj

and Kj are the generalised mass and stiffness, respectively. The inclusion of these stiffness
terms is of importance if a pre-stressed modal analysis is to be performed. To achieve
this, eigenvalue analysis entry EIGRL has to be included in the non-linear solver SOL
106 as METHOD in the specified sub-case section. By adopting this approach a so-called
“Campbell diagram” (also known as “Southwell diagram” or “fan plot”) was generated
that is presented in Figure 4.13. This diagram is commonly used at the design stage of
rotor blades and the natural frequencies of the modes must not be in the frequency range
of excitation. The excitation frequencies are plotted as thin dot-dashed lines originating
from zero and fanning out as the rotational speed increases. At the operational speed,
no resonances are excited as coincidence between excitation and response was avoided in
the blade design stage. As explained by Watkinson [224] “the only coincidence between
excitation and response is the close correspondence between the fundamental flapping
resonant frequency and the rotor fundamental frequency”. The first flapping mode is
higher than 1/rev4, that is ν = ω1/Ω. This also results in a higher mast-moment-
capacity5.

The Campbell diagram shown in Figure 4.13 presents the rotating natural frequencies for
the first seven modes calculated with SOL 106 compared with CAMRAD II, MOSES6,
and with data obtained from a whirl tower test, which were extracted from [221]. All
calculations were performed for a collective setting of θ0.7 = 4◦. At this setting, no large
aerodynamic loads are produced by the rotor blade and so the MOSES calculations could
be performed in a linear manner using SOL 103 in combination with a loads subcase.
Within CAMRAD II an option is available to select “wind tunnel calculations” which
corresponds with the whirl tower test. Two data points were extracted from a whirl tower
test for two different RPM-settings (90% RPM and 100% RPM). From the CAMRAD II
calculation, a coupling between first torsion7 and second lagging mode is present [221].
MOSES, however, is not able to predict such couplings [221]. The first three modes

4For a teetering or so-called seesaw rotor the flapping hinge is at the rotor shaft, which means that
the first flapping mode is at 1/rev.

5The term “mast-moment-capacity” is used at AHD and is defined as MR = N
2 MB , where MB is the

root bending moment and N specifies the number of blades (see also Reference [217]).
6MOSES is an AHD in-house tool that incorporates NASTRAN.
7Typically the torsional frequency of a modern blade is expected to be around 5-8 per revolution [59].
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Figure 4.13: Campbell diagram, collective setting: 4◦(data was reproduced from Rammer
et al [221])

have a close correlation with the data calculated by AHD. For the higher modes, a
coupling between torsion and flapping or lagging is found. Despite the limitations within
NASTRAN initial results show an agreement with CAMRAD II.

4.4.2 Transient and steady-state analysis

Throughout this work a variety of analyses were performed, such as studying the transient
response of the rotor blade in a static environment, determining the steady-state response
for several loading conditions, or analysing the aeroelastic behaviour of a rotating rotor
blade. This was achieved by coupling the structural modal properties from the FE model,
that are imported from the NASTRAN .f06 file to Matlab, and linked with a state-space
representation of the system. The following standard equation of motion was used to
determine the structural response:

MQ̈ + CQ̇ + KQ = F(t) (4.4.2)

where Q, Q̇, and Q̈ ([Q, Q̇, Q̈] ∈ Rn×1), are the nodal displacement, velocity and accel-
eration state vectors, M is the mass matrix, C is the damping matrix, K is the stiffness
matrix, and F is the force vector. While n is defined as the number of nodes for all DOF,
a finite number of mode shapes m are used to approximate the full characteristics of the
structure. Rearranging Eq. 4.4.2 in state-space form:

[
q̇
q̈

]
︸ ︷︷ ︸

ẋ

=

[
0 1

− K̃

M̃
− C̃

M̃

]
︸ ︷︷ ︸

A

[
q
q̇

]
︸ ︷︷ ︸

x

+

[
0
1

M̃

]
︸ ︷︷ ︸

B

F̃︸︷︷︸
u

(4.4.3)
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where q, q̇, and q̈, ([q, q̇, q̈] ∈ Rm×1) are the generalised displacement, velocity and

acceleration state vectors. The generalised mass matrix M̃ ∈ Rm×m and the generalised
stiffness matrix K̃ ∈ Rm×m are given by:

M̃ = ΦTMΦ (4.4.4)

K̃ = ΦTKΦ (4.4.5)

where Φ ∈ Rn×m is the mode shape matrix. The applied force vector F is transformed
into normal coordinates F̃ ∈ Rm×1:

F̃ = ΦTF (4.4.6)

The generalised damping matrix C̃ ∈ Rm×m is calculated by assuming the following
Rayleigh damping model:

C̃ = a0M̃ + a1K̃ (4.4.7)

where a0 and a1 are the damping coefficients that can be expressed as the following
relation between damping ratio ζ and frequency ω [225]:

ζ =
a0

2ω
+
a1ω

2
(4.4.8)

The relationship between damping ratio and frequency as expressed by Eq. 4.4.8 is pre-
sented in Figure 4.14. The two Rayleigh damping factors, a0 and a1 can be evaluated by
the solution of a pair of simultaneous equations if the damping ratio ζm and ζn associated
with two specific frequencies ωm and ωn are known [225], see Eq. 4.4.9.

Figure 4.14: Relationship between damping ratio and frequency valid for Rayleigh damp-
ing (reproduced from Clough et al [225])

[
a0

a1

]
= 2

ωmωn
ω2
n − ω2

m

[
ωn −ωm
− 1
ωn

1
ωm

] [
ζm
ζn

]
(4.4.9)
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where ωm, and ωn are associated to the damping ratios ζm and ζn. As detailed information
about the variation of damping ratios associated with each frequency is seldom available,
it can be assumed that ωm and ωn, such as ζm = ζn = ζ. Therefore, Eq. 4.4.9 can be
simplified:

[
a0

a1

]
=

2ζ

ωm + ωn

[
ωmωn

1

]
(4.4.10)

Figure 4.15 demonstrates how the transient response varies as a function of the damping
ratio ζ using Eq. 4.4.10. For ωm and ωn the first and eight frequencies were taken. In
this case, the gravitational load was used as the input force. For further analysis, it was
assumed that ζ = 0.1 as the damping is very low obtained from initial inspections of the
blade. The modal damping ratios were identified during testing (see Chapter 5) and the
damping model updated as required.
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Figure 4.15: Flapping response due to damping ratio

Finally, to obtain the full state positions and velocities, the reduced states are multiplied
by the jth mode shape φj. The response in geometric coordinates is then given by the
following coordinate transformation:

d =
∑
j

φjqj (4.4.11)

ḋ =
∑
j

φj q̇j (4.4.12)

where d is the structural displacement and ḋ is the structural velocity of each node
in all degrees of freedom. For verification purposes, the steady-state response from the
simulation was compared with results obtained through NASTRAN’s linear static solver
SOL 101. The first 12 modes were used to estimate the displacement. Figure 4.16
compares the blade tip displacement under gravitational load at t=100 seconds. For
both, flap and lag, a small error of approximately 1.6% is obtained which is considered
low enough to permit further analysis with the adopted state-space representation.



STRUCTURAL MODEL DEVELOPMENT 71

0 0.2 0.4 0.6 0.8 1
-0.5

-0.4

-0.3

-0.2

-0.1

0

0 0.2 0.4 0.6 0.8 1
-0.04

-0.03

-0.02

-0.01

0

0 0.2 0.4 0.6 0.8 1
0

0.5

1

1.5

2

2.5

0 0.2 0.4 0.6 0.8 1
0

0.5

1

1.5

2

2.5

Figure 4.16: Comparison of steady-state response between NASTRAN and Matlab

4.4.3 Surface strain

Since the FBG sensors measure surface strain along their longitudinal axis, a mathemat-
ical expression is formulated that calculates the axial surface strain εT as a function of
combined flapping and lagging displacement:

εT (x, y, z, t) = −cz(x, y, z)
∂2w(t)

∂y2
+ cx(x, y, z)

∂2u(t)

∂y2
(4.4.13)

where cz and cx represent the distance between the location of the measurement and the
neutral axis. A complete derivation of the surface strain can be found in Appendix D.2.
Shear strain is neglected as it is assumed that the shape of the cross-sectional profile
remains unaltered during deformation. The neutral axes position as presented in Figure
4.17 varies along the length of the rotor blade, but it is assumed to be close to the quarter
chord line, while approximately centred between the upper and lower surfaces.

Figure 4.17: Approximate locations of the neutral axes across the blade cross section

Lack of knowledge about the exact position of the neutral axis leads to assumptions
being made for the strain calculation and consequently leads to uncertainties in the
mathematical model. Depending on where the neutral axis is located within the blade
profile the structure experiences either compression (+) or tension (-) as described in
Figure D.4. If the blade deforms in the −z direction then positive strain (tension) is
defined at the top surface. The jth axial surface strain mode shape ψTj is obtained by
replacing the curvature terms (second derivatives) in Eq. 4.4.13 with ∂2φj/∂y

2:
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ψTj(x, y, z) = −cz(x, y, z)
∂2φzj
∂y2

+ cx(x, y, z)
∂2φxj
∂y2

(4.4.14)

where φzj and φxj are the jth mode shapes in z- and x-direction, respectively. For
clarification, the terminology adopted within this thesis is as follows:

� Surface strain εT is obtained through a linear superposition of the curvature term
in flap and lag directions multiplied by the distance between the surface point and
the neutral axis.

� Strain mode shape ψ is defined as the second spatial derivative of the displacement
mode shape, while the location of both is coincident with the FE beam model.

� The surface strain mode shape ψT takes into account a linear superposition of strain
mode shape in the flap and lag direction, also multiplied by the distance between
the surface point and the neutral axis.

Figure 4.18 shows the surface plot for the first eight normalised surface strain mode
shapes. Modes 1L and 2L each have a predominant lagging component, which is evident
from the high strain values at the trailing edge resulting from the separation between
surface point and the neutral axis. The expected shape change in the surface strain
at 20% radius (caused by the junction of the cuff with the blade) is very noticeable in
all modes. Furthermore, Mode 1T shows a dominant flapping component because the
surface strain is assumed to be a linear superposition due to flap and lag movement. For
the experimental test data comparison (see Chapter 5.2.3 and 6.3), the numerical values
are interpolated at the measurement positions.

Figure 4.18: Normalised surface strain mode shapes ψ̄T

As shown in Eq. 4.4.13 axial surface strain εT can be calculated by differentiating the
flapping and lagging displacement twice with respect to the spanwise length. A different
approach can be taken to determine εT by using a finite number of strain mode shapes that
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allows the approximation of strain of the structure. This is achieved by the summation
of their mode shapes that are weighted by the corresponding generalised coordinates qi:

εT (x, y, z, t) =
n∑
i=1

[(
−cz(x, y, z)

∂2φzj
∂y2

+ cx(x, y, z)
∂2φxj
∂y2

)
qi(t)

]
(4.4.15)

In both cases (Eq. 4.4.13 and Eq. 4.4.15), the curvature term needs to be calculated.
Depending on the method numerical errors can be introduced. This is described and
compared using (1) a variety of interpolations methods, (2) Chebyshev functions and
(3) finite difference formulation. Before the curvature term is calculated the data points
(displacement or mode shape) have to be interpolated so that each point is equidistant
because the FE spanwise node distribution is not uniform. It is necessary to obtain a
smooth and continuous curve since small discontinuities are amplified after formulating
the second derivative. The Matlab function fnder was used to determine the second
derivative in combination with ppval to evaluate each piecewise polynomial at the query
point. Figure 4.19 shows that the strain mode shape ψ is dependent on the number
of interpolation points p, as well as the interpolation method, such as linear, pchip,
or spline. Linear and pchip interpolation methods yield large discontinuities for a high
number of p. The spline interpolation, on the other hand, is less affected by the number of
interpolation points and yields improved result for the strain mode shape approximation.
Yet, for n = 50 or n = 100 there is a discontinuity observable at around 27% rotor radius
that is the transition between cuff and aerofoil profile.
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Figure 4.19: Dependency of strain mode shape ψ (Mode 5F) on the interpolation method
and number of interpolation points p
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Instead of applying Matlab’s interpolation toolbox, the displacement mode shapes can be
approximated with an open-source software application Chebfun [226]. The mathematical
basis of Chebfun is a piecewise Chebyshev expansions [227]. The polyfit command was
applied to the original data points, and as highlighted in Figure 4.20 its approximate
reconstruction is dependent on the order of polynomials. For a more accurate calculation
boundary conditions were introduced at each end, such that both have a curvature of zero
because the strain is expected to be zero at the root and tip. The boundary conditions
are as follows: ψ(ȳ) = 0 and ψ(y) = 0 where y ∈ [ȳ, y] in which ȳ = 0.11 m (2.2% rotor
radius) represents the blade root and y = 5.1 m (100% rotor radius) reflects the blade
tip. It was not possible to manually introduce this boundary condition to the Chebfun
toolbox. This issue was circumvented by linearly extending each end so that the curvature
would be as close as possible to zero. After approximating the displacement mode shape
with Chebfun it was differentiated twice with respect to the span. The resulting strain
mode shape (Mode 5F) is presented in Figure 4.21 for a number of interpolation points,
highlighting the robustness of the result with regards to the number of interpolation
points. The largest discrepancy is evident between 0-30% rotor radius.
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Figure 4.20: Displacement mode shape φ (Mode 5F) approximation using Chebfun poly-
nomials
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Figure 4.21: Dependency of strain mode shape ψ (Mode 5F) on number of interpolation
points p using Chebfun

Another method for calculating the second derivative is through the central difference
formulation (CDF). The benefit of this method is that the surface strain can be imple-



STRUCTURAL MODEL DEVELOPMENT 75

mented directly in the C-Matrix, which is the output matrix of the state-space formula-
tion (y = Cx + Du). The general definition of CDF is given by:

g′′(x0) =
g(x0 −∆x)− 2g(x0) + g(x0 + ∆x)

(∆x)2
(4.4.16)

where g′′(x0) is the second derivative of function g calculated at point x0, where ∆x is
the distance between adjacent backwards and forward nodal point. This method proved
to be very efficient computationally. Figure 4.22 presents a schematic diagram of the
variables for the derivation of strain with CDF. The second derivative is calculated at
the query point i that is also the FE nodal point, while i− 1 represents the nodal point
before the query point, and i+ 1 is the nodal point after the query point. Because ∆y is
a constant value and the FE nodal points are non-uniform, a distance ∆y is defined that
is a small perturbation around the query point with k − 1 and k + 1. It should be noted
that the spanwise position y and the displacement d values at any given nodal point i
are known from the state-space solution.

Figure 4.22: Definition of variables for CDF

The second derivative at at the query point (yi, di) is given by:

∂2di
∂y2

=
dk−1 − 2di + dk+1

(∆y)2
(4.4.17)

where dk−1 is the perturbed backward point and dk+1 the forward point, that were calcu-
lated adopting linear interpolation methods. With the assumption of linearity (d = βy)
the backward displacement dk−1 can be calculated as follows:

dk−1 − di−1

di − di−1

=
β(yk−1 − yi−1)

β(yi − yi−1)
=
yk−1 − yi−1

yi − yi−1

(4.4.18)

where

yk−1 = yi −
1

2
∆y (4.4.19)
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Substituting Eq. 4.4.19 into Eq. 4.4.18 and rearranging, dk−1 can be written:

dk−1 = di−1 + (di − di−1)

(
yi − 1

2
∆y − yi−1

yi − yi−1

)
︸ ︷︷ ︸

yb

(4.4.20)

Similarly, the forward displacement dk+1 is derived:

dk+1 − di
di+1 − di

=
yk+1 − yi
yi+1 − yi

(4.4.21)

where

yk+1 = yi +
1

2
∆y (4.4.22)

Substituting Eq. 4.4.22 into Eq. 4.4.21 and rearranging dk+1 is such that:

dk+1 = di + (di+1 − di)
( 1

2
∆y

yi+1 − yi

)
︸ ︷︷ ︸

yf

(4.4.23)

Now, replacing displacement d with flapping displacement w and lagging displacement
u in Eq. 4.4.17, and substituting Eq. 4.4.18 and Eq. 4.4.21 in Eq. 4.4.13, the surface
strain εT is given by:

εT =− cz
wi−1 + (wi − wi−1)yb − 2wi + wi + (wi+1 − wi)yf

(∆y)2
(4.4.24)

+ cx
ui−1 + (ui − ui−1)yb − 2ui + ui + (ui+1 − ui)yf

(∆y)2

and after simplifying the equation becomes:

εT =− cz
wi−1(1− yb) + wi(yb − 1− yf ) + wi+1yf

(∆y)2
(4.4.25)

+ cx
ui−1(1− yb) + ui(yb − 1− yf ) + ui+1yf

(∆y)2

The equation above can now be written in matrix form (y = Cx), see Eq. 4.4.26. Finally,
the various methods for computing the second derivative due to decoupled flapping and
lagging displacement (gravitational case) are compared in Figure 4.23. The solid line
represents the curvature term based on Eq. 4.4.13 using Chebfun, while the dotted line
(CDF) utilises Eq. 4.4.17. The dashed line represents a summation of the mode shapes
(MS) weighted by its generalised coordinate qi (Eq. 4.4.15), also applying Chebfun.



STRUCTURAL MODEL DEVELOPMENT 77

0 0.2 0.4 0.6 0.8 1

0

0.02

0.04

0.06

0 0.2 0.4 0.6 0.8 1

0

0.02

0.04

0.06

Figure 4.23: Comparison of curvature

The figure shows a variation in amplitude between the solid and dashed line, as well as a
spanwise shift for the maximum peak. The CDF contains large discontinuities due to the
non-uniform structural node distribution. Furthermore, a drop is observable at around
27% rotor radius for the dashed line. This stems from the discontinuity of the mode
shapes between pitch control cuff and aerofoil section as a consequence of the adopted
FE modelling principle: primary beam for flexbeam and aerofoil section and secondary
beam for pitch control cuff. Each beam element experiences its dynamics, particularly
evident for the higher modes, causing a discontinuity at the transition area between cuff
and aerofoil section. As an outcome of this comparison the Chebfun based on Eq. 4.4.13
is used for the remainder of this work.
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4.4.4 Sensitivity study

The uncertainty of some structural properties as well as software limitations led to as-
sumptions being made during the FE model development. A sensitivity study is presented
that demonstrates the effect of material properties and structural centre locations on the
dynamic characteristics. It should be noted, that each term is treated in isolation and
does not reflect a true physical meaning of each spanwise element. Additionally, upper
and lower uncertainty bounds are calculated for the surface strain due to the uncertainty
of the neutral axis position.

By differentiating Eq. D.1.3 (see Appendix D.1.1) with respect to an updating parameter,
and pre-multiplying by the mass normalised φTj a expression for the eigenvalue sensitivity
is obtained [228, 229]:

∂λj
∂pi

= φTj

[
∂K

∂pi
− λj

∂M

∂pi

]
φj (4.4.27)

where pi(i = 1, 2, ..., n) is the updating parameter and n is the number of structural
nodes, λj = ω2 is the jth eigenvalue, φj is the jth mode shape. From Eq. 4.4.27 the
eigenvalue sensitivity matrix Sλ can be obtained [228]:

Sλ =


∂λ1
∂p1

∂λ1
∂p2

· · · ∂λ1
∂pn

∂λ2
∂p1

∂λ2
∂p2

· · · ∂λ2
∂pn

...
...

. . .
...

∂λm
∂p1

∂λm
∂p2

· · · ∂λm
∂pn

 (4.4.28)

where m is the number of used eigenvalues. A direct comparison between the sensitivity
of each structural parameter to its mode can be obtained by scaling the sensitivity matrix
by p0/λ0, where the original values are donated by the index ’0’ [228]:

S̄λ =



∂λ1
∂p1

p0,1
λ0,1

∂λ1
∂p2

p0,2
λ0,1

· · · ∂λ1
∂pn

p0,n
λ0,1

∂λ2
∂p1

p0,1
λ0,2

∂λ2
∂p2

p0,2
λ0,2

· · · ∂λ2
∂pn

p0,n
λ0,2

...
...

. . .
...

∂λm
∂p1

p0,1
λ0,m

∂λm
∂p2

p0,2
λ0,m

· · · ∂λm
∂pn

p0,n
λ0,m

 (4.4.29)

A similar study can be performed by investigating the influence of a change of structural
parameter to its mode shape by applying the MAC sensitivity matrix S∆M :

S∆M =


∂∆M1

∂p1

∂∆M1

∂p2
· · · ∂∆M1

∂pn
∂∆M2

∂p1

∂∆M2

∂p2
· · · ∂∆M2

∂pn
...

...
. . .

...
∂∆Mm

∂p1
∂∆Mm

∂p2
· · · ∂∆Mm

∂pn

 (4.4.30)

where ∆Mm is the difference of analytical and experimental mode shape for m number
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of identified modes. Again, the scaled MAC sensitivity S̄∆M was used to compare the
impact of each structural parameter:

S̄∆M =



∂∆M1

∂p1

p0,1
∆M0,1
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∆M0,1

· · · ∂∆M1

∂pn

p0,n
∆M0,1

∂λ2
∂p1

p0,1
∆M0,2

∂∆M2

∂p2

p0,2
∆M0,2

· · · ∂∆M2

∂pn

p0,n
∆M0,2

...
...

. . .
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p0,1
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∂p2

p0,2
∆M0,m

· · · ∂∆Mm

∂pn

p0,n
∆M0,m

 (4.4.31)

Both sensitivity terms provide some insight into the global properties and could be used
for damage analysis [230]. Figure 4.24 shows the change of eigenvalue of the first eight
modes caused by changes to the material properties, the torsional stiffness GJ , the out-of-
plane bending stiffness EIx, the in-plane bending stiffness EIz, the longitudinal stiffness
EA, the centre of mass cg, the neutral axis position na and, the non-structural mass
moment of inertia NSI. For this study, the parameter values were increased in magnitude
by ∆p. The FE model consists of 80 structural nodes which are divided in flexbeam (nodes
1-23), aerofoil (nodes 24-59) and cuff (nodes 60-80). The cuff nodes are not shown due

to a negligible effect. The eigenvalue sensitivities are all negative as ∂K = K− K̂ and an
increase in local stiffness results in a increased stiffness matrix K̂, and hence, a negative
S̄λ.
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Figure 4.24: Scaled eigenvalue sensitivity S̄λ
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The results highlight that the structural properties are sensitive to a change in both
bending stiffnesses and torsion stiffness, while changes in the location of the structural
centres and the mass moment of inertias do not affect the eigenvalues significantly. In
particular, out-of-plane bending stiffness EIx affects Mode 3F-5F, while the first two
flapping modes are barely affected. In comparison to the sensitivity of EIz for the 2L
mode at the flexbeam region, a change in GJ at the aerofoil section has a significant
effect on Mode 1T. The increased eigenvalue sensitivity of 3F and 5F due to EIx at the
flexbeam positions indicates that the flapping hinge must be located between nodes 6-
11, while the increased sensitivity of EIz between node 11-16 points towards the lagging
hinge position.

Some degree of similarity is noticeable between eigenvalue and MAC sensitivity analysis
(Figure 4.25) because the eigenvalue is a function of the mode shape as stated in Eq.
4.4.27. The values obtained from the MAC sensitivity analysis are positive as ∂∆M =
MAC − ˆMAC for which MAC is assumed to be 1. Results suggest that the first three
flapping and first lagging modes are very robust to structural variations, while a high
sensitivity is evident for Mode 2L and 4F in particular to changes in cg location and GJ .
The sensitivity of the modes due to torsion can be observed through the NSI input that
contains the mass moment of inertia values, such as for 2L, 1T and 4F. In both sensitivity
analyses, the structural properties are robust to longitudinal stiffness EA. Figure 4.25
also highlights the sensitivity of structural coupling behaviour, such as for Mode 2L that
can be affected by changes in GJ . It is interesting to note that the modal properties are
robust to a change of all the presented parameters in virtue of its high torsional stiffness
in the pitch control cuff area, that is needed to transmit the required pitch angle due to
pilot input.

Uncertainty in the neutral axis position leads to uncertainty in the total surface strain εT .
It was assumed that the neutral axis of the rotor blade is located close to the quarter chord
line, while approximately centred between the upper and lower surfaces. A sensitivity
study was performed to calculate the upper and lower bounds if the neutral axis is shifted
by a small percentage k along the x and z direction resulting in an increase or decrease of
cx and cz. The sensitivity of the surface strain in flapping ∂εl/∂dzi and lagging ∂εl/∂dxi
direction is calculated as follows:

∂εf
∂dzi

= −∂czi
∂dzi

∂2w

∂y2
, and

∂εl
∂dxi

=
∂cxi
∂dxi

∂2u

∂y2
(4.4.32)

Only variation of the neutral axes cx and cz in each ith nodal cross-section are consid-
ered and the curvature terms are assumed to be constant ensuring that the analysis is
independent of the loading condition. The term ∂di is determined, such:

∂dzi = czi ±
k

100
hi, and ∂dxi = cxi ±

k

100
ci (4.4.33)

where hi is the thickness of the section and ci is the chord at the ith cross-sectional
nodal position. The upper and lower strain boundaries due to uncertainty in the neutral
axis position are calculated as a function of rotor radius for εf and εl as shown in Figure
4.26(a) and Figure 4.26(b). A variation of 1%h can result in a total error bound of above
500 µε, while a 0.04%c yields an error bound of approximately 250 µε.
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Figure 4.25: Scaled MAC sensitivity S̄∆M

Further errors may be introduced during the sensor installation through misalignment in
the chordwise direction. A study was undertaken by Suesse et al [9] who used a Monte-
Carlo simulation to assess the sensitivity of the model’s input to calculated bending
moment or displacement. It was found that an error in the position of the FBG sensor had
a considerable effect on bending stiffness and displacement results, while barely affecting
the bending moment estimate. A simplified error analysis was performed in which the
effect of sensor position error in the chordwise direction was calculated. Measurement
errors of ± 4 mm was assumed, which includes errors due to marking the sensor position
on the blade and positioning the ruler on the curved surface.

Figure 4.27 shows the upper strain error bound due to +4 mm and the lower bound due
-4 mm sensor positioning. A sensor misalignment at the leading edge results in a higher
error bound due to the gradient of the profile, while the error bound decreases at the
quarter chordline of the profile. This stems from a nearly zero gradient at this location,
and the neutral axis is assumed to be at this location. A jump of the upper error bound
is observable at around 30% chord due to misalignment of the sensor of + 4 mm towards
the trailing edge resulting in a profile gradient change.
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Figure 4.26: Strain sensitivity due to neutral axis location
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Figure 4.27: Effect of ±4 mm position error in chordwise direction

4.5 Aerodynamic model

An advanced inflow and aerodynamic model was developed to estimate the forces and
moments for each blade element of the structural model. The model components and
interconnections are outlined in Figure 4.28. Control input and blade dynamics are
used as direct inputs from which the total pitch angle and total element velocities are
determined. The induced inflow components are dependent on the rotor dynamics and
are calculated from the total rotor forces and moments acting on the hub. Angles of
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attack and inflow angles are determined with the use of geometric relationships alongside
a linear model [79] based on blade element theory. Lift, drag and pitching moments
are estimated using 2D aerofoil data, while lookup tables for the coefficient of lift, drag
and pitching moment were created using the commercially available 2D aerodynamics
program called VGK [231].

Figure 4.28: Flow chart of the aerodynamic analysis process

The induced inflow velocity is computed using the quasi-steady dynamic inflow model
in combination with momentum theory developed by Pitt and Peters [81] and re-written
by Peters and HaQuang [83] for practical applications, and corrected by Basset [232] to
take into account tip loss and wake effects. The non-linear dynamic inflow with respect
to the rotor disc plane is given by [83]:

 λ̇0

λ̇s
λ̇c

 = −M−1L̂−1

 λ0

λs
λc

+ M−1

 CT
CLH
−CMH

 (4.5.1)

where CT , CLH and CMH
are the instantaneous rotor thrust, roll and pitching moments

coefficients in FH . M is defined as the matrix of apparent mass terms and L̂ is the
inflow gains matrix. A derivation of the inflow model can be found in Appendix E. An
example of the time domain behaviour of the uniform rotor inflow coefficients for hover is
presented in Figure 4.29. The lateral inflow λs and longitudinal inflow λc are not shown
as they are null for hover condition. Goaonkar [100] showed that a typical value for the
uniform inflow is approximately 0.07, while a value of 0.054 is obtained here for trimmed
hover condition.

Before the angle of attack on each blade element is determined, the element velocities
relative to free-stream are calculated. Figure 4.30 shows a schematic diagram of the
different velocity components due to blade dynamics (V1), tangential velocity on rotor
blade (V2), rigid-body velocities in the hub reference system (V3), and the tangential
velocity due to rigid-body angular rates (V4).
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Figure 4.29: Variation of inflow coefficients in hover (pitch angles: θ0 = 7.4◦, θ1s =
0◦, θ1c = 0◦)

Figure 4.30: Schematic breakdown of velocities acting on main rotor

The overall total element velocity VelRB is calculated at the aerodynamic node located at
the centre of each blade element and is expressed as follows:

VelRB = VelRB1
+ VelRB2

+ VelRB3
+ VelRB4

(4.5.2)

The velocity VelRB1
stems from each node’s structural deformation:

VelRB1
=

 Velx
Vely
Velz

 (4.5.3)
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where Velx , Vely , Velz are the structural velocity at each aerodynamic node. Vel2RB repre-
sents the dominant velocity term that results from the tangential velocity due to main
rotor rotation:

VelRB2
= −

 r + uelRB
velRB
welRB

×
 0

0
−Ω

 (4.5.4)

where r is the radial position for each node, while uelRB , velRB , welRB are the structural
deformation on each node, and Ω is defined as the rotor idle speed. The sign convention in
Eq. 4.5.4 ensures that the velocity vector Vel2y of the rotating blade points in the direction
as shown in Figure 4.30, which corresponds to the direction of the moving blade. The
third term VelRB3

stems from the body velocity converted into hub velocity in FH . The
following equation is used to transform VH to FRB using Eq. 4.2.2:

VelRB3
= DRB

H VH (4.5.5)

The last term VelRB4
of Eq. 4.5.2 is the tangential velocity due to the fixed body’s angular

rates, roll rate, p, pitch rate, q, and yaw rate, r, transferred to FRB.

VelRB4
= −


 r + uelRB

velRB
welRB

+DRB
H OFBOFH

×DRB
H

 pH
qH
rH

 (4.5.6)

where OFBOFH is the distance from the body centre of gravity to the centre of the hub.
Once all velocity components are determined and summed up to VelRB , these are referred
to FN using the following transformation:

VelN = DN
RBVelRB (4.5.7)

The induced inflow is given by [40]:

vi = λiΩR (4.5.8)

and substituting into Eq. E.0.13. The induced inflow velocity viH is a function of the
inflow coefficients λ0, λs, and λc obtained from the dynamic inflow model:

viH =
(
λ0 + λs

r

R
sin(Ψ + ∆) + λc

r

R
cos(Ψ + ∆)

)
ΩR (4.5.9)

and referred to FN :

viN = DN
RBD

RB
H

 0
0
viH

 (4.5.10)
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The element inflow angle φi and the element angle of attack αi can be determined now.
Figure 4.31 illustrates the relationship between the velocities and loads on an aerofoil.
The elementary lift force dL is perpendicular and the elementary drag force dD is parallel
to the total velocity V . These forces, as well as the elementary pitching moment dM , are
acting on the aerodynamic centre that is the quarter chord line of an aerofoil.

Figure 4.31: Conditions at the blade element (reproduced from Reference [79])

The resultant speed V on the blade element at each radial station from the centre of
rotation has an out-of-plane component VP that is calculated as follows:

VP = VelNz − viNz (4.5.11)

The in-plane component VT is given by:

VT = VelNy − viNy (4.5.12)

Finally, the resultant blade velocity V for each node can be written as:

V =
√
V 2
P + V 2

T (4.5.13)

From simple geometrical relationships the inflow angle φi is defined:

φi = tan−1

(
VP
VT

)
(4.5.14)

and the effective angle of attack α is:

αi = θpi − φi (4.5.15)

Figure 4.32 presents the model predicted angle of attack over one revolution of the blade.
Figure 4.32(a) shows the angle of attack due to a collective pilot input η1, corresponding
to a hover case assuming 0◦ shaft tilt angle. A uniformly circular outboard distributed
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angle of attack is observed meaning that the same amount of force is produced by each
blade for each moment of time. It should be noted that the wake of the preceding blades
is ignored. Figure 4.5(b) shows the angle of attack after a combined cyclic longitudinal
η1s and lateral pilot input η1c is introduced. As already demonstrated in the pilot map
a coupled input is necessary to obtain a pure pitch or roll control of the helicopter [40].
Figure 4.5(b) demonstrates that the highest angle of attack is concentrated at the left of
the rotor disc plane, at around 280◦ azimuth position. From the description about phase
lag phenomena in Section 4.3, it is clear that the blade response will act approximately
90◦ later, which produces a nose-down attitude of the helicopter and therefore, a tilt of
the tip path plane in the forward direction. Figure 4.33 illustrates that the rotor thrust
T is always perpendicular to the rotor disc and a forward component Fx is produced.
This is responsible for the forward flight motion of the helicopter.

Figure 4.32: Azimuthal variation of α

Figure 4.33: Force components on rotor hub in forward flight

The aerodynamic coefficients, such as Cl(α), Cd(α) and Cm(α), are calculated relative to
the effective angle of attack, such that:

Cl(α) = Clαα + Cl0 (4.5.16)

Cd(α) = Cdα2α
2 + Cdαα + Cd0 (4.5.17)
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Cm(α) = Cmα3α
3 + Cmα2α

2 + Cmα1α + Cm0 (4.5.18)

These aerodynamic coefficients are dependent on Mach and Reynolds numbers and
change with density, velocity, and fluid viscosity. The relationship between Reynolds
number and Mach number is given by:

Re =
ρcV

µ
(4.5.19)

where ρ is the air density, c is the chord, V is total velocity and, ν represents the
dynamic viscosity of the air. The highest values occur at the blade tip with Ma = 0.58
and Re = 4 · 106. The values for Cl, Cd, and Cm were created with the open-source
software VGK [231], which is a two-dimensional computational fluid dynamics method
for predicting aerodynamic characteristics of an aerofoil in a subsonic free stream. It
includes the effects of viscosity (boundary layers) and shock waves. Lookup tables were
created ensuring the coverage of a wide range of data points [233], followed by linear
interpolation to obtain the polynomial coefficients for each flow condition. Figure 4.34
shows the variation of the aerodynamic coefficients with angle of attack. For clarity, data
corresponding to M = 0.3 is plotted in red. As expected, the lift coefficient Cl increases
for high Mach numbers and for high angles of attack and the pitching moment coefficient
Cm is negative as a cambered aerofoil is used [79]. For low angles of attack and small
Mach numbers the absolute value of drag coefficient Cd and pitching moment coefficient
Cm increase.

The divergence of Cd and Cm for high angles of attack arise from the polynomial co-
efficient approximations as shown in Figure 4.35. Note, that the calculated data point
for α = 6◦ is faulty. Although stall is not taken into account, it is assumed that at
α = 8.5◦ the flow starts to separate because VGK can only produce results for attached
flow. Leishman [79] shows that for cambered aerofoils, such as SC 1095, the maximum
lift coefficient Cl is obtained for α = 15◦. Finally, the elementary lift force dL, drag force
dD, and pitching moment dM are calculated:

dL =
1

2
ρV 2lelcCl(α) (4.5.20)

dD =
1

2
ρV 2lelcCd(α) (4.5.21)

dM =
1

2
ρV 2lelc

2Cm(α) (4.5.22)

where lel is the spanwise length of an element and c is the chord. These forces and
moments act on the aerodynamic nodes that are centred between the element borders.
Figure 4.36 shows the predicted lift force, drag force and pitching moment distributions
normalised to the maximum lift. As expected the maximum lift is expected at around
90% of the rotor radius.
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Figure 4.34: Variation of aerodynamic coefficients with the change of Mach numbers
(data was reproduced from Reference [233])

The elementary lift and drag force has to be transformed to FN , with a rotation around
the pitch axis (x-axis), such that:

 0
dFNy
dFNz

 =

 1 0 0
0 cosφi − sinφi
0 − sinφi − cosφi

 0
dD
dL

 (4.5.23)

The pitching moment is not affected by this rotation because it is a moment around the
pitch axis. Then the forces and pitching moment are expressed in FRB:

 dFRBx
dFRBy
dFRBz

 = (DN
RB)−1

 0
dFNy
dFNz

 (4.5.24)

and

 dMRBx

dMRBy

dMRBz

 = (DN
RB)−1

 dM
0
0

 (4.5.25)
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Figure 4.35: Polynomial coefficient approximations for M = 0.1 (data was reproduced
from Reference [233])

0.4 0.5 0.6 0.7 0.8 0.9 1
-0.2

0

0.2

0.4

0.6

0.8

1

Figure 4.36: Normalised aerodynamic load distribution (pitch angles: θ0 = 7.4◦, θ1s =
0◦, θ1c = 0◦, plotted at time t = 10sec)
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4.6 Structural and aerodynamic coupling

The rotor blade structural, inertial, and aerodynamics must be coupled to analyse the
blade dynamics. This was done through the time-domain inflow model, evaluated at the
structural nodal points. The structural dynamics were obtained from the state-space
representation as explained in Section 4.4.2. A trimmed state is obtained by adjusting
the pilot control so that zero body forces and moments are maintained. One drawback
with the implemented structural model is that although the aerodynamic forces and
moments are calculated at each time step, the internal structural loading through pre-
stressed modal analysis is not re-iterated as it would result in a high computational cost.
However, it is assumed that this effect is relatively small for the hover condition.

4.6.1 Convergence study

A node adaption process was necessary as the structural and aerodynamic models have
different node distributions. While the structural nodes are non-uniform as a consequence
of the data set from AHD, a uniform node distribution was implemented for the aero-
dynamic model. The interaction between aerodynamics and structural mechanics are
managed by transferring the load acting on each blade element from the structural to the
aerodynamic node system. This is done before and after the inflow analysis. Figure 4.37
illustrates the definition of a structural section that is defined as the half distances of its
two adjacent nodes. All aerodynamic nodes within this structural section are summed
up and applied to its corresponding structural node.

Figure 4.37: Node adaption process

Depending on the number of aerodynamic nodes, the nodal lift force within a particular
structural section is not always constant. A convergence study was done to investigate the
influence of the number of aerodynamic nodes NAD on the overall predicted rigid body
forces and moments (see Figure 4.38). For NAD > 40 the solution converges and the
resulting change of total load due to sparse and dense aerodynamic node distributions is
negligibly small. This is confirmed in Table 4.2 which shows the percentage difference be-
tween the minimum and maximum predicted forces and moments. The highest variation
between upper and lower bound for NAD > 40 is 3.11 % for the Fy force.
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Figure 4.38: Investigation of impact of the number of aerodynamic nodes on overall forces
and moments

Table 4.2: Percentage difference between the minimum and maximum load value

Load Difference in %

dFx 0.50
dFy 3.11
dFz 0.16
dMx 0.14
dMy 0.19
dMz 0.28

A low number of aerodynamic nodes compared to a dense node distribution does not
change the overall body forces and moments significantly. This finding is important to
ensure a low computational cost for the simulation. A comparison of the structural load
using 50, 60, 70 and 80 aerodynamic nodes is plotted in Figure 4.39. An overall trend is
obtained, with large discontinuities depending on the number of aerodynamic nodes. A
locally enhanced load could lead to different total structural deflections depending on the
number of aerodynamic nodes. Results highlighted insignificant structural deviation due
to the studied node distribution. From this outcome, 50 aerodynamic nodes were chosen.
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Figure 4.39: Impact of number of aerodynamic nodes on structural load

4.6.2 Summation of forces and moments

After the node adaptation process the elementary force due to gravitational force and
centrifugal force is included. The distance between structural centre (which is equal to
the shear centre and aerodynamic centre) and the centre of gravity is taken into account
in order to apply force due to gravity effects:

dWRB = DRB
H DH

BD
B
I

 0
0

gmel

 (4.6.1)

where g is the gravitational constant and mel is the mass of each blade element. In
addition, a torsional moment due to the centre of gravity offset is included for each node:

dWMRB
= dydWRB (4.6.2)

where dy is the distance between shear centre and centre of gravity. The centrifugal force
is calculated as follows:

dFCRB = rmelΩ
2 (4.6.3)

The gravitational dWRB and centrifugal forces dFCRB are added to the forces dFRB of
each node:

dFRB = dFRB + dWRB + dFCRB (4.6.4)
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and the structural moments are summed:

dMRB =

 dMRBx

dMRBy

dMRBz

+

 dWMRB

0
0

 (4.6.5)

Due to the force acting on each node, a moment is induced as shown in Figure 4.40. This
is given by:

dMFRB =

 r − xelRB
yelRB
zelRB

 dFRBz (4.6.6)

where r is the radial position for each node and where xelRB , yelRB , zelRB are the structural
deformation on each node.

Figure 4.40: Calculation of moments induced by the elementary forces acting on the
nodes

The overall hub moments are combined by summing the moments induced by the forces
MFRB and the moments at each blade element MMRB

and transferred to FH:

MH =

Nb∑
j=1

((
DRB
H

)−1
n∑
i=1

(
dMFRBij

+ dMRBij

))
(4.6.7)

where n is the total number of nodes and Nb is the maximum number of blades. The
total forces in the blade reference system FRB are summed at the centre of gravity OB

in FB:
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FB =
(
DH
B

)−1
Nb∑
j=1

((
DRB
H

)−1
n∑
i=1

dFRBij

)
(4.6.8)

Similarly, the moments are transferred to FB using the following equation:

MB =
(
DH
B

)−1
MH +OFBOFH × FB (4.6.9)

The rotor thrust coefficient, CTH , roll coefficient, CLH and pitch coefficient, CMH
, are

calculated in the hub axis system [40] FH :

CTH = − FH
ρ(ΩR)2πR2

(4.6.10)

CLH =
MHx

ρ(ΩR)2πR3
(4.6.11)

CMH
=

MHy

ρ(ΩR)2πR3
(4.6.12)

where FH is the total force in the hub reference system and MHx and MHy represent
the hub moments. These coefficients are then used for the inflow analysis to calculate
the various components of the inflow λ. For realistic aeroelastic analysis the aerody-
namic damping has to be taken into account which plays a significant role for unsteady
aerodynamics [60]. Since a quasi-steady aerodynamic model is adopted the aerodynamic
damping value ζa is assumed to be constant. From the example in Section 3.1.2 a reduced
frequency associated with aeroloads generated by the first mode at 70 % rotor radius re-
sults in a reduced frequency k = 0.03. The aerodynamic damping extracted using Figure
3.8 is approximately ζa = 0.07 valid for incidence angles 0◦ ≤ α ≤ 10◦. The constant
aerodynamic damping value ζa was added to the structural damping ζs + ζa. Figure 4.41
shows how the flapping response varies as a function of different damping values for the
hover condition.

The total rigid body forces and moments are shown in Figure 4.42 for an input of θ0 =
7.4◦. Pilot input is given at time zero and it can be seen that a steady-state condition
with aerodynamic damping ζa = 0.05 is achieved after around 0.3 seconds. The shaft
angle was set to zero to keep the Fx-component zero without the need for introducing
additional longitudinal cyclic input. It can be seen that the Fx and Fy forces, as well
as the Mx and My moments, are zero. The Fz force corresponds to the weight of the
helicopter. Due to the torque produced by the rotation of the rotor blade, the yawing
moment Mz would need to be compensated by the fin and the thrust force produced by
the tail rotor, which is beyond the scope of this work.
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Figure 4.41: Impact of aerodynamic damping coefficients on aeroelastic tip response for
hover (pitch angles: θ0 = 7.4◦, θ1s = 0◦, θ1c = 0◦)
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Figure 4.42: Total rigid body forces and moments (pitch angles: θ0 = 7.4◦, θ1s = 0◦, θ1c =
0◦)
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4.7 Summary

This framework lays the foundation for determining structural dynamics of a healthy
blade that is needed for exploring theoretical instrumentation capabilities in the non-
rotating and rotating frame. This was achieved with an industrial structural modelling
approach that was linked with a quasi-steady dynamic inflow model together with blade
element theory to predict the aerodynamic forces and moments arising from pilot inputs.
Although a compromise had to be made between the versatility of modelling capabilities
and the computational efficiency, it allows studying the first few aeroelastic blade modes in
the hover condition. Several assumptions were made to simplify the modelling approach:

� No re-iteration of internal structural loading.
� Incompressible flow.
� Quasi-steady aerodynamics.
� Constant aerodynamic damping.
� Aerofoil stall neglected.
� Ground effect ignored.
� Coriolis force neglected.
� Other helicopter components not included such as the tail rotor, fuselage or em-

pennage.

While some of the analysis focuses on the prediction of the structure’s modal properties,
the numerical surface strain was also calculated to allow a comparison with measurements
taken from the surface-mounted FBGs (Chapters 5 and 6). Unavoidable numerical errors
and lack of detailed structural knowledge highlighted the difficulties in predicting surface
strain. A sensitivity study was carried out to determine the effects of changes in structural
properties on structural dynamics and to estimate uncertainty bound for surface strain
due to the uncertainty of the neutral axis position. The final chapter of this thesis
(Chapter 7) uses this framework to investigate how damage changes the dynamic response
of the blade and whether simulated strain (for FBG) and displacement (for DFOSS)
measurements are suitable for damage detection.



CHAPTER5
Structural model validation

Structural complexities and non-linear material properties are often simplified leading
to approximate mathematical frameworks. Here, the need for experimental validation
was identified due to (1) uncertainty of some material properties and, (2) NASTRAN
software limitations (see Section 4.4). This chapter aims to describe efforts to prove
that the proposed structural modelling approach has significant predictive capabilities.
This was done by performing loading tests and experimental modal analysis (EMA) in a
controlled environment. The resulting deformations were measured using a digital laser
range finder together with surface-mounted FBG strain sensors, while accelerometers
were used to extract modal properties from impact tests. Results were used to correct
the neutral axis position and structural damping values. In addition, a common indirect
finite element model updating technique was adopted to correlate the first torsional mode
shape. Challenges associated with updating a model that contains a large parameter
set and strongly coupled structural modes were addressed by trading off the achieved
accuracy with computational costs.

5.1 Test environment

A test rig was developed in cooperation with Cranfield University and Airbus Helicopters
UK (AHUK) that allowed static and dynamic testing of an H135 rotor blade in flap, lag
and torsion direction. Several requirements were considered during the design, such as
quick interchangeability between flapping (Figure 5.1(a)) and lagging test (Figure 5.1(b)).
The test rig was also required to be rigid to avoid any coincidence of the resonances of
the test rig structure with the bandwidth of interest for the ground vibration test (GVT).
The overall rig height was chosen so that the blade could be mounted easily to the test
rig and tests performed conveniently and safely. The test rig was fixed to the floor via
screws and levelled during the installation.

Figure 5.1(c) illustrates the torsional test set-up that requires the blade to be mounted in
a flapping test position. The support pillar is located underneath the rotor blade, while
the associated clamp holds the blade tip in position. Both components are connected

99
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via a hinge, ensuring that the blade is fixed in the out-of-plane direction, but allowing
rotation around the feathering axis. With the use of the lever tube mounted on top of
the clamp, a torsional moment can be applied by hanging a weight at either end. The
entire assembly can be mounted at any chord or spanwise position of the blade.

(a) Flapping test (b) Lagging test (c) Torsion test

Figure 5.1: Test rig design

5.2 Static testing

During static testing displacements of the rotor blade due to out-of-plane and torsion
were measured under a variety of loading conditions. The analysis aimed to show that the
piece-wise linear FE model could predict non-linear behaviour, although the implemented
state-space model was valid for linear systems. It should be noted, that the test rig was
insufficiently designed for the lagging test as the torsional degree of freedom could not be
fixed. It was observed that without a pitch link the torsional stiffness of the pitch control
cuff with respect to the flexbeam was relatively low so that a force in the lagging direction
resulted in strong lag-torsion coupling. The lagging test was therefore neglected.

5.2.1 Out-of-plane tests

This test aimed to show that the FE model could capture a degree of non-linearity and
for this, a significant out-of-plane displacement has to be generated. This was achieved
by varying the applied load in location and magnitude. A range of weights was attached
to the blade at locations A, B, and C listed in Table 5.1.
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Table 5.1: Loading conditions

Test Position Normalised Applied
number radius (%) weight (kg)

1 - - 0
2 C 0.87 10
3 C 0.87 7.5
4 C 0.87 5
5 B 0.66 10
6 B 0.66 7.5
7 A 0.40 10

The spanwise location of the load is illustrated in Figure 5.2 along with the 20 measure-
ment points located on the bottom surface of the blade. Points 19 and 20 are at the blade
tip (19 close to the leading edge and 20 close to the trailing edge). The further inboard
the mass piece is applied, the higher the load has to be to obtain sufficient displacement.
This is the reason why the blade was loaded with 10 kg only at position A.

Figure 5.2: Layout of test grid

A typical test is shown in Figure 5.3, in which a mass of 10 kg is attached to location C
underneath the quarter chordline. A string was used to attach the weights to the blade
and fixed with tape to avoid any movement during the test. A laser range finder (see
Appendix G.2) was used to take relative measurements from the floor. The measurements
were repeated three times from which an average value and standard deviation were
calculated.

Figure 5.3: Typical structural loading test set-up
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The absolute displacement was obtained by subtracting the blade clamping height from
the measurements (see Appendix G.2.1). The effect of the coning angle in-built into the
blade must be correctly identified during the data analysis. When a blade is rotating a
coning angle results from the lift and centrifugal force acting on the rotor blade. The
blade root typically incorporates a 2-3◦ coning angle to reduce the bending moments at
the rotor shaft [217]. Figure 5.4 shows that the inclination at the blade root is noticeable
from the static test results.
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Figure 5.4: Displacement influenced by the in-built coning angle for load case: Position
C 7.5 kg

This coning angle can be included in the initial conditions of the state-space formulation.
The structural model is described through the linear state-space system (ẋ = Ax+Bu),
and in general form can be described through the state evolution equation [234]:

ẋ = f(x(t), u(t), t) (5.2.1)

where f(x(t), u(t), t) is the vector of non-linear functions, x(t) is the vector of the state
variables as a function of time and u(t) is the vector of the input vectors as a function
of time t. Given a set of initial conditions and inputs for t ≥ t0, the state equations
explicitly determine the derivatives of all the state variables. For continuous time ẋ can
be determined as:

ẋ =
dx(t)

dt
(5.2.2)

The initial condition x(t0) stems from the Taylor series approximation:

x(t0 + δ) ≈ x(t0) +

(
dx(t)

dt

)
t=t0

δ (5.2.3)

= x(t0) + f(x(t0), u(t0), t0)δ

where the second equation results from applying the state evolution equation (5.2.1).
The initial value for displacement x(t0) is obtained by utilising a direction-cosine-matrix
based on the in-built coning. Figure 5.5 compares the experimental displacements dX
with the numerically predicted displacements dA for each loading condition. In all cases,
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the standard deviation is smaller than ± 1.25 mm and hence, error bars are not shown.
During testing creep was observed which resulted in a difference of 8 mm tip displacement
after the load test1. This is explained in more detail in Section 5.2.4. The accuracy of
the test results are then assessed by calculating the percentage error e:

e =
dX − dA
dX

(5.2.4)
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Figure 5.5: Comparison of out-of-plane displacement

The percentage error for each load case at measurement points 19 and 20 are shown in
Table 5.2. The blade tip displacement at point 19 is within 11.5% agreement, while an
average error of 12.3% is obtained for point 20. Creep has affected these results. The
lowest percentage error was achieved for the first load case (test number 2), while the error
increased for each further applied load. The complete removal of the weights at position C
allowed for some relaxation of the residual tensions in the material, consequently resulting
again in a decrease of percentage error for test case number 5.

1The tip displacement was 361 mm before and 369 mm after the loading test.



104 STRUCTURAL MODEL VALIDATION

Table 5.2: Percentage error of out-of-plane displacements

Test Load ed (%) ed (%)
number case Point 19 Point 20

1 Gravitation 26.4 27.4
2 Pos C, 10 kg 2.0 2.4
3 Pos C, 7.5 kg 6.6 7.3
4 Pos C, 5 kg 12.0 12.9
5 Pos B, 10 kg 6.1 7.1
6 Pos B, 7.5 kg 10.5 11.3
7 Pos A, 10 kg 16.7 17.8

The increased percentage error at the trailing edge can be explained by the fact that
the rotational centre is approximately at the quarter chord line, and hence a higher
discrepancy for the out-of-plane displacement at the trailing edge was obtained. This is
demonstrated in Figure 5.6 that shows that both torsional distribution exhibit a similar
trend at the aerofoil section (0.27%-0.88% rotor radius) with an offset of approximately
2◦.

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

5

10

15

Figure 5.6: Comparison of twist

5.2.2 Torsional tests

Torsional testing was achieved by applying moments around the spanwise axis of the
blade. The load was attached at location C and the height of the pillar adjusted so that the
blade was horizontal. The clamp hinge allowed rotational movement in feather and was
positioned underneath the quarter chord line. Out-of-plane displacement measurements
were taken at the 20 measurement points for multiple torsional load cases. Figure 5.7
shows the set-up for each of the different load cases achieved by either varying the lever
length or by increasing the applied weight.

After installing the loading equipment the blade settled to a rest position due to the
additional weight introduced by lever and clamp. The measurements taken for this load
(Figure 5.7(a)) was used as a baseline to correct the experimental results allowing a direct
comparison with the numerical model. For load case 2 (Figure 5.7(b)), a total mass of 10
kg was suspended at the end of the lever towards the trailing edge which was mounted
symmetrically to the clamp giving an applied moment of 45 Nm about the quarter chord.
To obtain a higher torsional moment the length of the lever was increased by positioning
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it off-centred on the clamp as shown in Figure 5.7(c). The final load case 4 suspended 17
kg close to the leading edge as shown in Figure 5.7(d). To obtain a significant change in
the torsional movement compared to the baseline case, it was necessary to increase the
mass substantially compared to the previous load cases.

(a) Load case 1: 0 Nm (b) Load case 1: 45 Nm

(c) Load case 3: 73 Nm (d) Load case 4: 53 Nm

Figure 5.7: Torsional loading test set-up

Figure 5.8 compares the out-of-plane displacement at each measurement point with the
analytical results. The natural twist is altered by the experimental set-up, and conse-
quently, baseline measurements taken for load case 1 are used to correct the test results
for the other load cases. A trend is evident in which the displacement at the leading or
trailing edge is of a similar order of magnitude. The largest discrepancy is apparent for
the blade tip, especially for load case 3 with a difference of more than 40 mm for the
trailing edge. The test data exhibits an approximately constant and parallel behaviour
for the trailing and leading edges, with the leading edge displacement close to zero be-
cause the blade is rotated around the quarter chord. This effect is not present in the
numerical model, possibly due to the implementation of the in-built twist and errors in
the data points used. Due to the design of the test equipment and assumptions made in
the modelling framework, the test results might not be suitable for direct comparison.
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Figure 5.8: Comparison of out-of-plane displacement under torsional load

5.2.3 Static strain measurements

The strain model developed in Section 4.4 was validated by measuring static surface strain
on the upper and lower surfaces using FBG sensors under loads applied at location C. This
location was chosen to reduce the risk of damaging the fibre-optic cables. Throughout this
validation work, two layouts of arrangements are used: four fibre optic cables containing
seven FBG arrays (Figure 5.9(a)) are deployed in arrangement A), while in B) six fibre
optic cables with each 9 FBG arrays were installed (Figure 5.9(b)). Each fibre optic cable
was connected to a channel of the Smart Fibres Aero Interrogator using conventional
patch cords. Four channels at one time could be recorded. For both arrangements, the
FBG arrays were concentrated at the first 30% of the rotor radius, as the highest strain
was expected in this area. The FBGs reflecting the wavelength band (1530-1563 nm) were
fabricated in SMF-28 optical fibres and were attached to the blade using a cyanoacrylate
adhesive and protected with a capping layer of 2-part epoxy. Correct bonding is very
important for accurate strain transfer from the structure to the sensor. In order to protect
the fibre optic cables, strips of aluminium speed tape (supplied by 3M) covered the length
of the FBG array. During the installation, the rotor blade was placed on a workbench.
In this condition, the rotor blade was unloaded (ε = 0) which was needed for calibration
purposes. After the rotor blade was mounted to the test rig, the wavelength deviations
of the FBG reflection peaks were recorded as the blade came under gravitational load.
This was taken as the baseline measurements. Then different loadings were applied and
the change in wavelength at each FBG was recorded for 10 seconds to obtain an average
value. Before the FBG data could be analysed, the recorded wavelength change from
each FBG was converted to microstrain µε using the following equation:

µεi = (λi − λ0)f = ∆λif (5.2.5)
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where ∆λi is the wavelength change in nano-meters with the subscript i representing
the number of strain readings and 0 the baseline case, such as when the rotor blade is
statically loaded under gravity. The factor f is the FBG wavelength strain coefficient,
usually taken as 1.2 µε pm−1 [156].

(a) Arrangement A: location of FBG arrays (7x) contained in each fibre optic cables (4x)

(b) Arrangement B: location of FBG arrays (9x) contained in each fibre optic cables (6x)

Figure 5.9: Location of FBG arrays

Figure 5.10 compares the strain readings along the length of the rotor radius measured
for three load cases: 5kg, 7.5kg and 10kg. Tension on the surface due to bending results
in a positive strain reading and compression at the bottom surface is reflected in negative
strain values. Overall, a good match is obtained between both arrangements with a
distinct peak magnitude difference. As the instrumentation system for arrangement B)
was reinstalled after removal of arrangement A) errors could have been induced due to
chordwise sensor positioning. Also, the data for the bottom leading edge comparison
does not agree as some FBGs with the lower strain values were installed on top of the
polyurethane tape while others did not work correctly. Also, the first FBG malfunctioned
for arrangement A) and the last FBG at the top leading edge for arrangement B).

The measured strain readings are compared to the computed axial surface strain εT ,
while three methods are suggested in Section 4.4 to calculate the curvature terms:

1. Eq. 4.4.13: differentiation of displacement using the Chebyshev polynomial approx-
imation,

2. Eq. 4.4.15: summation of the strain mode shapes weighted by its generalised
coordinates,

3. Eq. 4.4.25: central difference formulation.

Problems with methods (2) and (3) discussed in Section 4.4 meant that only method (1)
was used for further analysis. Figure 5.11 compares the experimental strain readings for
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Figure 5.10: Experimental data from arrangement A and B

the different load cases compared to the analytical approach. While Figure 5.11(a) shows
the actual trend over the rotor radius, the strain readings are plotted against each other
in Figure 5.11(b). From the sensitivity analysis as discussed in Section 4.4.4 upper and
lower bounds due to the uncertainty of neutral axis position of ±0.2cz is included.

For the comparative analysis, it was assumed that the test blade does not deform in
lagging direction, and therefore only the estimated strain in the out-of-plane direction εf
is plotted against the experimental results. Furthermore, from the previous displacement
analysis, it was shown that torsional movement was induced by attaching weights. The
reason for the difference in peak magnitude, especially for the bottom trailing edge, was
because the shear strain is neglected in the strain calculation. The data also gives some
insight into the location of the neutral axis. As suggested by Ko and Richards [16] the
neutral axis position ci (defined from the top surface) can be calculated as follows:

ci =
εit

εit − εib
hi (5.2.6)

where εit is the measured surface strain on the top surface at location i and εib is the
surface strain from the bottom surface at location i, and hi is the full-depth at location i.
Figure 5.12 compares the calculated neutral axis position from FBG arrangements with
that from the FE analysis. From all three fibre optic cable positions, a general correlation
is obtained. The scale of the plot is different for clarity reasons.
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(a) Spanwise distribution
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Figure 5.11: Comparison of surface strain (arrangement B)

5.2.4 Sources of error

Errors during experimental testing can arise from several sources, such as human vari-
ability, instrumentation fluctuations, experimental design, or environment [235]. Some of
these errors can be counteracted by repeating the measurements or calibration. Yet, some
errors can be induced by the conducted test or by the test item, which is particularly the
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Figure 5.12: Comparison between experimental and FE neutral axis position

case for a composite rotor blade that has been in service for many years. Many unknown
factors add to uncertainties about the structural behaviour, such as:

� Variation in the manufacturing processes
� Service history
� Unknown damages, or uncommented repairs
� Changes in ground handling procedures or storage environment
� Remaining service life

AHUK donated four H135T22 rotor blades that had remaining service life3 as listed in
Table 5.3. Before the structural loading test, the static deflection under gravitational
load was measured for all blades. Two observations were also made during the test: 1)
different vertical displacement for each sample blade, and 2) creep behaviour. Creep is
an important aspect adding to measurement errors. Table 5.3 also highlights the total
tip displacement of all four blades recorded after six hours settling time and over this
period each blade had settled by 9 mm.

Table 5.3: Remaining service life of sample rotor blades and natural droop

Blade Serial number Remaining service life Tip displacement
number S/N (hrs) (mm)

1 1602 6652 269
2 1946 6302 262
3 985 3960 356
4 1751 1373 301

Table 5.3 shows that the blade with the lowest serial number (Blade 3) has the highest tip
displacement. This could be due to the earlier manufacturing date of Blade 3 compared to

2The radius of the type T2 is 5.1 m.
3The service life of an H135 rotor blade is approximately 20,000 hours.
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the other three sample blades suggesting changes in manufacturing techniques or changes
caused by ageing. As Blade 3 was used for experimental testing its tip displacement
settling time was recorded over several days. Figure 5.13 shows the relative measurements
starting with zero when the blade was mounted to the rig and gravitational load started
acting.
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Figure 5.13: Creep of blade tip

After approximately 280 hours the blade tip has settled by a total of 30 mm. It is
interesting to note that the blade also exhibited creep behaviour during torsional testing.
For example, the effect of load case 2 resulted in a 7 mm movement of the trailing
edge at the tip, load case 3 caused another movement of 6 mm, and the last load case
caused 12 mm upwards movement. This behaviour introduced additional error. Using
the information above, an uncertainty measure of tip displacement can be formed. From
the measurements shown in Table 5.3 an average tip displacement of 297 mm can be
calculated. The following equations are used to determine the uncertainty bound of the
sample rotor blades:

û = max(y)− 1

4

4∑
i=1

yi (5.2.7)

ǔ = min(y)− 1

4

4∑
i=1

yi (5.2.8)

This yields an uncertainty bound of +59mm/-35mm. As the four blades were provided
from one helicopter, it is assumed that this relatively large difference in static displace-
ment has a minimal effect on the rotating environment. At full rotation, the blades
experience centrifugal forces which reduce these differences in static deflection to a neg-
ligibly small amount. Any unwanted out-of-plane movement can be removed by the use
of track and balance procedures (see Appendix F). A summary of sources of errors and
aspects which add to uncertainties of structural behaviour during structural loading test
is given in Appendix G.3.
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5.3 Experimental modal analysis

Experimental modal analysis (EMA) was carried out to compare analytical and experi-
mental modal properties. EMA was done on the H135 blade, using: ambient vibration
testing (AVT) and impact hammer testing (IHT). Note that accelerometers are used for
the model validation work, while fibre optic instrumentation systems are deployed for
the characterisation study (Section 6.3). The tests were performed in a controlled envi-
ronment so that the effects of temperature and humidity can be ignored. The presented
work related to EMA, as well as the identification of modal properties with a stochastic
subspace identification (SSI), are credited to Luca Zanotti Fragonara and Ivan Petrunin
who provided the experimental equipment and expertise to carry out this work.

Two different arrangements with 9 triaxial accelerometers (ACC (3D)) were used to
ensure that higher flapping modes, as well as torsional modes could be identified, see
Figures 5.14 and 5.15. Only flap-wise and edge-wise channels have been recorded and one
channel was aligned with the blade feathering. This resulted in a total of 19 acquisition
channels and 1 input channel (hammer). For EMA 1 four high-sensitivity ACC (3D)
(No. 6 - 9) were located near the blade root and the remaining five medium-sensitivity
ACC (3D) (No. 1 - 5) were placed in an equal distance of 525 mm along the blade.
The ACC (3D) were rearranged for EMA 2 and impact hammer locations were chosen
off-centred to identify torsional modes. A National Instrument data acquisition NI-9234
module was used and the signals were acquired using standard Lab View software at a
sampling frequency of 2560 Hz for the AVT and 10240 Hz for the IHT.

Figure 5.14: EMA arrangement 1
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Figure 5.15: EMA arrangement 2

5.3.1 Data analysis and comparison

The experimental modal analysis was carried out in the time domain with an SSI algo-
rithm (see Appendix G.1). A stabilisation diagram, using a segment of the correlation
functions with a maximum length of L points, allowing to estimate a maximum system
order j (where j is 19 ∗ L/2, being 19 the number of measured outputs). The stable
poles from order nmin to nmax are determined based on different stabilisation criterion, in
terms of frequency f , damping ζ and MAC. During the analysis poles having unrealistic
damping ratios (negative or larger than 10%) were filtered out of the set of stable poles.
In this set of tests the following stabilisation criteria were used [236]:

δf ≤ 0.5%, δζ ≤ 10%, (1−MAC)×% ≤ 5% (5.3.1)

The MAC is defined as follows:

MAC =
|φTAφX |2

(φTAφA)(φTXφX)
(5.3.2)

where φA is the analytical mode shape and φX is the experimental mode shape. AVT
allows the identification of most of the modal frequencies at once as all modes receive a
similar excitation (assuming ambient noise is very close to white Gaussian noise). This
procedure is often referred to as OMA, and typically is used for large structures [237].
Nonetheless, damping estimation under low amplitudes is often more difficult and input-
output identification results should provide better estimates of the viscous damping co-
efficient.

The white noise signal had an acquisition length of 600 seconds and a sampling frequency
of 2560 Hz. The expected dynamic modes of interests are all below 100 Hz according
to the FE model thus pre-processing of the data involved de-trending using a 1st order
polynomial (mean and linear trend removal) and subsampling with a factor of 8. Thus,
the sampling frequency of the processed signals was reduced to 320 Hz. A stabilisation
diagram (Figure 5.16) was created for each arrangement and the best regression order
was selected by the operator based on the stability analysis.

Hammer tests were repeated several times to obtain consistent and robust results. Trial
and error led to the decision to repeat after a free-decay phase of about 12 seconds.



114 STRUCTURAL MODEL VALIDATION

0 10 20 30 40 50 60 70 80 90 100

Frequency [Hz]

20

40

60

80

100

120
M

od
el

 O
rd

er

10-11

10-10

10-9

10-8

10-7

10-6

10-5

10-4

M
ag

ni
tu

de
 [d

B
]

stable pole
unstable ploe
arrangement 1
arrangement 2

Figure 5.16: Stabilisation diagram for increasing order in the white Gaussian noise test
(20 to 100) and δf < 0.5%, δζ < 10%, (1−MAC)×% < 5%. Signal length 100 seconds

This resulted in few oscillations of Mode 1F (frequency of about 1 Hz), thus leading to
poor identification. The signals were processed all at once, discarding clipped impacts
(over the threshold of the acquisition system). At least 10 impact response signals were
included for the system identification. The force transducer in the tip of the hammer
was used as an input signal, whilst the other 19 channels, measuring the accelerations
form the output channels. A subsampling factor of 10 resulted in a reduced sampling
frequency of 1024 Hz.

The first six experimentally determined mode shapes are shown in Figure 5.17. As with
the analytical mode shapes, Mode 2L exhibits a lagging/torsion coupling whereas Mode
1T has a coupled torsion/flapping component. Table 5.4 shows the natural frequencies
and damping values obtained from AVT, IHT 1 (using arrangement 1), and IHT 2 (using
arrangement 2), while Table 5.5 compares the first eight analytical fA and experimental
natural frequencies fX taken from AVT. The comparison between fA and fX shows a
match with an average error of 10.26 %. The largest error is obtained for the natural fre-
quency for Mode 1L and Mode 2L. This discrepancy could have occurred as a consequence
of the difference in boundary conditions between the FE model and the experiment. This
is schematically shown in Figure 5.18. No pitch link was used to fix the rotational degree
of freedom of the pitch control cuff during the experiment, whereas in the FE model it
was assumed that the pitch link is connected to the pitch horn using a rotational scalar
spring element (see Section 4.4). The value of this spring constant indicates the stiffness
of this kinematic linkage and how much force is required to rotate the pitch control cuff.
Incorrect values of the scalar spring elements in flapping, lagging, and torsional direction
have an impact on the natural frequencies and the structural mode shapes, as shown in
Section 5.4.
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(a) Mode 1F (b) Mode 1L (c) Mode 2F

(d) Mode 3F (e) Mode 2L (f) Mode 1T

Figure 5.17: Experimental displacement mode shapes φ

Table 5.4: Experimental modal parameters obtained from AVT and IHT

Mode Mode Frequency (Hz) Damping (%)
number type AVT IHT 1 IHT 2 AVT IHT 1 IHT 2

1 1st flapping 1.02 1.00 1.00 0.20 1.04 0.60
2 1st lagging 2.63 2.63 2.60 2.25 3.02 5.18
3 2nd flapping 5.43 5.40 5.41 0.44 0.87 0.64
4 3rd flapping 15.55 15.47 15.48 0.17 0.53 0.49
5 2nd lagging 17.80 18.66 18.70 1.18 3.18 2.00
6 1st torsion 28.17 27.96 27.90 1.00 1.21 1.02
7 4th flapping 30.04 30.07 30.05 0.26 0.42 0.40
8 5th flapping 51.49 51.46 51.59 0.31 0.50 0.48

After comparing the natural frequencies, it is essential to check how well the analytical
and experimentally determined eigenvalues compare for the same physical mode. This can
be achieved with the use of the MAC (see Eq. 5.3.2). A value of MAC close to 1 indicates
a correct pairing of the modes. According to Ewins [196] a MAC value between 0.9 - 1
is obtained for well-correlated modes and a value of 0.1 is an indication of uncorrelated
modes. Table 5.6 compares the computed MAC between analytical and experimentally
determined mode shapes for both experimental arrangements. Arrangement 1 shows an
overall mode shape correlation of MAC > 0.8, except for Mode 1T which is MAC =
0.24. It was expected that arrangement 2 gives an improved 1T mode shape correlation
due to the off-centred location of the sensors and structural rotation around the shear
centre. Compared to arrangement 1, the sensor positions located at the trailing edge
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Table 5.5: Comparison of analytical with experimental (AVT) natural frequencies

Mode Mode fA fX ef
number type (Hz) (Hz) (%)

1 1st flapping 0.90 1.02 11.76
2 1st lagging 3.41 2.63 -29.66
3 2nd flapping 4.98 5.43 8.29
4 3rd flapping 15.28 15.55 1.74
5 2nd lagging 22.72 17.80 -27.64
6 1st torsion 28.59 28.17 -1.49
7 4th flapping 29.98 30.04 0.20
8 5th flapping 52.17 51.49 -1.32

Figure 5.18: Difference in boundary condition

yield a 34.1 % improvement of the 1T mode shape correlation with MAC = 0.349. Using
the ACC (3D) located at the quarter chord line very similar MAC values are achieved
with arrangement and 1 and arrangement 2. However, using data from the ACC (3D)
located close to the trailing edge a poor mode shape correlation for Mode 4F and Mode
5F mode shape is obtained with MAC < 0.1. One reason for this discrepancy could be
due to the bending-torsion coupling in the higher modes, which could not be captured
with only four sensors at the trailing edge.

Table 5.6: Comparison of MAC for both arrangements

Mode Mode Arrangement 1 Arrangement 2 Arrangement 2
number type quarter chord quarter chord trailing edge

1 1st flapping 0.990 0.988 0.957
2 1st lagging 0.949 0.898 0.947
3 2nd flapping 0.937 0.884 0.950
4 3rd flapping 0.951 0.960 0.747
5 2nd lagging 0.861 0.839 0.638
6 1st torsion 0.240 0.230 0.349
7 4th flapping 0.843 0.843 0.069
8 5th flapping 0.813 0.886 0.087
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5.3.2 Sources of error

Several error sources have to be considered. These could have been induced by the test
equipment, test arrangement, testing methodology and signal processing. The rigid test
bench was designed to ensure that resonances in the bandwidth of interest were avoided.
Yet, this might have led to over constraining the rotor shafts’ dynamic characteristics.
Figure 5.19 illustrates the difference between the test bench and the clamped condition
on a real helicopter, in which the rotor shaft acts as a spring element as it is only attached
at its end inside the gearbox.

Figure 5.19: Schematic diagram of clamping locations of the rotor shaft

Within AHD, dynamic characteristics of a non-rotating blade are usually identified using
all four blades on a whirl rig (non-rotating). This results in symmetric and asymmetric
blade modes due to the rotor shaft’s dynamic characteristics. Additional errors during
the test could have occurred from the positioning of the ACC (3D) and their mounting on
the curved aerofoil surface. Furthermore, human error has led to an inconsistent impact
hammer testing. Also, the excitation through the hammer in the out-of-plane direction
might have not been sufficient to excite the in-plane modes correctly.

5.4 Finite element model updating

The comparison between predicted and experimentally determined modal properties high-
lighted the need for finite element model updating (FEMU) due to the discrepancy of
1T mode shape correlation. Therefore, this section focuses on updating the structure in
such a manner that only Mode 1T is affected since its associated natural frequency is
within 1.5% agreement. FEMU can be a very demanding task and careful planning is
required to get an understanding of which updating parameters achieve the best outcome
in terms of matching mode shapes. FEMU can be performed by either adopting (1) an
indirect or iterative updating method or (2) a direct updating procedure. The indirect
or iterative updating method is achieved by minimising a cost function based on the
difference between the experimental test data and analytical data. The advantage is that
a wide choice of parameters can be included and weighting factors can be applied [229].
Direct updating methods, on the other hand, update the mass and stiffness matrix and
often result in unrealistic elements in the system matrices which often have little physical
meaning [229, 238].
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Much research was done in the field of FEMU [196, 228, 229], and it was addressed for
helicopter rotor blades in the past [239, 240]. Updating a structural rotor blade model
requires a lot of effort because a strong bending and torsion coupling of modes is evident.
For FEMU such coupling is computationally expensive and as proposed by Balis Crema
[240] a two-step updating procedure reduces the computational time. In their work, the
flapping stiffness was updated first for an AB-204 helicopter blade after using these partial
results to optimise the torsional stiffness. This resulted in a better correlated dynamic
finite element model [240].

For this work, two studies were carried out to determine which structural parameters
have the greatest impact on improving the torsional mode shape: (1) impact of boundary
conditions on modal properties, and (2) eigenvalue and MAC sensitivity analysis.

5.4.1 Impact of boundary conditions

This section examines how boundary conditions (BC) influence the structural modal
parameters through two investigations:

1. impact on 1T mode shape correlation
2. impact on the lagging natural frequencies

The scalar spring rate (CELAS) was varied for flapping (cf ), lagging (cl), and torsional
degrees (ct) of freedom. The outcome is shown in Figures 5.20 - 5.22 which show the
change of natural frequency in percentage ef and MAC as a function of c̄f , c̄l, and c̄t
normalised to its original value. Low cf values influence fA and MAC of the higher modes
as shown in Figure 5.20. An improved 1T mode shape correlation could be obtained by
using a small cf value, yet high enough not to alter fA. Figure 5.21 shows how the
modal parameters vary with cl. The analytical frequency for both Mode 1L and Mode
2L is higher, and hence the FE model exhibits a higher in-plane stiffness. Using a low cl
value fA of Mode 1L could be adjusted to match the experimentally determined frequency
which is 29.7% lower than the analytical frequency. However, this also impacts the modal
parameters of Mode 5F significantly. Finally, a variation of ct yields a deviation of the
natural frequency of Mode 3F, Mode 2L, Mode 1T, and Mode 5F. Even though a small
ct value would realistically represent the test bench BC, yet it would not adjust both
lagging frequencies. Although an increase of ct does not affect the natural frequency of
Mode 4F, it results in a decrease of MAC for the same mode and improvement of MAC
for Mode 1T.

This analysis shows that the lagging frequencies cannot be adjusted by varying the stiff-
ness values of the BC. Also, it is not the sole factor for insufficient 1T mode shape
correlation. The outcome of this study was used to adjust the linear and rotational
spring rates so that an improved 1T mode shape correlation was achieved. Although
arrangement 2 gives a higher 1T mode shape correlation, arrangement 1 was used for the
updating procedure, because Mode 4F and Mode 5F gave a higher MAC. Additionally,
arrangement 1 provides a higher resolution of in-line measurement points. The flapping
spring constant was reduced by 91.0% compared to the original value and the torsional
spring rate was increased by 81.0%. Updated MAC and fA results are presented in Table
5.7.
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Figure 5.20: Impact of cf on fA and MAC
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Figure 5.21: Impact of cl on fA and MAC
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Figure 5.22: Impact of ct on fA and MAC

An improvement of 41.3% of Mode 1T MAC could be achieved with this initial updating
method. Due to the strong bending and torsional coupling, the correlation of the Mode
4F was decreased by 16.3%, yet Mode 5F was improved by 10.1%. Results from the
last column show that the experimental error in the natural frequency has not changed
significantly after updating the BC. The values for the “before” column are repeated from
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Table 5.7: MAC and fA after updating BC

Mode Mode original updated Difference (%) Exp. error (%)
number type MAC/fA MAC/fA MAC/fA before after

1 1st flapping 0.990/0.90 0.992/0.90 0.20/0.00 11.76 11.76
2 1st lagging 0.949/3.41 0.947/3.40 -0.21/-0.29 -29.66 -29.28
3 2nd flapping 0.937/4.98 0.947/4.99 1.06/0.20 8.29 8.10
4 3rd flapping 0.951/15.28 0.967/15.27 1.65/-0.07 1.74 1.80
5 2nd lagging 0.861/22.72 0.833/22.72 -3.36/0.00 -27.64 -27.64
6 1st torsion 0.240/28.59 0.409/29.01 41.32/1.45 -1.49 -2.98
7 4th flapping 0.843/29.98 0.725/29.93 -16.28/-0.17 0.20 0.37
8 5th flapping 0.813/52.17 0.904/50.29 10.07/-3.74 -1.32 2.33

Table 5.5 for the reader’s convenience. The initial average percentage error of 10.3% has
only increased to 10.5% after updating. This is the reason why the adjustment of the BC
was used for the updating procedure, as this increase in frequency was considered to be
acceptable.

5.4.2 Eigenvalue and MAC sensitivity analysis

After using the BC to adjust the torsional mode shape correlation, it is necessary to
identify which structural parameters (bending or torsional stiffness) achieve the best
outcome. Since the BMR consists of around 80 structural nodes for flexbeam, pitch
control cuff and aerofoil section, it is computationally very expensive to include all nodes
in the updating procedure.

The FE model was developed based on assumptions for the bending stiffness, such as
EIx or EIz and torsional stiffness GJ . Variations in these impacts either the geometrical
properties of the blades’ cross section (affecting the second moment of area Ix and Iy
and mass) or the elastic modulus E. However, neither the second moment of area, shear
modulus, nor the elastic modulus was known for any of the cross-sections. Consequently,
it is not possible to ensure physical consistency throughout the updating process. Never-
theless, the product of material and geometrical properties, such as EIx, EIz, GJ were
used for the updating procedure. It is assumed that the applied mass distribution and
geometrical parameters are constant and were therefore not updated.

An eigenvalue and MAC sensitivity study was performed (see Section 4.4.4) to investi-
gate the sensitivity of the modal properties due to torsional stiffness and bending stiffness.
This allows the determination of how much the modal properties of the system are influ-
enced by updating parameters at any node location. Here, the updated BC are included
in the analysis and the outcome is plotted in Figures 5.23 - 5.24 for the flexbeam and
aerofoil section. For both studies, the parameter value has increased in magnitude. As
the local stiffness has increased, negative values for S̄∆M indicate an improvement in the
mode shape correlation. A change of GJ at the beginning of the aerofoil section mainly
influences the eigenvalues and mode shapes of Mode 1T and 4F. The sign of S̄∆M indi-
cates that an increase in stiffness will result in an improvement of the 1T mode shape
but in a deterioration of the 4F mode shape. This compromise has to be accepted. The
structural eigenvalues of Mode 3F, 1T, 4F, 5F are sensitive to a change of EIx in the
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aerofoil region. Figure 5.24 shows that increased local stiffness EIx in the aerofoil section
would result in a degradation of 1T mode shape. This means that by decreasing the local
stiffness EIx an improvement could be achieved by this and could compromise the other
mode shape correlations. The sensitivity study highlighted that the in-plane bending
stiffness EIz has no impact to the torsional mode shape correlation and therefore, is not
considered for the updating procedure.

10 20 30 40 50 59

GJ
EIx
EIz

10 20 30 40 50 59

GJ
EIx
EIz

10 20 30 40 50 59

GJ
EIx
EIz

10 20 30 40 50 59

GJ
EIx
EIz

10 20 30 40 50 59

GJ
EIx
EIz

10 20 30 40 50 59

GJ
EIx
EIz

10 20 30 40 50 59

GJ
EIx
EIz

10 20 30 40 50 59

GJ
EIx
EIz

-100

-90

-80

-70

-60

-50

-40

-30

-20

-10

0

Figure 5.23: Eigenvalue sensitivity with updated BC
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5.4.3 Updating structural parameters

The overall FEMU methodology is divided in a three-step procedure: (1) adjustment of
BC, (2) updating the torsional stiffness GJ , followed by (3) updating the out-of-plane
stiffness EIx. As Step 1 was already performed in Section 5.4.1, the focus is put on
the remaining indirect model updating process. Figure 5.25 shows the flow chart for the
updating procedure starting from the initial FE model to the updated FE model with the
use of experimental data. Incorporated criteria are used to end the updating procedure
if the following accuracy is achieved for all target modes: f < 15%, MAC > 0.8. The
indirect model updating process uses two iterations, which includes updating GJ (Step 2)
and EIx (Step 3). If the criteria (f < 15%, MAC > 0.8) is not reached the third iteration
is introduced to relax the criteria by accepting a compromise between the updated modal
parameters.

Figure 5.25: FEMU flow chart

Only a few structural nodes were updated to keep the computational cost as low as
possible. If the structural updating parameter resulted in a MAC sensitivity change it
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was considered for the updating procedure. Table 5.8 summarises the updating variables
and range described as a percentage of the rotor radius R.

Table 5.8: Summary of updating parameters

Step Description Parameters Rotor radius R (%)

1 scalar spring constant cf , ct 5
2 torsional stiffness GJ 28 - 76
3 out-of-plane stiffness EIx 24 - 92

Apart from choosing the updating parameters, a suitable optimisation algorithm has to
be selected for this task. Genetic algorithms (GA) are often used for model updating
problems because they can deal with continuous as well as discrete design variable prob-
lems [239, 241]. The GA approach uses large search spaces and it can find the global
minimum amongst multiple local minima [241]. Another effective optimisation algorithm
is the pattern search (PS). Findler [242] describes that PS “generates and maintains
multi-dimensional search directions” to find a global minimum. A comparative study
based on Basak et al [243] shows that PS finds the best value in a smaller search space
and less computing time than GA. Other optimisation algorithms are utilised in FEMU,
such as the particle swarm [238] or multi-objective algorithm [244]. Here, PS and GA
were utilised and the results were compared with each other. The following cost function
was implemented [245]:

J(p) = W T r(p) (5.4.1)

where p describes the updating structural parameters vector, r is the residual vector, and
W is the weighting matrix:

W =



α 1
f2X1
...

α 1
f2Xm

β 1
MAC2

1
...

β 1
MAC2

m


(5.4.2)

where m indicates the number of identified frequencies, α is the natural frequency weight-
ing factor, β is the mode shape weighting factor. The weighting factors were chosen based
on experience. For example the weighting factor for α = 0.2 so that the natural frequen-
cies were not altered significantly, yet, still allows some degree of adjustment for Mode
1L and 2L. β = 0.8 was selected as mode shape weighting factor to include the modes
of interest in the updating process. To keep the total function value (error) as small as
possible a weighting value of zero eliminates modes not being considered. The residual
vector r(p) can be written:
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r(p) =

[
re(p)
rs(p)

]
=



(fX1 − fA1)
2

...
(fXm − fAm)2

1−MAC1
...

1−MACm


(5.4.3)

where re is the residual for eigenvalues and rs is the residual for mode shape correlation.
Finally, the cost function Eq. 5.4.1 can be minimised to find its optimal solution for
the parameter vector p. Figure 5.26 compares the number of iterations required for each
updating step for PS and GA. It can be seen that the function value for PS is decreasing
and converging over a relatively short iteration time. A convergence is evident for GA,
yet, a large design space is used to find the global minimum. The advantage of PS is
that it reaches a quick convergence, especially if the function value is already close to
the minimum. Using this method, the computational cost can be reduced significantly
because the optimisation can be stopped manually when the function value is starting to
converge. Even after 10000 iterations, the function value varies a lot and consequently
care has to be taken when the optimisation process is terminated.
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Figure 5.26: Iteration of optimisation algorithm

Comparable results are obtained with the early terminated PS optimisation algorithm
and the much longer run of the GA algorithm. Tables 5.9 and 5.10 summarise and
correlate the achieved MAC and frequency for each updating step for both optimisation
algorithms. It can be seen that although the optimisation process was stopped before
a global minimum was found the torsional mode shape correlation was improved by
another 26.2% which results in a total improvement of more than 55% between initial
and updated FE mode. Furthermore, as intended the first 5 MAC remained over a value
of 0.8. Due to the strong coupling of the torsional bending components, the mode shape
correlation of the 7th mode was degraded by more than 33%, whereas an improvement
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of approximately 13% was achieved for the 8th mode shape correlation. As the average
percentage difference is essentially the same the benefit of use PS over GA is confirmed.

Table 5.9: Comparison of MAC after each updating step

Mode Mode FE Step 1 Step 2 Step 3 Difference (%)
number type Before BC PS GA PS GA PS GA

1 1st flapping 0.990 0.992 0.992 0.992 0.992 0.993 0.20 0.30
2 1st lagging 0.949 0.947 0.947 0.947 0.931 0.946 -1.9 -0.32
3 2nd flapping 0.937 0.947 0.947 0.947 0.920 0.933 -1.85 -0.43
4 3rd flapping 0.951 0.967 0.967 0.967 0.960 0.941 0.94 -1.06
5 2nd lagging 0.861 0.833 0.834 0.833 0.824 0.828 -4.49 -3.99
6 1st torsion 0.240 0.409 0.480 0.493 0.535 0.554 55.14 56.68
7 4th flapping 0.843 0.725 0.676 0.666 0.632 0.625 -33.39 -34.88
8 5th flapping 0.813 0.904 0.904 0.904 0.933 0.934 12.86 12.96

The updating procedure aimed to keep the natural frequency constant. Table 5.10 shows
the change in the natural frequency after each step. Comparing the outcome with the
experimental (FE vs IHT) average percentage value of 10.3%, PS resulted in an increase
of only 1.4% and GA in an increase of only 0.34%.

Table 5.10: Comparison of frequency (Hz) after each updating step

Mode Mode Step 1 Step 2 Step 3 Exp. error (%)
number type fX fA BC PS GA PS GA before PS GA

1 1st flapping 1.02 0.90 0.90 0.90 0.90 0.89 0.94 11.76 12.75 7.84
2 1st lagging 2.63 3.41 3.40 3.40 3.40 3.39 3.42 -29.66 -28.90 -30.04
3 2nd flapping 5.43 4.98 4.99 4.99 4.99 4.73 4.79 8.29 12.89 11.79
4 3rd flapping 15.55 15.28 15.27 15.27 15.27 15.21 15.36 1.74 2.19 1.22
5 2nd lagging 17.80 22.72 22.72 22.76 22.77 22.72 22.74 -27.64 -27.64 -27.75
6 1st torsion 28.17 28.59 29.01 29.20 29.23 29.21 29.27 -1.49 -3.69 -3.90
7 4th flapping 30.04 29.98 29.93 29.92 29.92 29.87 29.89 0.20 0.57 0.50
8 5th flapping 51.49 52.17 50.29 50.28 50.28 49.10 50.62 -1.32 4.64 1.69

The results presented in Tables 5.9 and 5.10 are reflected in the variation of mode shapes
as depicted in Figure 5.27. The experimental mode shape is compared with the numeri-
cally obtained results highlighting the difference between the original and updated mode
shape using PS and GA. The amplitude, as well as radius position of the mode shapes, are
normalised to the outermost position for φx and to the amplitude at 50% rotor radius for
φz. Figure 5.27(a) clearly shows that Mode 1T for both lagging direction φx and flapping
direction φz has improved. This was already shown by the MAC value of achieving a 55%
improvement. The discrepancy of the measurements of the first two nodes in φx direction
could have been induced by the difference in BC between analytical and experimental
environment. Figure 5.27(b) shows that the φz of Mode 4F has degraded compared to
the initial mode shape. It is noted, that even though a large difference in iteration time
for PS and GA is evident similar mode shape trends are achieved.
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Figure 5.27: Updated normalised displacement mode shapes φ̄

5.4.4 Updating damping coefficients

Finally, the structural damping model is updated using results from the experimental
test data. A correct structural damping model is very important not only for predicting
the life of a blade, but also for aeroelastic and stability analyses, such as ground or air
resonance [246, 247]. IHT was needed to identify the blade’s structural damping values
as no quantitative values were known. The damping model was updated with the values
obtained from IHT 1 by calculating the damping coefficients a0 and ai using Eq 4.4.9.
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Figure 5.28: Tip motion - Mode 1F

Figure 5.28 shows a comparison of the normalised transient response measured at the
blade tip under Mode 1F frequency excitation, with the initial and updated model. It
is apparent that the initial assumption of ζ=0.1 overestimated the structural damping.
A small difference in the logarithmic decrement and the modal frequency can still be
observed.
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5.5 Summary

This chapter summarises results obtained from structural loading tests and EMA utilising
AVT and IHT. Despite uncertainties in material properties and simplifications within the
structural modelling approach, experimental testing showed significant predictive capa-
bilities for both displacement and strain estimation. While a correlation for the natural
frequencies with an average percentage value of 10.26% was achieved, all MAC values
were above 0.8, except that of the 1st torsional mode which was 0.24. This discrepancy
highlighted the need for FEMU and structural modal properties were updated in virtue
of experimental test results. A multi-step indirect FEMU approach was proposed that
targeted the modes of interests in isolation via specific weighting factors. An assess-
ment of updating parameters was carried out by adopting a modal assurance criterion
sensitivity in addition to the commonly used eigenvalue sensitivity. Challenges associ-
ated with updating a finite element model defined by a large parameter set and strongly
coupled structural modes were addressed by trading off the achieved accuracy with the
computational cost. Although another set of experimental tests should have been per-
formed to validate the updated FE model, the presented outcome provides the baseline
for investigating the capabilities of the fibre optic instrumentation systems.
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CHAPTER6
Characterisation of blade dynamics

While the previous discussions have focused on the development of the computational
framework and validating the FE model, this chapter explores the capabilities of highly
advanced fibre optic sensors, such as multiplexed arrays of FBGs and the novel DFOSS
system. This chapter begins by presenting the reader with a numerical exploration study
of shaker input design and adopted post-processing methods required for the experiments.
This is followed by the presentation of an error minimisation sensor placement approach
that is valid for a range of sensor types and aims to recover displacement and strain mode
shapes from the structure. The assessment of fibre optic sensor performance was carried
out via a series of ground vibration tests using the full-scale H135 rotor blade to prove
the suitability and pinpoint benefits of each instrumentation system for capturing blade
structural dynamics. The chapter concludes by discussing optimal FBG strain sensor
locations from a theoretical and practical point of view in light of the collected data set.
The outcome of this chapter is later used for the assessment of sensor performance for
damage detection.

6.1 Input design

Input design for experimental testing is an important pre-test step and is required to
ensure that correct shaker settings are selected. This is necessary for safe execution of
the test and to ensure test equipment limitations are not exceeded (maximum shaker
travel range ± 12.7 mm) of the available modal exciter type1. The structure’s response
was studied by applying a frequency sweep at several spanwise stations and under a
variety of shaker drive forces. The logarithmic frequency sweep input s is multiplied by
the force input vector (see Eq. 4.4.3) and can be described mathematically by [248]:

s(i) = sin(ϕ(i)) (6.1.1)

1The modal exciter is type 4825 from Brüel & Kjær (a summary of the experimental equipment can
be found in Appendix G.2.3).

129



130 CHARACTERISATION OF BLADE DYNAMICS

ϕ(i) = ω0t(i) + c2(ω1 − ω0)

[
T

c1

ec1t(i)/T − t(i)
]

(6.1.2)

where t(i) = i∆t is the product of i = 0, 1, 2, ..., N − 1 and the sampling time ∆t. T is
the time length, T = (N−1)∆t, and [ω0, ω1] rad/s is the frequency band. The coefficients
c1 = 4 and c2 = 0.0187 have been found to work well in practice [248, 249]. Figure 6.1
demonstrates how the displacement zi at the ith excitation input location varies with a
shaker drive force ranging from 1-50 N. Non-linear behaviour is evident in particular for
higher drive forces.

Figure 6.1: Estimated structural response at excitation input

The maximum shaker travel of ± 12.7 mm is indicated by the horizontal line in Figure
6.1. Possible drive force size versus location was also investigated and for safety reasons
took into account the maximum travel range together with a criterion for which the blade
tip displacement is less than 100 mm. Results are presented in the matrix plot in Figure
6.2, highlighting that an admissible excitation location is close to the blade root.

Figure 6.2: Permissible shaker drive force size and location

Methods for extracting modal parameters were investigated in the simulation environ-
ment before the tests were carried out. A frequency sweep from 0 Hz to 50 Hz was
applied to examine the numerical modal response. Mode shapes were extracted using an
output-only methodology based on time-domain decomposition (TDD) as proposed by
Kim et al [250]. Time histories of flap acceleration az and lag acceleration ax of each node
was transformed into the frequency domain with a Fast Fourier transform (FFT) and is
illustrated in Figure 6.3. The frequency spectra are presented as a function of rotor radius
and clearly highlight the structure’s natural frequencies; recognisable through the areas
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of resonance. This magnitude shows the dominance of each mode. For instance, the reso-
nant mode at 15 Hz was identified as Mode 3F because a significantly higher magnitude is
observable from the flapping acceleration than from the lagging component. Although a
clear lagging mode is evident at 23 Hz, the structural coupling is also evident for most of
the modes. This surface plot gives additional information about the corresponding nodal
points, such as for Mode 3F. These are located at 55% and 90% rotor radius. This can be
further verified with the 3F mode shape in Figure 6.4. These mode shapes were extracted
via TDD from time history data at five accelerometer positions, arbitrarily chosen to be
at 20%, 40%, 60%, and 100% rotor radius. This outcome demonstrates the suitability of
this methodology for extracting modal properties because the experimental mode shapes
match well with the FE model for noise-free conditions.

Figure 6.3: Surface plot of frequency spectra
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Figure 6.4: TDD extracted normalised blade flap displacement mode shapes φ̄z
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6.2 Sensor placement

The correct choice of sensor positions is important if the accurate frequency and mode
shape extraction are to be achieved with a minimum number of sensors. A methodology is
proposed that produces an “optimal” one-dimensional sensor distribution valid for either
accelerometer, displacement or strain sensors.

6.2.1 Placement based on visual inspection

The simplest method for identifying suitable sensor positions is by visually inspecting
the mode shapes and placing the sensors at points with large amplitude. This approach
provides a quick estimate of the maximum number of sensors, while in the relevant
literature it is suggested that at least the same number of sensors as a number of modes
should be considered [15]. Figure 6.5 shows the first seven displacement mode shapes
of the blade. The maximum number of sensors can be determined by assuming the
availability of triaxial accelerometers, that was placed at the highest amplitude of each
mode shape and then mapped to the blade planform.
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Figure 6.5: Visual inspection method using the H135 rotor blade

For determining the torsional mode shape the accelerometers have to be placed off-centre,
which leads to a requirement for eleven accelerometers. This sensor mapping exercise
shows the need for a small concentration of accelerometers at around 50% radius, because
the highest amplitude for Mode 2F, 2L and 4F is expected in this area. To reduce the
number of sensors the three accelerometers can be replaced by only one to capture the
local amplitude of these three modes if a compromise in accuracy is accepted.

It also could be argued that nine instead of eleven sensors do not significantly change
the data acquisition data nor duration of post-processing time. However, if the sensors
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are used for continuous health monitoring over extended periods of time this needs to be
considered. For instance, under the assumption that the recording of 10 sensors with a
sampling rate of 1250 Hz over 1 min leads to a 10 MB dataset, a data size of 600 MB is
obtained per hour. For this reason, the number of sensors should be kept to a minimum.

6.2.2 Placement based on error minimisation

This methodology aims to minimise the total error between the theoretical mode shape
φij and measured mode shape φ̂ij with j = 1, 2, ..m, where m is the maximum number
of mode shapes to be identified, and i = 1, 2, ..n, where n is the total number of nodal
points. Assuming that the sensors are located at spanwise positions yk with k = 1, 2, ..p,
where p is the maximum number of sensors, the measured mode shape φ̂ij is obtained
by linearly interpolating between the nodal points yi of the theoretical mode shape φij.
This is schematically shown in Figure 6.6.

Figure 6.6: Schematic representation of sensor placement approach

To calculate the error eij (= φij − φ̂ij) between the measured mode shape φ̂ij and the
theoretical model shape φij at each nodal point i for the jth mode, the following equation
is used to interpolate between two sensor positions yk and yk+1:

φ̂ij =
φiyk(yk+1 − yj) + φiyk+1

(yj − yk)
(yk+1 − yk)

(6.2.1)

The sensors at position yk are identified by minimising the following cost function:

J =

√√√√ 1

n

m∑
i=1

n∑
j=1

(φij − φ̂ij)2 (6.2.2)

Although method is computationally efficient for identifying the optimal sensor position
in a one-dimensional manner, it requires an accurate structural model and any uncertain-
ties within the model will consequently lead to inaccurate sensor positions. Each mode
shape is treated with equal importance that is essential for recovering experimental mode
shapes of interest. Furthermore, this method is suitable for accelerometers, displacement
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or strain sensors and only requires displacement or mode shape matrix to be provided as
an input to the algorithm. The accuracy of the experimentally extracted mode shapes is
dependent on the number of sensors and the number of numerical mode shapes consid-
ered for optimisation. This is proven in Figure 6.7 that shows J as a function of sensors
and mode shapes highlighting that at least the same number of sensors as mode shapes
should be deployed to keep the total error J to a minimum.
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Figure 6.7: Variation of the cost function with number of sensors and modes

Although this methodology works well for determining local flapping and lagging modes,
a two-dimensional sensor placement approach is needed for identifying the torsional mode.
The torsional component can be measured by mounting displacement or accelerometers
at the leading and trailing edges, or by mounting strain sensors at 45◦ with respect to
longitudinal axis [8] to measure the shear strain due to torsion. However, the focus of
this work was limited to the identification of flapping and lagging components due to
simplifications and assumptions in the structural model.

6.2.3 Validation of sensor placement method

A test case using a cantilevered aluminium strip was prepared to validate the sensor
placement based on error minimisation. Before the optimisation was carried out a nu-
merical model was developed in Nastran using the material properties and dimensions
in Table 6.1. The estimated normalised displacement mode shapes and associated natu-
ral frequencies are shown in Figure 6.8. The spanwise sensor locations for five uni-axial
accelerometers (ACC (1D)) in Figure 6.9(a) were optimised considering the first five
bending mode shapes. The result is shown in Table 6.2, while it can be observed that
the initial guess (random position) was an effective starting point for reconstructing the
first five mode shapes.

For the experimental testing, the strip was clamped to a rigid structure as shown in
Figure 6.9(b) and the accelerometers were placed at the random and optimised positions.
The strip was excited with a Random on Random (RoR) vibration in the frequency
range of 0.5-200 Hz, while the input was introduced via a stinger that was adhered to
the underside of the strip. It was found that the stinger excitation point (located at 22%
length) restricted the free oscillation of the first mode, and hence, this mode could not be
identified. The stinger position was limited by the rig structure and sizing of the stinger
housing. After collecting the time history, TDD was applied to extract mode shapes and
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Table 6.1: Properties of cantilever aluminium strip

Properties Values

Length 0.9 m
Width 0.085 m

Thickness 0.0025 m
Young’s Modulus 69 ×109 N/m2

Density 2700 kg/m3

Poisson’s ratio 0.334
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Figure 6.8: Displacement mode shapes φ of cantilever strip (out-of-plane bending)

Table 6.2: Accelerometer positions on aluminium strip

Sensor Initial Optimised
number guess (m) position (m)

1 0.10 0.14
2 0.30 0.33
3 0.50 0.53
4 0.70 0.71
5 0.90 0.89

natural frequencies. Figure 6.10 presents the experimental mode shapes, while Figure
6.11 outputs the local error obtained for each interpolated nodal point. Results yield a
total error reduction from eR = 5.7% to eO = 3.8% for the optimal solution. Besides this
quantitative evaluation, the MAC provides another measure for validating the results for
the optimal sensor locations. Table 6.3 presents the computed MAC for analytical and
experimental mode shapes, resulting in an average MAC of 0.98 for the initial guess and
0.99 for the optimal solution.
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(a) Accelerometer positions randomly distributed

(b) Test bench

Figure 6.9: Experimental set-up of aluminium cantilever strip

Table 6.3: Comparison of mode shape pairing of aluminium cantilever strip

Mode Mode MAC MAC
number type Initial guess Optimal improvement (%)

2 2nd bending 0.979 0.991 1.2
3 3rd bending 0.986 0.986 0.0
4 4th bending 0.972 0.979 0.7
5 5th bending 0.987 0.991 0.4
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Figure 6.10: Comparison of experimental and numerical displacement mode shapes
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Figure 6.11: Error analysis of sensor placement approach

6.3 Fibre optic instrumentation

The novel DFOSS system together with FBGs was deployed on the H135 rotor blade to
collect experimental strain and blade deformation data. Here, comparisons and assess-
ments are carried out against ACC (1D) and the validated FE model. This allows the
shape sensing technology to be validated while pinpointing the pros and cons of each
instrumentation system for characterising blade dynamics.

6.3.1 Experimental methodology

OMA was carried out on the rotor blade through a series of GVTs. For each test, the
blade was excited either for 60 seconds using an RoR excitation waveform over a frequency
range of 0-100 Hz or at a single frequency (dwell test). The test set-up as presented in
Figure 6.12(a) shows that the excitation was introduced to the blade by a shaker via a
stinger that was adhered to the pitch control cuff. Although it would have been ideal to
excite the structure inboard of the equivalent flapping hinge, however, because of space
limitations the stinger could only be attached at approximately 13% rotor radius. Figure
6.12(b) shows the sensing elements, comprising ACC (1D), FBG sensor arrays and the
DFOSS sensing cable, mounted on the blade.

Five ACC (1D) as shown in Figure 6.13(a), each with its measurement axis oriented
normal to the top surface of the blade, were located along the aerofoil quarter chord
line, as was the DFOSS system. The accelerometer positions were based on the method
described in Section 6.2.2, while both fibre optic instrumentation systems with embedded
reflectors and gratings were pre-manufactured. For strain measurement, a total of six
optical fibres were used, three mounted on the top surface of the blade and three on
the bottom surface, where corresponding fibres on the top and bottom surfaces were
located at identical chordwise positions. Each optical fibre contained an array of nine
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(a) Test bench (b) Location of instrumentation

Figure 6.12: Experimental arrangement

wavelength-division multiplexed FBGs (see Figure 6.13(b)). The chordwise locations of
the optical fibres were close to the leading edge at the quarter chord line, at the half
chord position, and close to the trailing edge. The FBG strain sensors were interrogated
using a Smart Fibres SmartScan interrogator, which is capable of interrogating four
FBG arrays with up to 16 gratings each at a data rate of 2.5 kHz, allowing four of the
sensor arrays mounted on the blade to be monitored simultaneously. The FBGs, with
centre wavelengths distributed in the 1528-1568 nm wavelength band, were fabricated in
hydrogen loaded SMF-28 optical fibre. Correct bonding is important for the FBG sensors
to ensure appropriate strain transfer from the structure to the sensor. The sections of fibre
containing the FBG sensors were attached to the blade using a cyanoacrylate adhesive
and, in order to protect the optical fibres, strips of aluminium speed tape were used to
cover the length of each FBG array. Figure 6.13(d) shows a cross section of the installation
of the optical fibres on the blade.

The DFOSS system as explained in Section 3.3.2.3 within each of the three optical fi-
bres broadband low-reflectivity FBGs act as in-fibre reflectors R1 to R7 that define the
boundaries of six fibre segments that form long gauge-length interferometric strain sen-
sors. The three fibres were mounted in a custom-designed 3D printed support structure
constructed to hold the fibres in the triangular arrangement, depicted in Figure 6.14(a)
and 6.14(b). Care was taken to ensure that the corresponding reflectors R1 to R7 in all
three fibres were co-located along the length of the support structure. Appropriate pro-
cessing of the differential strains experienced by the corresponding fibre segments in the
three fibres allows the direct independent measurement of the slope angle in the flapping
and lagging directions [19], which is sampled at reflector locations R2 to R7 in Figure
6.13(c). The slope angles are determined relative to the angle of the measurement origin
of the system, which is located at reflector R1 [19]. The only assumption required to
obtain the desired shape deformation data from the measured slope angle data is the
use of an interpolation (using a cubic spline) between the sample points to permit spa-
tial integration of the slope angle. Note that this interpolation method does not require
knowledge of the underlying structure. For continuously bending structures like a rotor
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Figure 6.13: The positions of the five ACC (1D) are shown in (a), while the location
of FBG arrays is shown in (b). The DFOSS cable with the positions of the reflectors
defining the measurement sample points is shown in (c). Finally, (d) shows the the cross
section of the blade.

blade, the only consideration involved in defining the numbers of reflectors required is
analogous to the Nyquist sampling theorem in electrical engineering, requiring that the
spatial density of sample locations is sufficient to follow the expected structural bending
curves. The strains experienced by the fibre segments are interrogated using the range
resolved interferometry concept detailed in [191]. The fully-enclosed interrogation unit,
capable of acquiring data at rates up to 49 kHz, is depicted in Figure 6.14(c). In each
of the three fibres forming the cable, Figure 6.14(a), the seven low reflectivity broad-
band FBGs in each fibre were arranged, as shown in Figure 6.13(c) such that the first
three segments were each of length 0.46 m length and the remaining three segments were
length 0.92 m. A smaller spacing towards the root of the blade, where the flexbeam
was connected to the main blade, was chosen because higher slope angle changes were
expected in this region. The fibre support structure was secured to the upper surface of
the blade using aluminium speed tape. Given the geometry of the fibres in the support
structures and the strain resolution of the system, the angular measurement resolution is
≈ 0.2× 10−6 ◦Hz−0.5, approximately constant across all reflector locations R2 to R7.

6.3.2 Modal frequency comparison

Initially, the performances of the DFOSS, the FBG strain sensors and the ACC (1D) were
compared during a GVT. Each acquisition system recorded the structural response as a
time series, where the sampling frequencies were 0.25 kHz for the accelerometers, 2.5 kHz
for the FBGs and 1.5 kHz for the DFOSS system. Each sensor outputs data in a different
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(a) Cross section of the sensor
cable

(b) 3D printed DFOSS sen-
sor rod prior to installation to-
gether with an FBG sensor

(c) Fully-enclosed interrogator
unit

Figure 6.14: Detail of DFOSS system

physical unit: the accelerometers in m/s2, the FBG data comprises the wavelength shift
experienced by the grating, which is converted into strain using the conversion factor of
1.2 µε pm−1 [156], while DFOSS provides slope angle measurements that are converted
to local displacement in m using spatial integration of the interpolated slope angle curve.

The power content of the frequency spectra of the data from each technology was esti-
mated using Welch’s power spectral density (PSD) [251]. To investigate the sensitivity
of each system, in all cases an RoR shaker drive force density of 0.1 N2/Hz was chosen
with a flat distribution across the chosen frequency bandwidth of 100 Hz, equating to a
drive force of approximately 3 N RMS. As the blade was very flexible due to the absence
of centrifugal loading, this drive force was sufficient to obtain adequate data quality from
the measurements. Figure 6.15 compares the different PSDs obtained from sensors lo-
cated on the top surface at the quarter chord line at approximately 40% and 60% of the
rotor radius. While sensors ACC2 and FBG6 were used for the 40% rotor radius com-
parison, ACC3 and FBG7 provided measurements at approximately 60% rotor radius,
see Figure 6.13 for exact locations. Note that the deformations curve for the DFOSS
results can be obtained at arbitrary spatial resolution as a result of the continuous slope
angle interpolation. Therefore, the evaluation locations of 40% and 60% could be directly
selected.

The DFOSS data was separated into vertical and horizontal components, measuring
flapping and lagging movements respectively. A total of nine resonance frequencies can
be observed, exhibiting agreement of the resonance frequencies determined from each
sensing system. At approximately 60% rotor radius, the peaks of the ACC3 and DFOSS
system are more pronounced, while FBG6 is better able to capture structural modes at
approximately 40% rotor radius. Only flapping components could be detected by the
uni-axial accelerometers ACC1, ACC3, ACC4 and ACC5, while ACC2 also detected the
torsion Mode 1T. The FBG sensor array located on the quarter chord line was able
to measure only flapping modes, because the horizontal distance between the neutral
axis and the surface is close to zero. The DFOSS system, on the other hand, was able to
detect all nine resonance peaks due to its sensitivity to angular shapes (rather than surface
strain), exhibiting its ability to measure biaxial components. Although exhibiting a small
power content for Mode 1T, the DFOSS system was still able to detect the frequency of
this mode at both radial locations. Comparing the vertical and horizontal components
of the DFOSS system, a coupling between the structural modes is evident. Furthermore,
a significant flapping/lagging coupling of Mode 1F was measured, which could have been



FIBRE OPTIC INSTRUMENTATION 141

100 101 102

-160

-140

-120

-100

-80

-60

-40

-20

0

1L
1F 2L

1T 5F 6F

4F
2F

3F 7F

(a) Measurements taken at approximately 40% rotor radius
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(b) Measurements taken at approximately 60% rotor radius

Figure 6.15: Comparison of PSD measured on the top surface at quarter chord line where
the FBG (CH1b), ACC (1D), and DFOSS spectra

induced by a horizontal component of the movement of the stinger. Although the lagging
and torsional modes could not be detected by the FBGs located at the quarter chord line
in Figure 6.15, improved results were obtained from the FBGs mounted at the half chord
or close to the trailing edge, as can be seen in Figure 6.16. Measurements at the trailing
edge, CH3b and CH6b, show that both lagging and torsional modes can be captured. On
the other hand, at the half chord position, CH2b and CH5b, Modes 1L and 1T are barely
observable. This is expected from Eq. 4.4.13, which shows that the measured strain is a
function of the distance from the sensor to the neutral axis. This outcome also verifies
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the assumption that the neutral axis position for horizontal movement is approximately
at the quarter chord line. A summary of the PSD for all FBG position can be found in
Appendix H. The results indicate the potential of the use of the DFOSS sensing system
for capturing the resonance frequencies of all modes within the relevant frequency range
by collecting data at one span-wise location. It also shows the importance of distributing
the FBG arrays optimally over the surface.
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Figure 6.16: PSDs of three FBGs (FBG7) at both the top and bottom surfaces in chord-
wise direction at approximately 60% rotor radius

Accelerometers are known to have increased sensitivity for higher frequencies, while the
DFOSS system and the FBGs exhibit a flat frequency characteristic. Therefore, it can
be observed that at low frequencies the DFOSS system had the highest signal-to-noise
ratio, while ACC (1D) offered improved performance at high frequencies. A dwell shaker
test, in which the blade was excited with a constant input of 3 N at the 3rd flapping
frequency of 15.72 Hz, was performed to compare the signal-to-noise ratios. The data
obtained using the three technologies on the quarter cord line at 60% rotor radius on the
top surface are shown in Figures 6.17 and 6.18. It should be noted that, in this case, the
ACC (1D) sampling frequency was fixed at 20kHz due to software limitations. Typical
time series measurements over 0.2 seconds are presented in Figure 6.17, while Figure 6.18
shows a comparison of the PSDs calculated for this case. At this frequency, the signal-
to-noise ratios of both the ACC (1D), at 76 dB, and the DFOSS (vertical), at 79 dB, are
comparable, while the signal-to-noise ratio of the FBG, at 51 dB, is considerably lower,
as is also evident from Figure 6.17.

The natural frequencies determined experimentally and calculated from the FE model
are given in Table 6.4. As part of the uncertainty analysis, each measurement was re-
peated five times, from which a mean value was formulated and error bounds calculated.
While the obtained standard deviation is below ±0.15 Hz for most cases, there are a
few exceptions visible from the ACC (1D) and FBG results. Nevertheless, this outcome
contributes to the confidence in both, the FBG and DFOSS measurements. Furthermore,
from Table 6.4 it is evident that both FE lagging frequencies deviate from the experimen-
tally determined values. This discrepancy has to be further investigated, yet, it could
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have occurred as a consequence of the modelling approach, the test bench set-up, the
excitation direction or the age and unknown service history of the test blade.
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Figure 6.17: Time history of raw data of 3F frequency input collected at approximately
60% rotor radius
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Figure 6.18: Comparison of PSD for the 3F mode measured at approximately 60% rotor
radius

Table 6.4: Comparison of natural frequencies, along with standard deviation over 5 repeat
measurements

Mode Mode Natural frequencies (Hz)
number type FE ACC (1D) FBG (CH2) DFOSS

1 1st flapping 0.90 0.98 ±0.00 0.99 ±0.00 1.02 ±0.00
2 1st lagging 3.41 - 2.59 ±0.00 2.66 ±0.03
3 2nd flapping 4.98 5.41 ±0.08 5.41 ±0.02 5.47 ±0.02
4 3rd flapping 15.28 15.72 ±0.18 15.58 ±0.03 15.55 ±0.05
5 2nd lagging 22.72 - 18.56 ±0.23 18.51 ±0.03
6 1st torsion 28.59 28.43 ±0.00 28.11 ±0.04 28.09 ±0.04
7 4th flapping 29.98 30.03 ±0.00 30.16 ±0.04 30.17 ±0.04
8 5th flapping 52.17 51.97 ±0.31 51.77 ±0.13 51.69 ±0.15

The determined natural frequencies from the FBG and DFOSS systems are compared
against ACC (1D). Only those modes that contain a flapping component could be com-
pared, which highlights the need for triaxial accelerometers for future testing. The relative
errors between the measured frequencies are listed in Table 6.5. All natural frequencies
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are in agreement with a percentage error of less than 4.00%. With the ACC (1D) data
as the reference measurement, an average percentage error of 0.65% for the FBG system,
compared to that of 1.38% for the DFOSS system, suggests that the FBG system is able
to characterise the natural frequencies more accurately.

Table 6.5: Natural frequency error of FBG and DFOSS instrumentation systems relative
to the ACC (1D) measurements

Error (%)
Mode Mode FBG DFOSS

number type vs ACC (1D) vs ACC (1D)

1 1st flapping 1.01 3.90
2 1st lagging - -
3 2nd flapping 0.00 1.10
4 3rd flapping 0.90 -1.09
5 2nd lagging - -
6 1st torsion -1.14 -1.21
7 4th flapping 0.43 0.46
8 5th flapping -0.39 -0.54

6.3.3 Mode shape extraction

Both operational displacement and surface strain mode shapes were extracted using TDD,
while the FE displacement mode shapes and calculated strain mode shapes were used for
comparison and analysis. For the DFOSS mode shapes, an additional post-processing
step was required, because the origin of the measurement at the first reflector R1 is
located on the pitch control cuff, which can move relative to the blade mount. Unlike
the FE model and the ACC (1D) measurements, which determine the shape of the blade
relative to the fixed laboratory reference frame, the DFOSS reference frame with its origin
on the pitch control cuff itself can be moving, which results in mode shapes that are
apparently distorted. This is analogous to a camera that is mounted on the moving pitch
control cuff pointing along the blade and where the changes of the camera pointing angle
resulting from movement of the cuff would result in the extraction of apparently distorted
mode shapes, compared to an external camera viewing the blade from a fixed position.
Therefore, the angle of the origin at R1 in the laboratory reference frame is unknown
and has to be fitted as part of the correction procedure. In future implementations of
this technique, it would be advantageous to locate the origin reflector R1 of the DFOSS
sensing cable directly on the blade mount to avoid this additional processing step.

The measured DFOSS mode shapes extracted directly from TDD are plotted in Figure
6.19 as solid lines. Here, the unknown angle of the origin expresses itself though a
distortion in the mode shapes that increases linearly with the blade radius. Through a
visual fit with the FE model-generated mode shapes, shown in Figure 6.19, the value
of the slope angle of a straight line through the origin for each mode is found, which
is subsequently subtracted from the measured mode shape to correct for the movement
of the reference frame. The adjusted mode shapes and the straight lines used for the
correction are shown in Figure 6.19. It should be noted that this post-processing step is a
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natural consequence of the movement of the reference frame and would not be necessary
if R1 had been fixed. In future applications of the DFOSS method, the measurements
will be referenced to a basis with a fixed angle, for example by mounting R1 on top of
the rotor shaft, providing a stable origin.
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Figure 6.19: Measured versus corrected DFOSS displacement mode shapes

Figure 6.20 compares the displacement mode shapes predicted by the FE model with the
corrected mode shapes obtained from the DFOSS system and the mode shapes determined
from the ACC (1D) data. All mode shapes are normalised with respect to its maximum
amplitude. Generally, an agreement between the model and the measurements can be
observed. For the higher order modes, particularly for Mode 5F, the agreement seems to
be reduced, with a phase shift of the mode shape visible at higher rotor radius values.

Closer investigation shows that this phase shift is a consequence of the spatial resolution
of the DFOSS measurement and the error arising from the implemented spline interpo-
lation in the DFOSS algorithm [19]. As previously mentioned, the output of the DFOSS
system is the integration of interpolated slope angle curve, so the spatial resolution of
the slope angle measurement needs to be sufficiently high to capture all relevant angular
information. Figure 6.21 compares the angle measurements and the interpolated slope
angle curve with the first derivative of the FE mode shape. The plot shows that the ac-
tual angle measurements at locations R2 to R7 agree very well with the calculated local
FE slope values, however, the interpolated slope angle curve deviates from the FE model
between measurement points. It can, therefore, be concluded from Figure 6.21 that, in
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Figure 6.20: Comparison of normalised displacement mode shapes φ̄

the case of Mode 5F, the observed phase shift in Figure 6.20 is a result of an interpola-
tion error due to the limited number of measurement points. The spatial resolution of
the DFOSS measurement is therefore insufficient and that the density of reflectors would
need to be increased to confidently reproduce this mode shape.
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Figure 6.21: Comparison of angle measurements, the chosen slope angle interpolation
and the slope angle curve calculated from the FE model for Mode 5F

Although all natural frequencies can be identified with one straight DFOSS cable it
does not allow for full identification of the torsional mode shape. Figure 6.22 shows the
local flapping and lagging component of Mode 1T. It should be noted that both mode
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contributions in the figure are approximately equal. At least two DFOSS fibre optic
cables are required, ideally installed at the leading and trailing edges, to determine the
torsional component of Mode 1T. For surface mounting, this is only applicable in the
laboratory environment, due to the potential impact of aerodynamic flow.
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Figure 6.22: Local lagging φx and flapping φz components of Mode 1T

The FBG array mounted on the lower surface on the mid-chord line (CH5b in Figure
6.13(d)) was used to obtain the flapping and torsional strain mode shapes, while the
array on the lower surface trailing edge (CH6b in Figure 6.13(d)) was used to obtain the
lagging strain mode shapes, as these provided the highest signal-to-noise ratios. Figure
6.23 presents the comparison of the FBG-derived strain modes shapes with the strain
mode shapes ψ̄ determined from the FE model, where both strain mode shapes were nor-
malised to their maximum amplitude. General agreement can be observed, despite some
discontinuities that could be due to numerical errors generated from the second spatial
differentiation of the calculated mode shapes. This strain mode shape comparison also
validates the numerical approach as described in Section 4.4.3. Furthermore, a sudden
change in strain mode shape is evident, in particular for Mode 3F at 24% rotor radius,
approximately the location where the pitch control cuff merges with the main structure
of the blade. This behaviour is well captured by both the analytical and experimental
mode shapes and demonstrates the sensitivity of strain measurements to the exact sensor
location. This highlights the need to exercise caution when selecting the locations for the
FBG sensors and the need to verify the correct placement of the sensors on the blade.

Table 6.6 compares the MAC computed using FE and the experimentally determined
mode shapes from ACC (1D), FBG and, DFOSS systems. A match between ACC (1D)
determined mode shapes and the FE model is obtained with MAC values greater than
0.8. From the FBG measurements, an overall agreement is attained with a pairing of
MAC>0.77, except for Mode 1T where MAC=0.58. Reasons for this discrepancy, in
particular for the first strain measurement at approximately 10% rotor radius, could be
due to the FBGs ability to measure shear strain, while this is neglected for the FE model
as explained in Section 4.4. The mode shape pairing achieved with the DFOSS system
resulted in a MAC≥0.89 discounting the lower MAC value of MAC=0.78 for Mode 5F
due to the insufficient spatial resolution as previously explained.
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Figure 6.23: Comparison of normalised surface strain mode shapes ψ̄T determined by the
FBG strain measurements and the output from the FE model

Table 6.6: Comparison of mode shape pairing with FE model

Mode Mode MAC
number type ACC (1D) FBG DFOSS

1 1st flapping 1.00 0.83 0.99
2 1st lagging - 0.77 0.99
3 2nd flapping 1.00 0.80 1.00
4 3rd flapping 0.96 0.94 0.99
5 2nd lagging - 0.81 0.99
6 1st torsion 0.81 0.58 0.89
7 4th flapping 0.83 0.94 0.97
8 5th flapping 0.98 0.78 0.78

6.4 Effect of position on measurement noise

In the preceding section, it was shown that a high signal-to-noise ratio of strain measure-
ments is paramount when reconstructing the vibrational modes of interest. Measurements
close to the trailing edge yielded an improved signal-to-noise ratio for lagging modes while
flapping modes can be particularly well captured using measurements close to the quarter
chord line. Figure 6.24 shows the mode shapes reconstructed from an ideal simulation



EFFECT OF POSITION ON MEASUREMENT NOISE 149

with added Gaussian noise. The frequency spectra show clear peaks up to 30 Hz for the
ideal system, while only the first three resonance peaks are noticeable from the noisy
data. It is evident that this affects the accurate reconstruction of the higher modes, such
as Mode 3F.
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Figure 6.24: Comparison of structural response with and without Gaussian noise (ideal)

Many OSP algorithms exist to calculate the optimal sensor position, yet what seems opti-
mal in an analytical sense does not seamlessly translate into practice. Unless experimental
testing is carried out, the noise level associated with a particular acquisition system can
only be estimated. Figure 6.25 shows a comparison between frequency spectra from data
collected at the quarter chord line at 30% rotor radius for the simulated response includ-
ing Gaussian noise and the experimental results. While the resonance peak for Mode
1L is visible in the simulated frequency response, it is hidden in the experimental data
due to the low signal-to-noise ratio. This comparison demonstrates the importance of
quantifying the experimental measurement noise to avoid unfavourable sensor locations.

An engineering-based approach is proposed for determining the optimal chordwise strain
sensor location in virtue of measurement noise. It must be ensured that the sensor is
positioned where the signal-to-noise ratio is the highest. This will occur at locations with
the maximum distance between the sensor and the neutral axis. The aim is to place
the sensors so that both flapping and lagging modes can be identified. The proposed
optimisation is a two-step approach, that first calculates all possible spanwise sensor
positions at each chordwise location by applying the error minimisation approach (see
black dots in Figure 6.26). This is followed by selecting a weighting wα and wβ for the
importance of each mode, that is then incorporated into a cost function J to determine
its chordwise position:
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Figure 6.25: Comparison of frequency spectra with simulated Gaussian noise versus ex-
perimental results (CH1b) at 30% rotor radius

J = (wαc̄z − wβ c̄x)2 (6.4.1)

where the distance cz and cx are normalised ensuring that the ratio is equal:

c̄z =
cz

max(cz(x))
c̄x =

cx
max(cx(x))

(6.4.2)

If only flapping modes are of interest then wβ should be set to zero for which the sensor
would be located at the quarter chord line. Figure 6.26 displays the determined chordwise
sensor positions with wα and wβ are set to unity.

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Figure 6.26: Spanwise and chordwise sensor position using 10 sensors, wα = 1, wβ = 1

For this case, these positions are referred to as “optimal” for the remainder of this work.
This weighting results in a compromise ensuring that both flapping and lagging mode
shapes can be recovered. The final suggested distribution is given in Table 6.7, in which
the chordwise position is presented as a percentage of chord from the leading edge. This
outcome could not be validated experimentally. However, comparing these results with
the strain measurements from the GVT it is clear that the highest signal-to-noise ratio
is obtained with fibre optic cables on the rear half of the blade. It should also be noted
that attaching the FBGs at the identified location at the bottom surface is only practical
in a controlled environment, yet in-flight this might lead to undesirable effects on the
blade aerodynamics. A study on the impact of a fibre optic cable to the airflow around
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an aerodynamic profile is provided in Appendix C. For future applications, it is highly
desirable to embed the fibre optic cables with the blade structure.

Table 6.7: Optimised sensor position on the bottom surface

Sensor Spanwise Chordwise
number position (%) position (%)

1 10.12 35.00
2 22.28 35.00
3 28.85 70.00
4 37.60 69.00
5 47.20 69.00
6 56.66 69.00
7 65.28 69.00
8 76.77 69.00
9 90.14 69.00
10 97.48 67.00

6.5 Summary

This chapter compared the performances of two state-of-the-art optical fibre-based tech-
niques for characterising the structural dynamics of a helicopter blade, one based on the
measurement of strain, and the other on the direct measurement of slope angle, from
which the shape could be determined. This was achieved through a series of GVT, us-
ing accelerometers and an FE model as references. It was found that for FBG-based
strain measurements the sensitivities to the modes were dependent upon the location
of the sensor element relative to the neutral axes of the structure, suggesting that full
modal identification would require careful optimisation of the distribution of the sensors,
with knowledge of the underlying structure. DFOSS, on the other hand, by virtue of
its high sensitivity and the two-dimensional measurement capability, allowed the natural
frequencies of the flapping, lagging and torsional modes to be measured using a single
sensing cable. Furthermore, the results showed that the signal-to-noise ratio of the FBG
is considerably lower than that of the DFOSS and ACC (1D) measurements. The high
repeatability of the experimentally determined natural frequencies contributes to the con-
fidence in both FBG and DFOSS systems for characterising structural dynamics. While
the natural frequencies obtained from FBG and DFOSS are in good agreement with a
percentage error of less than 4.00%, FBG measurements provided the more accurate re-
sults when benchmarked against the natural frequencies obtained from ACC (1D) data.
On the other hand, a closer match between FE-calculated mode shapes and the DFOSS
system of MAC≥0.89 (for the first seven modes) was achieved, compared to results ob-
tained from the FBG sensors. Although the FBG strain mode shapes in flapping and
lagging direction are in agreement of MAC>0.77, a lower value of MAC=0.58 for Mode
1T resulted from the FE model limitation that neglected shear strain. The obtained
strain measurements highlighted the importance of choosing the optimal strain sensor
location to minimise measurement noise and thus achieve the highest possible signal-
to-noise ratio. Based on this finding a sensor placement algorithm was developed that
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allowed a two-dimensional spatial distribution. This outcome will be further assessed in
the rotating frame in Chapter 7. While the DFOSS system exhibits promising features
for vibration characterisation, it is yet to be determined which instrumentation system is
more sensitive for damage detection. Therefore, the presented experimental data set of a
healthy blade will be used as a baseline case for exploring the instrumentation system’s
suitability of detecting damage (see Chapter 7).



CHAPTER7
Health monitoring capabilities

Current rotor health monitoring capabilities adopted theoretical model-based methods
that are linked to measured data from track and balancing systems. Despite previous
efforts in formulating frequency-based damage indices [8], this chapter focuses on the
exploration of fibre optic instrumentation capabilities to facilitate exploitation for fu-
ture health and usage monitoring. This was done by bringing together the methods and
numerical models developed in previous chapters. The first part concentrates on the
structural identification of a healthy blade which forms the baseline case for a damage
study. Theoretical instrumentation capabilities are explored in the rotating frame while
demonstrating that the optimal strain sensor (OSS) positions (identified in Section 6.4)
provide improved results compared to randomly distributed strain sensors (RSS). Struc-
tural response due to damage is examined in the second part, while damage indices are
formulated based on the outcome of a parametric damage study. This chapter concludes
through experimental testing in the static environment, for which damage is applied to
the test blade to allow a complete discussion of the benefits of each instrumentation
system in virtue of the collected data set.

7.1 Baseline study - healthy blade

7.1.1 Input design

The main rotor model as discussed in Chapter 4 is set for ground run simulations. Strain
and displacement parameters are used to simulate FBG and DFOSS measurements to
determine structural health. The DFOSS system is presented through its biaxial displace-
ment components in flap and lag directions. The suitability of each measurement type is
discussed in the following section. The blade was excited with a pulse or frequency sweep
in collective pitch θ0. For ground testing in practice, the pulse input is a realistic option
because a frequency sweep, especially towards the higher frequency end, is hardly exe-
cutable by the pilot. Both input and output responses obtained from data at the quarter
chord line at 75% rotor radius are compared in Figures 7.1 and 7.2. For the pulse input a

153
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collective input η0 = 1% was chosen that translates to a pitch deflection θ0 = 3.7◦, while
for the frequency sweep an amplitude of θ0 = 1◦ over a frequency range 0-100 Hz was
applied for 5 seconds. Time histories of simulated displacement and strain measurements
were converted to the frequency domain using the FFT algorithm. Since the aerodynamic
damping is high, blade dynamics reach a steady-state condition 2 seconds after the pulse
input as demonstrated by the displacement and strain measurements. The displacement
response due to pilot frequency sweep input is only noticeable for the lower frequencies,
while the response is negligibly small at higher frequencies, as reflected in Figure 7.2.

The mode order of the rotating system was investigated by comparing the resonance
peaks with frequencies calculated through NASTRAN by examining the resonance peaks
of flap displacement dz and lag displacement dx (indicated through the vertical dashed
line). The first resonance peak observable from dz is the first rotor harmonic, occurring
at 6.58 Hz, and the first peak from dx is the first lagging frequency. The obtained results
are confirmed through the Campbell diagram that was presented earlier in Figure 4.13
and is illustrated in a simplified form for convenience in Figure 7.3.
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Figure 7.1: Input and output responses due to pulse input taken from simulated mea-
surements at 40% chord and 75% rotor radius

A change in mode order for 1F and 1L is expected at around 50% RPM, while a significant
switch is predicted for Mode 3F with 2L and 1T in a range between 60-70% RPM. Despite
the high aerodynamic damping, which is also the cause for a low resonance peak for
Mode 1F, the pulse input provided sufficient energy to excite the lower modes. This
is confirmed by Rammer [221] who states that for real applications this mode may not
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Figure 7.2: Input and output responses due to frequency sweep input taken from simu-
lated measurements at 40% chord and 75% rotor radius

Figure 7.3: Simplified Campbell diagram

be identified due to the large aerodynamic damping. In contrast to the pulse input,
the frequency sweep maintains the power content and therefore, an improved frequency
spectrum was achieved. Although estimations were performed in an ideal environment
(no noise) the simulation introduced discrepancies for the identified frequencies. Clear
peaks are observable for Mode 1T, 3F and 4F, there is also a peak that coincides with
the 13/rev rotor harmonic. Mode 1T has shifted possibly due to the periodic change of
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pitching moment. The frequency sweep will be used for further analysis. Apart from
being able to obtain combined local flap and lag information, strain is inherently more
sensitive compared to displacement measurements. The quality of the strain measurement
is again dependent on the chordwise strain sensor position. Figure 7.4 demonstrates that
at different spanwise locations (30% and 75% rotor radius) and chordwise positions some
of the modes are captured better than others. A clear resonance peak is perceived at 30%
rotor radius at the 60% chord position, while the Mode 4F peaks are more pronounced
at other chordwise locations. At 75% rotor radius strain readings at 60% and 80% chord
capture both lagging modes (Mode 1L and 2L), while other modes are less pronounced
(Mode 1F and 3F). This outcome demonstrates the need for locating strain sensors at
suitable chordwise positions.
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(b) Measurements taken at 75% rotor radius

Figure 7.4: Frequency spectra of simulated strain measurements



BASELINE STUDY - HEALTHY BLADE 157

7.1.2 Analysis of modal properties

Frequencies were estimated from time histories using the subspace identification algo-
rithm developed by Yusuf [252], while mode shapes were obtained with the TDD tool.
Stabilisation diagrams were produced (see Figure 7.5) for numerical displacement and
strain measurements taken at 40% rotor radius. A comparison is done between RSS and
OSS positions. RSS reads numerical data from the quarter chord line in a straight line
along the entire span, while OSS positions were determined in the previous Chapter (see
Figure 6.26).

The stabilisation diagrams only show the stable poles also called physical poles, while the
unstable ones are omitted. The latter stem from numerical errors through the mathemati-
cal algorithm [252]. Despite this, no unstable poles can exist as the blade is aeroelastically
stable in hover. From Figure 7.5(b) it is evident that most stable poles for modes of in-
terest are found from the OSS measurements, while a relatively high number of unstable
poles are obtained for dx and RSS positions. Although a clear peak is noticeable in the
FFT plot for higher modes, the small amplitude of the measured time history1 leads to
numerically unstable poles. From the strain readings, on the other hand, stable poles are
obtained for all modes of interest, particularly for OSS. From the dz stabilisation diagram
a higher number of stable poles are obtained for the first rotor harmonic than for the first
flapping mode, while highlighting that Mode 1L, 2L and 1T cannot be clearly identified.

A comparison of extracted frequencies with estimation errors are shown in Table 7.1
demonstrating that the selected chordwise sensor positions allow 4.8% more accurate es-
timation of modal frequencies. Although similar results are obtained from both numerical
strain readings, it is expected that the accuracy of measurements taken at 40% chord will
decrease in the realistic noisy environment. Although these results show the importance
of selecting the correct sensor positions in virtue of neutral axis distance, the determined
strain sensors as shown in the previous chapter are valid only for the non-rotating case.
Centrifugal stiffening considerably alters the modal properties. For the deployment of
permanent fibre optic instrumentation systems the sensor positions need to be suitable
for static and rotating cases if the structural health is to be determined. An example
of how identified strain sensor positions change with increasing RPM is demonstrated in
Figure 7.6. Furthermore, mode shapes will continuously change due to variable aerody-
namic loading environment. Therefore, defining an optimal set of sensor locations will
be valid only for a certain set of flight conditions. The problem is further exacerbated
because, over a certain period of time, the structure will undergo changes due to ageing,
loss of stiffness of composite material and potential damage.

1The full-time history is needed as input to the subspace identification algorithm.
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(a) Displacement measurements dz and dx
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(b) Strain measurements µεT

Figure 7.5: Stabilisation diagrams of simulated displacement and strain measurements
(only stable poles are shown)

Table 7.1: Comparison of identified rotating natural frequencies from simulation

Mode Mode Frequency (Hz) Error (%)
number type FE Disp. RSS OSS Disp. RSS OSS

1 1st lagging 7.30 - 7.23 7.10 - -0.90 -2.80
2 1st flapping 8.99 8.60 8.46 8.61 -4.53 -6.21 -4.50
3 2nd flapping 21.27 21.19 21.22 21.20 -0.38 -0.24 -0.32
4 2nd lagging 29.01 - 29.32 28.96 - 1.06 -0.15
5 1st torsion 32.20 - 34.05 34.03 - 5.45 5.39
6 3rd flapping 43.39 44.24 43.55 43.58 1.92 0.37 0.45
7 4th flapping 59.71 60.05 60.02 59.98 0.57 0.52 0.46
8 5th flapping 69.94 69.87 69.77 69.83 -0.10 -0.24 -0.16

average |1.50| |1.87| |1.78|
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Figure 7.6: Sensor placement locations under the effect of centrifugal stiffening

7.2 Parametric damage study

Lack of experimental operational in-flight data makes it difficult to extract a meaningful
damage index. Relevant literature focuses on the development of algorithms for damage
localisation, while only a few researchers have adopted criteria for rating a blade as dam-
aged, based on rotor track and balance procedures [117]. Since such data is incorporated
into HUMS and is one of the few factors that allow the classification of a faulty blade,
it appears to be the only available measure that could be used as a damage criterion.
Malfunctions are detected during periodic inspection, especially that of the rotor blade
and replaced as necessary. This can be achieved by following these steps:

1. identification of damaged blade,
2. localisation of damage and,
3. determination of whether the blade is still serviceable.

As reported by the survey participants in Chapter 2, damage caused by FOD or erosion
was often not noticeable in flight. This fact poses some interesting challenges for the
instrumentation systems and post-processing: whether the instrumentation system is
sensitive enough to detect small structural changes and if it is distinguishable? While a
number of common damage types are reported in Chapter 2, water ingress was selected
for this study and was modelled through lumped masses. The survey highlights that
water ingress was experienced 10 times out of the 105 reported damage events and in
all 10 cases, the pilot was aware of the damage. Furthermore, this type of defect can
be easily recreated in a controlled laboratory environment without impairing the blade.
The lumped masses were located at the quarter chord line and varied along the length
of the blade while increasing the ingress levels size from 0.01 - 0.51 kg. Since the FE
model is a piece-wise linear approximation, while the real test blade is non-linear, an over
prediction of the structural response is expected. Although the weight of the simulated
water is exaggerated, it provides a map highlighting which damage combination would
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result in a classified faulty blade, determined through a damage criterion. This was
achieved by investigating the following:

1. change of modal properties for the static and rotating environment and,
2. structural response characteristics in the rotating environment.

It was assumed that one blade is damaged, while the others remain healthy.

7.2.1 Impact of damage on structural response

Modal analyses for the static and rotating environment were carried out for each damage
case to determine the frequency sensitivity ∆f with the following equation [253]:

∆f =

(
f ∗

f

)
− 1 (7.2.1)

where f is the healthy natural frequency, while f ∗ is the natural frequency of the damaged
structure. In the following study, the subscript s stands for non-rotating frequency, while r
represents the frequencies of the stiffened structure caused by centrifugal and aerodynamic
loading. Figure 7.7 shows the change of non-rotating frequency with damage size and
location for the first eight modes. It is evident that the changes in frequency are highly
non-linear in particular for the higher modes (4F and 5F). In the rotating frame, it is
noticeable that Mode 1F and 5F are considerably stiffened by centrifugal force. A similar
trend is seen for Mode 3F and 4F in the rotating frame. Mode 1T exhibits an increased
change in the area 20-50% rotor radius compared to the non-rotating frequency due to
the applied pitching moment.

Investigation of structural response characteristics in the rotating environment are cal-
culated through the absolute difference in tip deviation δztip:

δztip = ztip − z∗tip (7.2.2)

where ztip is the total dip displacement for the healthy case, and z∗tip represents the
damaged case. Figure 7.9 also shows that the change in tip deviation is also highly non-
linear with damage size and location, especially for the higher load cases towards the
blade tip. This trend is similar as the frequency variation for the higher modes. The
analysis also shows that some damage cases result in decreased rather than increased tip
displacement.
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Figure 7.7: Non-rotating frequency change ∆fs with damage size and location

7.2.2 Effect of damage on sensor configuration

The purpose of OSP algorithms is to recover strain or displacement mode shapes as
accurately as possible. OSP based on the healthy state will differ from that obtained when
damage occurs. This consequently would lead to a decrease in accuracy of reconstructed
mode shapes of the damaged structure. Figure 7.10 compares the change of Mode 4F
surface strain mode shape for the smallest and largest damage cases. Little change was
observed for the other modes.

Figure 7.10: Comparison of Mode 4F normalised surface strain mode shape ψ̄T
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Figure 7.8: Pre-stressed (centrifugal and aerodynamic loading) frequency change ∆fr
with damage size and location
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Figure 7.9: Blade tip response with damage size and location

Figure 7.11 summarises the variations for each of the ten sensor positions. Overall the
effect of damage to change in optimal sensor configuration is negligibly small, yet a trend
is observable for sensors 6 - 8. It is envisaged that small structural defects would not
alter the optimal sensor position significantly. Large defects would be noticed by the pilot
through changes in vibrations or noise (see Chapter 2).
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Figure 7.11: Variation of strain sensor position to damage

7.2.3 Structural identification of blade damage

The numerical example presented within this section uses modal property data from the
damage case where 0.51 kg was attached at the blade tip. A change in modal properties
was investigated from numerical strain and displacement readings. Figure 7.12 compares
the frequency spectra for each simulated deflection in the flap and lag directions and
axial surface strain. A shift in frequency is evident, in particular for Mode 1T. While
changes to Mode 2L are noticeable from the strain measurements, a pronounced peak is
observable from both displacement measurements.

Figure 7.13 presents the stabilisation diagram and a similar trend to the healthy case is
obtained with the difference that Mode 2L can be determined, while Mode 3F and Mode
5F contain a large number of unstable poles. This result is also reflected in Table 7.2 in
which the error between the identified and FE frequencies is determined. Furthermore,
the absolute average error from the selected strain sensor positions results in the smallest
value. Figure 7.14 compares the displacement mode shapes obtained from the peaks,
while the mode shapes for the remaining modes could not be identified due to the same
reasons as explained in the preceding section. A comparison of mode shapes at the
random sensor locations is shown in Figure 7.15. A visual inspection and comparison of
both displacement and strain mode shapes makes it evident that strain is more sensitive
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to the damage, while not all displacement modes could be identified through subspace
identification algorithms.
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Figure 7.12: Comparison of frequency spectra for damaged and healthy case taken from
simulated measurements at 40% chord and 75% rotor radius

Table 7.2: Comparison of identified rotating natural frequencies with damage case 0.51
kg attached to blade tip

Mode Mode Frequency (Hz) Error (%)
number type FE Disp. RSS OSS Disp. RSS OSS

1 1st lagging 7.12 - 7.30 7.24 - 2.40 1.66
2 1st flapping 8.90 8.57 8.56 8.58 -3.85 -3.86 -3.69
3 2nd flapping 21.00 21.21 21.22 21.21 0.99 1.00 0.98
4 2nd lagging 28.31 27.58 27.54 27.54 -2.65 -2.79 -2.78
5 1st torsion 32.25 - 33.10 33.06 - 2.58 2.74
6 3rd flapping 42.97 - 43.52 43.54 1.27 1.30
7 4th flapping 57.12 58.71 59.89 59.85 2.71 4.63 4.57
8 5th flapping 69.46 - 69.77 69.80 - 0.44 0.49

average |2.55| |2.37| |2.24|
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(a) Displacement measurements d∗z and d∗x
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(b) Strain measurements µε∗T

Figure 7.13: Stabilisation diagrams of simulated displacement and strain measurements
of the damaged blade (only stable poles are shown)
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Figure 7.14: Comparison of numerical normalised displacement mode shape φ̄ for healthy
and baseline case at 40% chord
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Figure 7.15: Comparison of numerical normalised surface strain mode shape ψ̄T for
healthy and baseline case at 40% chord

7.2.4 Definition of a damage index

The damage criterion used in this study is based on the H135 track and balancing pro-
cedure that specifies permissible tip height deviation of ± 5 mm for ground runs and
hover close to ground [254]. A blade is considered as unsuitable for service if this track
deviation limit is exceeded assuming that it is not possible to remove the problem by
further track and balance work. Furthermore, it is considered that this criterion is valid
for a set of blades that previously matched their dynamic characteristics. Further details
of the track and balancing procedure are presented in Appendix F. Although relevant
literature provides suggestions for damage detection, it is difficult to quantify damage for
out-of-service conditions without experimental evidence. Here, an attempt is made to
provide insight into different damage indicators, highlighting the most promising index.
Adopting the chosen criterion a matrix plot was created that indicates which damage
event caused the blade to exceed the aforementioned limits. Figure 7.16 highlights that
even for 0.51 kg not all locations resulted in an out of limit condition. The reason for
this behaviour stems from the highly non-linear frequency distribution especially that of
Mode 3F and 4F.

Permanently installed sensors can permit the recording of strains or displacements over a
period of time, from which modal properties could be extracted. Discussions in Chapter 3
highlight the effectiveness of curvature mode shapes or strain energy methods for damage
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Figure 7.16: “Out-of-bound” map for selected damage criterion

localisation. Here, three damage metrics are proposed to achieve a distinction between
damaged and healthy blades, related to changes in frequency, mode shapes and RMS
calculated from time history data. The frequency damage index (FDI) is determined as
follows:

FDI =
m∑
j=1

(100∆f 2
j ) (7.2.3)

where j is the jth mode, m represents the total number of identified modes and ∆f is
obtained from Eq. 7.2.1. Although a damage index based on frequency change is not
ideal (discussed in Chapter 3.2.2), the squared term ensures that only the sensitive modes
dominate the index. A mode shape damage index (MDI) is introduced that calculates
the differences in mode shapes between healthy and damaged cases:

MDI =
1

p

p∑
k=1

m∑
j=1

(
η∗2kj − η2

kj

η∗2kj

)
(7.2.4)

where η = φ or ψ depending on which type of mode shape is being analysed and p is the
maximum number of sensors. Finally, the variance damage index (VDI) is formulated
using the RMS from the time history and is defined such that:

VDI =

√√√√ 1

p+N

p∑
k=1

N∑
t=1

(
xkt −

1

p+N

p∑
k=1

N∑
t=1

x∗kt

)2

(7.2.5)

where x is the healthy baseline time history measurement, while x∗ represents the mea-
surements on the damaged case. N is the total number of samples. These indices were
calculated for each of the damage combinations and the results are presented in Figures
7.17 - 7.19 where the black lines indicate the area that resulted in the “out-of-bound”
condition. The suitability of the proposed damage indices will be assessed by its ability
to predict the out-of-bound area. For this study, it is assumed that the number of sensors
is equal to the number of structural nodes. Figure 7.17 presents the FDI for static and
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rotating case. In both cases, the out-of-bound area at the tip is predicted, yet for the ro-
tating case, the effect on frequency is more pronounced. Frequency is a global structural
property, and this outcome suggests that the change in frequency is negligibly small to
detect out-of-bound behaviour. Hence, for this purpose, it is superfluous to investigate
differences between frequencies obtained from displacement or strain measurements.
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Figure 7.17: Frequency damage index, FDI

A similar trend as above is observed for the MDI for both displacement and strain mea-
surements, while the strain mode shape seems to be more sensitive for damage at the
tip. Figure 7.19 compares the VDI determined from displacement and strain measure-
ments. It clearly points out that displacement measurements capture the out-of-bound
area significantly better than strain readings, as the chosen criterion and displacement
measurements have the same units.
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Figure 7.18: Mode shape damage index, MDI
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7.3 Experimental damage test case

7.3.1 Sensor performance to damage

The final part of this research work aims to conclude some of the benefits of each in-
strumentation system in the experimental environment by linking it to results from the
numerical damage study. Challenges, such as measurement uncertainty and measurement
noise could lead to inaccurate interpretation of damage, that is particularly the case for
small defects such as fibre breakage. A significant change in frequency shift has to be
evident to confidently detect damage from a global perspective; if this is to be used as
damage criteria. Therefore, it is important to formulate a meaningful and sensitive dam-
age index. This section begins by providing some insight into global property change due
to damage after the proposed damage indices are applied.

Damage was introduced to determine the instrumentation system’s suitability for detect-
ing a difference in dynamic characteristics. Two damage cases were applied by attaching
a 0.5 kg mass piece at 75% rotor radius at the quarter chord line (damage case D1, Fig-
ure 7.20(a)) and close to the trailing edge at the same radius position (damage case D2,
Figure 7.20(b)), as illustrated in Figure 7.20.

(a) Damage case 1 (b) Damage case 2

Figure 7.20: Schematic diagram of damage location using a mass piece of 0.5 kg located
at 75% rotor radius

The RoR was repeated so that the damage events could be compared with the healthy
baseline case as presented earlier. Due to the added mass, a frequency shift towards the
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lower frequency spectrum is expected. It was found that the introduced damage pre-
dominately affected the higher frequencies, while the damage is not necessarily reflected
in a mode shape change. Figure 7.21 shows the PSD covering the frequency range of
Mode 1T and 4F recorded at 60% rotor radius. While a frequency shift is evident in
particular for Mode 4F, a change in peak amplitude indicates a change in mode shape
such as observable from the FBG measurements. From previous results, it is evident that
FBGs located towards the trailing edge exhibit a higher signal-to-noise ratio for lagging
and torsional modes. Therefore, the PSD obtained from FBG measurements (CH6b)
indicating a frequency shift of Mode 1T, while only a small resonance peak is observable
for the DFOSS system.

Figure 7.21: PSD limited to the frequency range between Mode 1T and Mode 4F at 60%
rotor radius

Table 7.3 compares the change of frequency ∆f for D1 and D2 and it is clear that the
damage located close to the trailing edge introduces a higher torsional frequency change.
∆f determined from all acquisition systems is in the same order of magnitude for Mode
4F, while there is a significant difference for the remaining modes. Changes for Mode
1L due to both damage cases are evident from the FBG and DFOSS measurements,
while D1 mainly affects Mode 2L that is captured by both FBG and DFOSS. For D2 a
significant frequency shift for Mode 1T is predicted from the FE model. This seems to
be overpredicted by a factor of 1.6 based on measurements from the FBG system. This
is expected through modelling assumptions, as explained in Section 7.2.

Table 7.3: Change of frequency due to damage case 1 and 2

Mode Mode type ∆f (%) - D1 ∆f (%) - D2
number type FE ACC (1D) FBG DFOSS FE ACC (1D) FBG DFOSS

1 1st flapping -1.33 0.00 0.00 0.00 -1.33 3.33 0.00 0.00
2 1st lagging -1.27 - 5.88 -15.09 -1.27 - 5.88 -20.75
3 2nd flapping -0.17 0.56 0.00 0.88 -1.40 -1.70 0.00 0.00
4 3rd flapping -1.30 -0.40 -0.98 -1.79 -1.39 -0.20 -1.47 -1.49
5 2nd lagging -0.08 - 2.94 -9.02 -0.33 - 1.68 -0.98
6 1st torsion -0.66 0.00 -0.27 0.00 -6.20 -0.64 -3.80 -0.17
7 4th flapping -2.40 -2.22 -2.28 -2.46 -2.38 -2.53 -1.77 -2.77
8 5th flapping -0.56 -1.53 -1.03 0.56 -0.57 -0.59 0.15 0.93

average |0.97| |0.79| |1.67| |3.73| |1.86| |1.50| |1.84| |3.39|
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A change in MAC between the healthy and damaged case is calculated as follows:

∆M = (1−macjj)100% (7.3.1)

where macjj is the diagonal term of the MAC matrix for the jth mode. Results as listed
in Table 7.4 yield an overall small percentage change ∆M , while the FE model only
predicts differences for Mode 2L, 1T and 4F. The mode shapes obtained from the FBG
system (CH5b for flapping and torsional modes, and CH6b for lagging modes) result in
an overall higher difference of mode shape correlation. Since FBGs measure strain along
their longitudinal axis, they are capable of measuring shear strain that could be induced
due to torsion. The favourable FBG measurement location close to the trailing edge
results in high sensitivity for this type of damage. On the contrary, the ACC (1D) and
DFOSS systems are located close to the quarter chord line which is also approximately
the centre of rotation of the structure and hence, little change in mode shape is evident.

Table 7.4: Change of MAC due to damage case 1 and 2

Mode Mode type ∆M (%) - D1 ∆M (%) - D2
number type FE ACC (1D) FBG DFOSS FE ACC (1D) FBG DFOSS

1 1st flapping 0.00 0.25 5.86 0.00 0.00 0.22 6.32 0.00
2 1st lagging 0.00 - 19.05 0.02 0.00 - 19.96 0.04
3 2nd flapping 0.00 0.00 1.68 0.00 0.00 0.00 1.27 0.00
4 3rd flapping 0.00 0.04 2.29 0.02 0.00 0.15 2.16 0.01
5 2nd lagging 0.12 - 7.18 1.45 0.50 - 11.49 0.93
6 1st torsion 0.74 1.93 2.28 0.97 24.97 5.06 4.26 1.31
7 4th flapping 0.06 1.96 1.19 1.26 6.34 0.04 1.87 1.13
8 5th flapping 0.00 0.36 1.73 2.32 0.00 0.15 3.79 1.68

average |0.12| |0.76| |5.16| |0.76| |3.98| |0.94| |6.39| |0.64|

The change of strain mode shape is presented in Figure 7.22 comparing both damage cases
with the healthy baseline case (H) and to the numerical model, labelled as FE H. Other
than the frequency shift that is a global damage indicator, strain mode shape provides
some insight into local structural change. A spanwise shift in maximum amplitude from
40% to 30% rotor radius is evident from both lagging modes that are a result of the added
weight at 75% rotor radius. This change is also reflected by ∆M but it does not give any
indication about the size and location of the damage. The displacement mode shapes
obtained from ACC (1D) and DFOSS systems are shown in Figure 7.23 highlighting the
largest difference for Mode 1T and 4F.

The damage case study showed that FBG sensors are more sensitive to damage predom-
inantly because of its measurement location and ability to measure shear strain. The
performance of the DFOSS system needs to be investigated further by mounting it to
different chordwise locations. The presented data proves that the instrumentation system
is capable of detecting a global system property change due to damage, although some
damage detection algorithms have to be used for identifying its location. However, the
aim of such an instrumentation system for in-flight operation is to provide information
about overall system behaviour, while at the same time collect valuable information for
the wider research community. Furthermore, the instrumentation system needs to be
applied to a full-scale helicopter to demonstrate the capability of this technology in a
realistic rotating environment.
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Figure 7.22: Normalised surface strain mode shape ψ̄T due to damage

7.3.2 Application of damage index

The damage indices proposed earlier were calculated using the measurements taken from
the experimental damage cases. Only FDI and MDI are determined and are listed in
Table 7.5. Since experimental data was collected under RoR excitation input, VDI would
not provide any meaningful results unless a large database for healthy configuration is
collected. From these results, one can determine which instrumentation system is the
most sensitive one for the specific damage. Currently, no clear conclusion can be made
for which damage index is more suitable for damage detection. Instead, an analogy has to
be made with previously analysed data, while linking it with results from the parametric
study.

Table 7.5: Comparison of FDI and MDI for damage test case 1 and 2

Sensor Damage type
system D1 D2

FDI
FBG 54.98 53.82

DFOSS 313.75 435.02

MDI
FBG 0.117 0.133

DFOSS 0.0271 0.0181
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Figure 7.23: Normalised displacement mode shape φ̄ due to damage

Some interesting results are obtained that are already reflected to a certain degree in
Tables 7.3 and 7.4. The large FDI value for DFOSS system implies that it is more
sensitive in picking up frequency changes, while a lower signal-to-noise ratio of FBG
measurements could have influenced the results. Any large deviation is amplified through
the squared term in Eq. 7.2.3. Results obtained for MDI indicate that the DFOSS value
is an order of magnitude smaller than from the FBG, demonstrating the high sensitivity
of strain mode shapes to damage. This finding is also confirmed to some extent through
the parametric study. As an outcome of this damage study, it is concluded that DFOSS is
more suitable for detecting a change of frequency, while it is evident from the numerical
and experimental studies that strain mode shapes are more sensitive to damage than
displacement mode shapes. This suggests a hybrid DFOSS and FBG system for future
health and usage monitoring systems.

Yet, the presented study is a preliminary and simple case. For practical applications,
unsteady flight conditions associated with unsteady aerodynamics and asymmetric rotor
blade loading will make the determination of blade health far more challenging. However,
it is anticipated that an in-depth study using real data will open up future pathways for
determining substantial damage indices.
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7.4 Summary

The beginning of this chapter explored the theoretical challenges of deploying both fibre
optic instrumentation systems in the rotating environment, for a healthy and damaged
case. This was followed by a parametric damage study that showed a highly non-linear
behaviour of modal properties to damage, particularly for the higher frequency modes.
Modal property identification was discussed based on simulated displacement and strain
measurements. It was found that the small time history amplitude of displacement mea-
surements (compared to strain) resulted in difficulties of identifying all modes of interests.
Furthermore, numerical results demonstrated that the optimal strain sensor positions pro-
vided improved results compared to random distribution for the rotating frame. Chal-
lenges associated with optimal sensor placement under the effect of centrifugal stiffening
or damage through added mass were studied. This underlines the limitation that optimal
sensor positions are only valid for a particular loading condition.

Although it is difficult to quantify damage indices without experimental evidence, this
work utilised model-based methods by focusing on the exploration of different damage
indicators for future data collection. These were based on the outcome of the parametric
damage case study by adopting a damage criterion based on admissible tip deviation
taken from standard track and balancing procedures. Numerical (rotating frame) and
experimental (static frame) investigation of these damage indices demonstrated a high
sensitivity of strain mode shapes to damage, while the DFOSS was more suitable for
detecting changes in frequencies. Therefore, the outcome of this research work suggests
a hybrid DFOSS and FBG system for future health and usage monitoring capabilities.



CHAPTER8
Conclusions and future work

Technological advancements and improved safety regulations in helicopter design over
the last century have led to helicopter operations becoming significantly safer. A low
statistical accident rate involving main rotors is reflected through the rigorous approach
the rotorcraft design community has enforced for rotor blades in combination with ad-
vanced modelling techniques. Nevertheless, researchers and practitioners spend much
effort in integrating theoretical methods with rotor health monitoring systems by using
the limited data available from track and balancing procedures and flight tests. Since the
maintenance sector still relies on traditional servicing methods, it is believed that rotor
HUMS could be a promising tool for supporting the maintenance actions, and further
contribute to condition-based maintenance for reducing operational cost and improving
aircraft availability. It is evident that all technical areas lack operational in-flight blade
deformation data that is limiting today’s rotorcraft design community from making signif-
icant improvements. Yet, technological advancements in fibre optic sensor technology are
now presenting an opportunity to monitor blade dynamics in operational environments
and in doing so, potentially furthering our understanding of blade dynamics. Therefore,
the aim of the work presented in this thesis was to explore the capabilities of fibre optic
instrumentation systems to facilitate exploitation for future health and usage monitoring.

The purpose of this chapter is to summarise the key conclusions and discuss their impli-
cations in the wider context of the aims of this research. Areas of future work and the
key contributions to knowledge are also presented together with a list of how the results
from this research effort were disseminated.

8.1 Summary of findings

A survey carried out to obtain a view of main rotor blade damage occurring in service and
their impact on today’s helicopter operations highlighted the reliability of rotor blades in
the harsh operating environment. Feedback presented from the participants confirmed
widely accepted beliefs, such as the fact that visually identifiable rotor blade damage

175
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is often directly sensed by the pilot through increased vibration or noise, while internal
damage often goes unnoticed in flight and can be hard to detect, even during maintenance.

The outcome of this survey together with statistical data highlighted the dichotomy
faced by designers and rotorcraft engineers who have a choice: to either follow a reactive
strategy based on operational experience or a preventative approach based on technolog-
ical trends. Nevertheless, a review of historic and current research efforts spent towards
blade health monitoring, advanced mathematical modelling and instrumentation tech-
niques suggested a growing interest in the rotorcraft community for operational in-flight
blade measurements. Currently, only a limited amount of operational data collected dur-
ing track and balancing procedures can be linked with model-based methods for damage
identification and prognostics for rotor HUMS. It was found that most measurement
systems are only applicable in controlled laboratory environments or usable for a limited
number of flight tests, while recent advances in fibre optic instrumentation show potential
for in in-service operation applications. Furthermore, the need for shape measurements
was identified due to the extensive research interest in converting strain to displacement,
while eliminating dependence on structural information.

Based on a review of existing aeroelastic modelling techniques, a compromise had to be
made between the versatility of modelling capabilities and the computational efficiency,
particularly for detailed damage study. An industrial structural modelling approach was
proposed that was linked with a quasi-steady dynamic inflow model together with blade
momentum theory. Unavoidable numerical errors and lack of detailed structural knowl-
edge highlighted the difficulties in accurately predicting surface strain. Despite uncertain-
ties in material properties and simplifications within the structural modelling approach,
experimental testing showed significant predictive capabilities for both displacement and
strain estimation. A sensitivity study was carried out to predict the effects of changes
in structural properties on structural dynamics and to estimate uncertainty bound for
surface strain due to the uncertainty of the neutral axis position.

Structural modal properties were updated in virtue of experimental test results. A multi-
step indirect finite element model updating approach was proposed that targeted the
modes of interests in isolation via specific weighting factors. An assessment of updating
parameters was carried out by adopting a modal assurance criterion sensitivity in addition
to the commonly used eigenvalue sensitivity. Challenges associated with updating a finite
element model defined by a large parameter set and strongly coupled structural modes
were addressed by trading off the achieved accuracy with the computational cost.

The outcome of FBG and DFOSS measurements from a series of ground vibration tests
showed the potential for measuring blade dynamics and provided a complete experimental
data set characterising a healthy bearingless main rotor blade. The DFOSS measurement
approach was also validated, while the capabilities of fibre optic sensors were addressed by
pinpointing the benefits of each instrumentation system. Pros and cons identified through
experimental testing are summarised in Table 8.1. Note that the limitations mentioned
for DFOSS can be significantly improved by addressing these in the development of the
next DFOSS generation.

The obtained strain measurements highlighted the importance of choosing the optimal
strain sensor location to minimise measurement noise and thus achieve the highest pos-
sible signal-to-noise ratio. Based on this finding a sensor placement algorithm was devel-
oped that allowed a two-dimensional spatial distribution. Numerical and experimental
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Table 8.1: Comparison of pros and cons of FBG and DFOSS

FBG DFOSS
Description YES NO YES NO

detailed structural model is required x x
output of displacement in two dimensions x x
prediction of structural loading x x
local torsion measurement x x
continuous measurements x x
ease of installation (tape) x x
straight fibre optic cable sufficient for x x
characterising structural dynamics
optimal distribution of sensors needed x x

results demonstrated that the optimal strain sensor positions provided improved results
compared to random distribution for both, static and rotating frame. Challenges associ-
ated with optimal sensor placement under the effect of centrifugal stiffening or damage
through added mass were studied. This underlines the limitation that optimal sensor
positions are only valid for a particular loading condition.

Having assessed the fibre optic instrumentation system in the static environment, theo-
retical capabilities were explored in the rotating frame for healthy and damaged cases.
Modal property identification was discussed based on simulated displacement and strain
measurements. It was found that the small time history amplitude of displacement mea-
surements (compared to strain) resulted in difficulties of identifying all modes of interests.
A parametric damage study showed a highly non-linear behaviour of modal properties to
damage, particularly for the higher frequency modes. Although it is difficult to quantify
damage indices without experimental evidence, this work utilised model-based methods
by focusing on the exploration of different damage indicators for future data collection.
These were based on the outcome of the parametric damage case study by adopting a
damage criterion based on admissible tip deviation taken from standard track and balanc-
ing procedures. Numerical (rotating frame) and experimental (static frame) investigation
of these damage indices demonstrated a high sensitivity of strain mode shapes to damage,
while the DFOSS was more suitable for detecting changes in frequencies. A summary of
damage detection capabilities is given in Table 8.2. Although Table 8.1 highlights the
benefits of DFOSS, strain is very sensitive to damage especially due to its capability of
measuring shear strain. Therefore, the outcome of this research work suggests a hybrid
DFOSS and FBG system for future health and usage monitoring capabilities.

Table 8.2: Sensitivities of damage detection capabilities in the static and rotating frame

Theoretical (rotating) Experimental (static)
Damage Strain Disp. FBG DFOSS

index YES NO YES NO YES NO YES NO

FDI x x
MDI x x x x
VDI x x
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8.2 Contributions to knowledge

The contributions to knowledge identified and attributed to the work presented here can
be summarised as follows:

1. Foundations were laid by linking the need for rotor blade measurement systems
between designer, maintainer and operator. This was achieved through a survey
that provided a view of main rotor blade damage occurring in service and the cor-
responding impact on today’s helicopter operations that was further complemented
by an extensive literature review.

2. A multi-step indirect finite element model updating technique was proposed that
targeted modes of interest in isolation. An assessment of updating parameters was
carried out by adopting a modal assurance criterion sensitivity in addition to the
commonly used eigenvalue sensitivity.

3. The novel DFOSS was deployed to a BMR blade to assess sensor performance in a
non-rotating laboratory environment and compared with the FE model and other
commercially available instrumentation systems.

4. The effect of chordwise strain measurements was investigated that allowed the se-
lection of strain sensor locations from theoretical and practical points of view.

5. A discussion was given that pinpointed the benefits of FBG and DFOSS measure-
ments for deployment on complex structures, both for numerical and theoretical
exploration. Experimental data collection from GVTs of a healthy BMR blade was
obtained. Recommendations were given with regards to the fibre optic instrumen-
tation system’s sensitivity to damage.

6. Future rotor HUMS based on fibre optic sensing technologies require the develop-
ment of a hybrid FBG and DFOSS instrumentation system.

8.3 Recommendations for further work

The work carried out in this thesis has mainly focused on exploring fibre optic instrumen-
tation systems in a laboratory environment. While promising results were obtained, it is
crucial to test such systems in the rotating frame. Furthermore, the use of sophisticated
simulation frameworks is essential for furthering the exploration of fibre optic instrumen-
tation systems in a theoretical sense. The presented computational framework is based
upon simplifications and assumptions and the main recommendation would be to improve
the simulation fidelity. In general, this work provides a glimpse into the potential future
health and usage monitoring, and throughout this research more questions were raised
than answered. The key areas of further work are identified as follows:

1. A higher fidelity structural model should include shear strain for more accurate
prediction of surface strain.
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2. The aeroelastic modelling capabilities have to be improved by implementing a higher
fidelity aerodynamic model, linking the current computational framework of the
main rotor to other helicopter components, such as tail rotor or fin, and establish
a full 6 DOF flight dynamic model.

3. Sophisticated aeroelastic and flight dynamic models would allow the exploration of
how in-flight blade deformation measurements could impact wider research areas,
such as the investigation of blade flexibility on rotorcraft flight dynamics discussed
in Reference [255]. Moreover, the development of novel flight control design methods
that take into account live blade information is another potential exploitation route.

4. For the realistic prediction of damage to the overall aircraft behaviour, aspects
related to human factors need to be considered as explained in Chapter 2.

5. A two-dimensional theoretical sensor mapping approach is needed that considers the
inclusion of shear strain. Measurement noise should be extracted and implemented
for theoretical predictions. Furthermore, this research work did not consider the
identification of torsional behaviour, so focus should be put into this area. Moreover,
it is suggested that at least two DFOSS cables are deployed, ideally installed at the
leading and trailing edges.

6. Testing of DFOSS and FBG in the rotating frame is necessary. This will be done
as part of the project BladeSense [190] on a working helicopter during ground runs.

7. While the deployment of hybrid FBG and DFOSS for future rotor HUMS is needed,
it is highly desirable to embed fibre optic instrumentation system inside the struc-
ture to avoid effects on blade aerodynamics. This poses new challenges in terms
of installation, manufacturing processes and interfacing of acquisition systems with
the aircraft systems. Particularly important is the repeatable and precise sensor
installation within each rotor blade to avoid false damage detection. In addition,
the current battery-driven interrogators will have to be replaced to remove the de-
pendency on the external power source or battery-driven systems, for example by
energy harvesting methods [256].

8. Operational in-flight data collection will open up new pathways for rotor health
monitoring capabilities, especially for the determination of blade damage indicators.
Such information could be implemented for rotor blade life extension programmes.
Furthermore, challenges associated with collecting a large amount of data suggests
the rotorcraft community needs to be ready for efficient analysis and storage of
future in-flight data.

9. In practice, the helicopter is subject to scenarios that can lead to non-linear excita-
tion and asymmetric rotor blade loading. The analysis of collected data sets during
such complex flight conditions bring another challenge for health monitoring.

10. The formulation of damage indices should both consider damage identification and
localisation for the rotating and static frames, while taking into consideration the
differences in manufacturing tolerances.
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8.4 Dissemination of results

8.4.1 Presentations at technical workshops and seminars

Implementation of rotating Timoshenko beam for simulation of in-flight rotor blade de-
formations
Royal Aeronautical Society Conference Advances in Simulation, London, June 2016

BladeSense - project overview
AIAA Special Session: “BladeSense - a novel approach for measuring helicopter rotor
blade deformation”, AIAA SciTech Forum, San Diego, California, January 2019

Structural model development of a bearingless main rotor
AIAA Special Session: “BladeSense - a novel approach for measuring helicopter rotor
blade deformation”, AIAA SciTech Forum, San Diego, California, January 2019

Application of novel direct fibre optic shape sensing approach to measure rotor blade
structural dynamics
AIAA Special Session: “BladeSense - a novel approach for measuring helicopter rotor
blade deformation”, AIAA SciTech Forum, San Diego, California, January 2019

8.4.2 Conference papers

Impact of rotor blade aeroelasticity on rotorcraft flight dynamics
AIAA Atmospheric Flight Mechanics Conference 2017, AIAA SciTech Forum, Grapevine,
Texas, January 2017
This paper presents a study of how variations in blade flexibility can affect flight dy-
namics and therefore, handling qualities. An in-house flight simulation model has been
developed using a reduced-order beam model together with a dynamic inflow model to
take into account aeroelasticity effects. A pilot’s control map has been implemented to
effectively predict aerodynamic loading and dynamic movement of the blade for any flight
condition. For this work only hover case is considered. Using a short pulse input, time
histories predict the dynamic response of the helicopter in roll and yaw direction, as well
as manoeuvre quickness for a range of blade stiffnesses. Results linking roll and yaw
quickness to blade stiffness and damping are presented together with a comparison with
data available in literature.

Fast computational aeroelastic analysis of helicopter rotor blades
AIAA Aerospace Sciences Meeting, Kissimmee, Florida, January 2018
The use of a new aeroelastic computer framework called Flexit is described and the
framework is used to analyse the dynamic aeroelastic behaviour of a four-bladed helicopter
main rotor. Flexit implements a loose coupling between unsteady vortex lattice method
(UVLM) and numerical solution of the inhomogeneous Euler-Bernoulli partial differential
equation (PDE). The framework is fast because most of the intensive computational
functionality is performed on GPU using NVIDIA CUDA technology, and this makes
it suitable for use in the early design stages. The UVLM algorithm uses a free wake
model, and solution of the Euler-Bernoulli PDE is approximated using a finite difference
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algorithm that includes a term to take account of centrifugal forces. The results of
simulations are compared with analysis performed with CFD and FSI tools.

BladeSense a novel approach for measuring dynamic helicopter rotor blade deformation
44th European Rotorcraft Forum, Delft, September 2018
Technologies that allow accurate measurement of rotor blade dynamics can impact al-
most all areas of the rotorcraft sector; ranging from maintenance all the way to blade
design. The BladeSense project initiated in 2016 aims to take a step in developing
and demonstrating such a capability using novel fibre optic sensors that allow direct
shape measurement. In this article the authors summarise key project activities in mod-
elling and simulation, instrumentation development and ground testing. The engineering
approach and associated challenges and achievements in each of these disciplines are
discussed albeit briefly. This ranges from the use of computational aerodynamics and
structural modelling to predict blade dynamics to the development of direct fibre op-
tic shape sensing that allows measurements above 1kHz over numerous positions on the
blade. Moreover, the development of the prototype onboard system that overcomes the
challenge of transferring data between the rotating main rotor to the fixed fuselage frames
is also discussed.

Measurement of rotor blade structural dynamics
44th European Rotorcraft Forum, Delft, September 2018
Initial results collected with optical fibre Bragg grating (FBG) strain sensors and with
a novel direct fibre optic shape sensing approach during a series of ground vibration
tests performed on a rotor blade are presented. A number of key benefits highlight
the potential of applying the shape sensing system to complex rotor blade structures:
(1) no information of the underlying structure is required to infer the shape and (2)
the rotor blade structural characterization can be achieved with only one straight fibre
optic cable that is mounted along the length of a rotor blade. An assessment of sensor
performance has shown that the results are within 4% agreement with commercially
available instrumentation systems. Limitations of the use of FBG-based strain gauges
are discussed in terms of the dependency of strain measurements on the position of neutral
axis.

Aeroelastic scaling for flexible high aspect ratio wings
AIAA Scitech 2019 Forum, , San Diego, California, January 2019
This paper provides an overview of the work conducted as part of the Cranfield BEAm Re-
duction and Dynamic Scaling (BEARDS) programme, which aims to develop a methodol-
ogy for designing, manufacturing and testing of a dynamically scaled High Aspect Ratio
(HAR) Wing inside Cranfield 8’x6’ wind tunnel. The aim of this paper is to develop
a methodology that adopts scaling laws to allow experimental testing of a conceptual
flexible-wing planform as part of the design process. Based on the Buckingham π theo-
rem, a set of scaling laws are determined that enable the relationship between a full-scale
and sub-scale model. The dynamically sub-scaled model is manufactured as a combina-
tion of spar, skin, and added mass representing the stiffness, aerodynamic profile, and
aeroelastic behaviour respectively. The spar was manufactured as a cross-sectional shape
using Aluminium material, while the skin was manufactured using PolyJet technology.
Compromises due to the manufacturing process are outlined and lessons learned during
the development of the sub-scaled model are highlighted.
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8.4.3 Journal articles

Recent experiences of helicopter main rotor blade damage
Journal of the American Helicopter Society, 2019
Results of a survey investigating commonly occurring minor rotor blade damage incidents
are presented in this paper. Over 100 participants worldwide ranging from test pilots to
commercial pilots and licensed engineers answered the survey. The focus of this work
was to provide a user orientated context that can inform the decision making process for
integrating state-of-the-art instrumentation systems for rotor blade health monitoring
onboard operational helicopters. This paper highlights the dichotomy faced by designers
who have a choice to either follow a reactive strategy based on operational experience or
a preventative approach based on technological trends.
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APPENDIXA
Airbus Helicopters H135 specifications

A.1 General specifications

Figure A.1 provides the overall dimensions of an Airbus Helicopters twin-engine H135
T2 (formerly known as Eurocopter EC135). More detailed specifications can be found in
Table A.1.

Figure A.1: Dimensions of an H135 (reproduced from Reference [257])
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204 AIRBUS HELICOPTERS H135 SPECIFICATIONS

Table A.1: Airbus Helicopters H135 specification (reproduced from Reference [257])

Characteristic Values

Max. useful load 1498 kg
Max take-off weight 3980 kg
Main rotor diameter 10.2 m
Number of rotor blades 4
Rotor speed 41.36 rad/s
Standard seating capacity 1 crew + 6/7 pax or

2 crew + 2/6 pax
Engines 2 Pratt & Whitney Canada PW206B2 or

2 Turbomeca Arrius 2B2
Hover out of ground effect ceiling 2012 m
Hover in ground effect ceiling 3048 m
Maximum Range (without fuel reserve) 309 km
Fast cruise speed 254 km/h
Never exceed speed 259 km/h

A.2 H135 bearingless main rotor blade

With improved material properties and advanced manufacturing technologies, the H135
BMR blade was developed by incorporating the conventional mechanical flapping, lead-
lag and torsional hinges into a single flexible structure. This was achieved by using a
complex composite layout with varying cross-sections. Today it is part of the family of
modern advanced rotor configurations [76]. The BMR of an H135 is a fully composite
design consisting of fiberglass and graphite-epoxy [258]. As shown in Figure A.2 the
rotor blade consists of the pitch control cuff with an elastomeric lead-lag damper, aerofoil
section, and a flexbeam.

Figure A.2: H135 bearingless main rotor rotor blade (reproduced from Bansemir et al
[258])

The pitch control cuff is merged with the aerofoil section over the transition area. The key
element of the rotor blade is the flexbeam which incorporates the three required “hinges”
within the structure. The attachment of the rotor blade is at the root of the flexbeam
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which consists of two double lugs and a load path attachment. The blade is connected
with only two bolts to the rotor hub thereby simplifying maintenance. The flat flapping
hinge area is designed using a tapered section as shown in Figure A.2. The cruciform
shape of the torsional element replaces the bearings. As explained by Bansemir et al
[258] the design of “the cross section results in an extremely low torsional stiffness of the
flexbeam of 4.2 Nm/◦ without and of 7.2 Nm/◦ with centrifugal force”. This design has
advantages, such as the avoidance of warping restriction and the independent tuning of
flapping and lead-lag stiffnesses. Also, the static sag of the non-rotating rotor is reduced
due to the relatively high flapping stiffness of the torsional element. Consequently, no
blade stop is needed. Overall dimensions of the H135 T2 rotor blade are presented in
Figure A.3, while a selection of cross sectional cuts provides some insight into the variation
of the flexbeam.

Figure A.3: Overall dimensions of H135 T2

This blade has an equivalent flapping hinge offset of about 9 % at rotor radius [219, 258].
A coning angle of 2.5◦ is in-built in the hub design to reduce the static flapwise bending
loads in the flexbeam [219]. In comparison to its predecessor (BO1051), a weight reduc-
tion of 50 kg and a part count reduction of 40 % was achieved [258]. As the conventional
mechanical bearings are redundant, the maintenance costs are significantly reduced. An-
other advantage of this blade design is that the build-up of the control moment starts from
the blade root, which results in a more agile helicopter [259]. Disadvantages are mainly
seen in the complicated design [258] and manufacturing process. For more information
about the H135 the reader is referred to References [7, 219, 258, 260–262].

1The H135 main rotor was derived from the BO108 [258] which was a technology demonstrator
developed based on the BO105 rotor [7]
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APPENDIXB
Computational tools for rotorcraft analysis

A summary of the most common comprehensive modelling and techniques used for calcu-
lating rotorcraft performance and trim, blade motion, aerodynamic and structural loads,
vibration, noise, aeroelastic stability and flight dynamics are listed below. An overview
of the historical evolution of such methods and tools can be found in Reference [263].

� UMARC (University of Maryland Advanced Rotorcraft Code)

– Adoption of a geometrically non-linear rotor blade model based on FE formu-
lation [264].

– Incorporation of a free-wake geometry model and capability of trim analysis.

� CAMRAD II (Comprehensive Analytical Model of Rotorcraft Aerodynamics and
Dynamics, developed by Johnson Aeronautics)

– Incorporation of multibody dynamics, non-linear finite-based elements and
rotorcraft aerodynamics [73, 74].

– CAMRAD II requires detailed input for numerical analysis and consequently
may not be appropriate at a preliminary design stage of a helicopter [263].

� RDYNE (Rotorcraft System Dynamics Analysis, developed by Sikorsky)

– Utilisation of dynamical substructures and non-structural components [265].

– A single minimum variance controller is used to solve both the trim and vi-
bration reduction problem [265].

� HOST (Helicopter Overall Simulation Tool)

– Developed through the combined effort of Airbus Helicopter, DLR and ON-
ERA [266].

– Allows for consistent treatment of handling qualities, stability, load calcula-
tions, trim, and flutter tasks [263].
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– Capability of handling new rotor and aircraft configurations [263].

� RCAS (Rotorcraft Comprehensive Analysis System, developed by Advanced Ro-
torcraft Technology, Inc.)

– Combination of FE structural and advanced aerodynamic model representa-
tion, and the adoption of a sophisticated control system [75, 263].

– Inclusion of dynamic inflow and dynamic wake model.

– Ability to analyse trim and flutter and large-motion manoeuvres [263].

� DYMORE (Developed at the Georgia Institute)

– FE-based tool for analysis of non-linear, flexible multibody systems [72].

– Ability of modelling complex configurations of arbitrary topology through the
assembly of basic components. Those are chosen from an extensive library of
elements that includes rigid and deformable bodies as well as joint elements
[72].



APPENDIXC
Impact of surface fibre attachment on
aerofoil aerodynamics

C.1 Background and boundary conditions

Bonding objects to a surface of an aerofoil can cause unwanted early flow separation
and therefore, unexpected aeroelastic behaviour. Based on the definition of displacement
thickness it can be argued that if the fibre attachment is smaller than the displacement
thickness of the fluid, no early flow separation occurs. This context motivates a study of
the aerodynamic properties of the aerofoil profile with fibre attachment, such as boundary
layer thickness, displacement thickness, and pressure distribution.

For this analysis VGK was used; a computational fluid dynamics (CFD) method valid
in the two-dimensional domain. As described in the user manual [231] the “aerodynamic
characteristics of a single-element aerofoil in a subsonic free stream, including the effects
of viscosity (boundary-layers and wake) and shock waves” can be predicted. VGK gives
an approximation of the boundary layer properties, instead of adopting Navier-Stokes
equation or Prandtl’s method that satisfies the differential equations for each fluid particle
within the boundary layer in a layer near the aerofoil surface [267]. This is known as
von Karman’s integral equation or the momentum equation of boundary layer theory.
Schlichting [267] explained that “in the remaining region of fluid in the boundary layer
only a mean over the differential equation is satisfied, the mean being taken over the whole
thickness of the boundary layer.” Figure C.1 shows the definition of the boundary layer
thickness δ where the velocity at the edge of the boundary layer is reduced Ue = 0.99U∞.

The displacement thickness δ∗ defines the distance by which the solid boundary would
have to be displaced in a frictionless flow to provide the same mass deficit as the boundary
layer. Hence, the momentum thickness θ is the thickness of a layer of fluid velocity U∞ for
which the momentum flux is equal to the deficit of momentum flux through the boundary
layer. The momentum integral equation is expressed as [267]:
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Figure C.1: Definition of boundary layer and displacement thickness
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∂Ue
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e

=
1

2
Cf (C.1.1)

where τw is the shearing stress on the wall, and the skin-friction coefficient Cf is given
by:

Cf =
τw

1
2
ρeU2

e

(C.1.2)

with the the displacement thickness δ∗ for compressible flow:

δ∗ =

∫ ∞
0

(
1− ρU

ρeUe

)
dy (C.1.3)

and the momentum thickness θ:

θ =

∫ ∞
0

(
1− U

Ue

)
ρU

ρeUe
dy (C.1.4)

Introducing the shape factor H ≡ δ∗/θ such that the non-dimensional von Karman
equation can be written as follows:

∂θ

∂x
+

1

Ue

∂Ue
∂x

(2 +H) =
1

2
Cf (C.1.5)
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In VGK the value of the boundary layer shape factor H̄ is calculated as follows:

H̄ =
1

θ

∫ ∞
0

ρ

ρe

(
1− U

Ue

)
dy (C.1.6)

As stated in Reference [268] for compressible flow the shape factor H should be replaced
by the ‘transformed’ shape parameter H̄. This was proven by Green et al [269]. Here, the
displacement thickness is calculated at the maximum fluid velocity. It is assumed that
the rotor disc is not tilted in forward flight and the blade is parallel with the air inflow.
The maximum Mach number Mmax occurs at the blade tip that is estimated as follows:

Mmax =
vtan
a

=
ΩR

a
(C.1.7)

where a is the speed of sound1, vtan is the tangential velocity on the blade tip, Ω is the
rotor rotational speed, and R is the blade radius. The Reynolds number Re is defined
as:

Re =
ρvc

µ
=
vc

ν
(C.1.8)

where ρ is the density of the fluid, v is the velocity of the fluid with respect to the object,
c is the length of the object (chord in this case), µ is the dynamic viscosity of the fluid,
and ν is the kinematic viscosity of the fluid. Two different flight cases are chosen, that
are (1) a helicopter in ground run and, (2) hover out-of ground effect ceiling (see Table2

C.1). The final study was carried out on the aerofoil section at 40 % rotor radius, due to
limitations of VGK that only performs calculation below Ma = 0.63.

Table C.1: Flight condition for the 2D aerodynamic analysis

No. Flight condition Parameters Values

1 Helicopter tethered Height (m) 0
on ground Forward speed (m/s) 0

Tip speed of blade (m/s) 211
Reynolds number (-) 4330000

Mach number at blade tip (-) 0.62
2 Hover out-of ground Height (m) 2012

effect ceiling Forward speed (m/s) 0
Tip speed of blade (m/s) 211

Reynolds number (-) 3690000
Mach number at blade tip (-) 0.63

1Data is taken from ISA (International Standard Atmosphere)
2Altitude is taken from Reference [257]
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C.2 Results of 2D aerodynamic analysis

Due to limitations within VGK, the study was done for angles of attack ranging from
α = −4 to +4◦. For higher angles of attack, the flow around the aerofoil is detached
and VGK does not produce any results. The obtained pressure distribution Cp and Mach
number indicate the location of shockwaves (see Table C.2 and Figure C.2) which vary
with the angle of attack. For α > 2◦ a shockwave is expected around the quarter chord
line, while for α < −2◦ shockwaves occur close to the leading edge. The flow separation
beyond the shockwave could not be determined through VGK.

Figure C.2: Location of expected shockwave

Table C.2: Location of shockwaves

Angle of attack α Upper surface Lower surface
(deg) normalised (-) normalised (-)

-4 n/a 0.03547
-3 n/a 0.02231
-2 n/a 0.00468
-1 n/a n/a
0 n/a n/a
1 n/a n/a
2 0.16023 n/a
3 0.20174 n/a
4 0.23157 n/a

The coefficient of lift Cl and pitching moment Cm is presented in Figure C.3, while
Figures C.4 - C.5 show the pressure distribution and variation of Mach number.

Figure C.6 shows the displacement thickness of upper and lower surfaces for several angles
of attack for Condition 1 and Condition 2, respectively. The fibre cable has a maximum
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Figure C.3: Coefficient of lift Cl and pitching moment Cm versus angle of attack

thickness of 150µm, and it is assumed that the maximum thickness tf including adhesive
is around 0.001 m. Assuming that the calculated δ∗ due to fibre attachment is the same
as for the clean blade profile, suitable locations for the fibre cables are where δ∗ > tf ,
resulting in fibre locations between 50 - 100 % of the chord. However, this has to be
confirmed through a detailed study. Otherwise, the lower blade profile is more suitable
for fibre optic cable attachment due to lift generation at the top surface. Furthermore, a
more detailed analysis has to be done to calculate the displacement thickness for a higher
range of angles of attack. Besides it is suggested to use a different CFD programme, such
as ANSYS Fluent, as the following limitations have been identified with the use of VGK:

� Maximum Mach number entry is 0.63.

� Meshing grid is not fine enough to include the fibre cable as a parametric study.

� The flow field after a shockwave cannot be obtained.

� VGK does not produce results when the flow is separated.

Additional results were obtained for local skin friction coefficient Cf (Figure C.8), shape
factor H̄ (Figure C.7), and momentum thickness θ (Figure C.9).
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Figure C.4: Pressure distribution Cp
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Figure C.5: Local Mach number M
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Figure C.6: Local boundary-layer displacement thickness δ∗
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Figure C.7: Transformed boundary-layer velocity-profile shape factor H̄
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Figure C.8: Local skin friction coefficient Cf
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Figure C.9: Local boundary-layer momentum thickness θ
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APPENDIXD
Details on structural modelling

D.1 Modal analysis

D.1.1 Unloaded structure

Natural frequency and mode shapes provide important structural information. Each
structure has an infinite number of normal mode shapes φ. The frequency at which the
structure oscillates is called the circular frequency ω or natural frequency fn. If a force
is applied at the structural’s natural frequency then the structure resonates and a higher
amplitude vibration response is created. In operating conditions, structural resonance
should be avoided because it can lead to discomfort due to large vibrations or be a
catastrophic failure. The equation of motion for natural frequencies and normal mode
shapes for an undamped free vibration is defined as:

Mq̈ + Kq = 0 (D.1.1)

where M is the mass matrix, K is the stiffness matrix, q̈ and q are the acceleration
and displacement state vectors respectively. Assuming harmonic solution of the form
q = q̄eiωt, and after differentiation and substituting in Eq. D.1.1 the following is obtained
(factoring out the eiωt term):

− ω2Mq̄ + Kq̄ = 0 (D.1.2)

which after simplifying becomes:

(K− ω2M)q̄ = 0 (D.1.3)

These circular frequencies ω and normal mode shapes φ = q̄ of the structure can be ob-
tained by considering the eigenvalues and eigenvectors of the solution to the characteristic
equation:
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det(K− λ2M) = 0 (D.1.4)

where λ = ω2. The determinant is zero only at a set of discrete eigenvalues λj or ω2
j ,

which means that there is an eigenvector φj that satisfies Eq. D.1.3 and corresponds to
each eigenvalue:

[K− ω2
jM]φj = 0 (D.1.5)

corresponding to each vibration mode i of the structure. The jth eigenvalue λj is related
to the jth natural frequency as follows:

fnj =
ωj
2π

(D.1.6)

D.1.2 Loaded structure

For any given structure, the inertial force F(t)I due to mass is defined as [58]:

F(t)I = −M
d2ρ(t)

dt2
+ ΩCcdρ(t)

dt
+ Ω2Kcρ(t) (D.1.7)

where ρ(t) is the position vector in a rotating coordinate system. The mass matrix M is:

M =

 m 0 0
0 m 0
0 0 m

 (D.1.8)

the centripetal stiffness matrix Kc:

Kc =

 m 0 0
0 m 0
0 0 0

 (D.1.9)

and Cc which generates the velocity dependent Coriolis force:

Cc =

 0 2m 0
−2m 0 0

0 0 0

 (D.1.10)

Inertial forces in Eq. D.1.7 are dependent on the time-varying position of a mass particle
[58]. Therefore, the position vector ρ(t) is defined as:

ρ(t) = ρ+ u(t) (D.1.11)



MODAL ANALYSIS 223

where ρ is the initial component and u(t) is the time varying component. Substituting
Eq. D.1.11 into Eq. D.1.7 the inertial force can be rewritten:

F(t)I = −M
d2u(t)

dt2
+ ΩCcdu(t)

dt
+ Ω2Kc(ρ+ u(t)) (D.1.12)

In addition, inertial forces due to mass are resisted by the structural stiffness K and
damping C [58]:

C
du(t)

dt
+ Ku(t) = F(t)I (D.1.13)

Now substituting Eq. D.1.13 into Eq. D.1.12, the equation of motion for a particle in a
rotating elastic structure with no applied force can be expressed as:

M
d2u(t)

dt2
+ (C− ΩCc)

du(t)

dt
+ (K− Ω2Kc)u(t) = Ω2Kcρ (D.1.14)

The equation above shows that the Coriolis dependent terms Cc and Kc reduce the
structural damping C and stiffness K. The right hand term in Eq. D.1.14 is called the
centripetal force [58]. An additional stiffness term produced by this centripetal force can
be derived by considering the standard equilibrium equation for a single element [58]:

Ku = P (D.1.15)

where K is the element stiffness, u is the displacement, and P is the load. To balance
the applied load P a element reaction force F is produced by the deformation u [58]. As
per definition by Nastran’s User Guide “the stiffness, K, can be viewed as the change in
the element reaction forces with respect to a change in displacement” [58]:

K =
dF

du
=
d(TFe)

du
= T

dFe
du

+ Fe
dT

du
(D.1.16)

and thus:

K = T
due
du

dFe
due

+ Fe
dT

du
(D.1.17)

where F is the internal element force in global coordinates, T is a transformation from
element to global coordinates, Fe is the internal element force in element coordinates,
and ue is the displacement in element coordinates. The term dFe/due is constant for
linear material and a loading which is not dependent on displacement [58]. If only small
displacements are considered, T and due/du can be assumed constant and calculated
from the undeformed geometry [58]. The element stiffness matrices which are computed
using the three terms T , due/du, and dFe/due complete the linear stiffness matrix for the
structure. The effect of the term Fe(dT/du), which is the differential stiffness term, is
explained in Figure D.1. The top figure shows a statically loaded bar in the transverse
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and axial direction and the bottom figure shows a rotating bar with transverse and axial
loading.

Figure D.1: Non-rotating and rotating bar with axial and transverse loading (Modified
from [58])

In the rotating environment, a component of the bar axial force reacts against y-directed
load and a component of the bar bending and shear reacts to the x-directed load. This
results in a stiffness coupling which is ignored in standard linear analysis [58]. The total
stiffness matrix is the sum of the linear K and differential stiffnesses matrix Kd that is
also called tangent stiffness matrix. Including the additional differential stiffness term in
Eq. D.1.14 the complete equation of motion (neglecting the centripetal loading) for a
rotating structure is:

M

(
d2ρ(t)

dt2

)
+ (C− ΩCc)

(
dρ(t)

dt

)
+ (K + Ω2Kd − Ω2Kc)ρ(t) = 0 (D.1.18)

D.2 Derivation of surface strain

Strain is a mechanics quantity which indicates deformation of an infinitesimal element and
is defined as the spatial variation of displacement [270]. Figure D.2 shows an infinitesimal
element on the surface of the rotor blade.

Normal strain components are associated with changes in length, whereas shear strain
measures the distortion by the change of angle of an infinitesimal element trough forces
acting in opposite directions. Figure D.3(a) represents the normal strain and result-
ing displacement relations and Figure D.3(b) shows the relationship between strain and
displacement for shear strain.
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Figure D.2: Infinitesimal element on rotor blade

(a) Normal strain-displacement rela-
tion

(b) Shear strain-displacement relation

Figure D.3: Strain-displacement relation

Assuming an infinitesimal element the normal strain is given by:

εx = lim
x→0

∆u

∆x
=
∂u

∂x
(D.2.1)

εy = lim
y→0

∆v

∆y
=
∂v

∂y
(D.2.2)

From Figure D.3(b) the shear strain is defined:

εxy =
1

2
(a+ b) (D.2.3)

with the assumption of small angles, a and b are approximated as follows:

a = tan−1 ∂v

∂x
∼=
∂v

∂x
(D.2.4)

b = tan−1 ∂u

∂y
∼=
∂u

∂y
(D.2.5)
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Substituting Eq. D.2.4 and D.2.5 into D.2.3 the resulting shear strain-displacement
relation is written [270]:

εxy =
1

2

(
∂v

∂x
+
∂u

∂y

)
(D.2.6)

The strain-displacement relation is derived for bending of the structure similar to the
in-plane stretching as shown in Figure D.3 and defined in Eq. D.2.1, D.2.2, and D.2.3. It
is assumed that the undeformed structure is initially flat and rotates as it deforms. This
rotation can be directly related to the first derivative shown by Tsai and Hahn [270].

The total axial surface strain εT is formulated using a linear superposition of strain due
to flapping and lagging movement. Shear strain is neglected as it is assumed that the
shape of the cross-sectional profile remains unaltered during deformation. Figure D.4
shows the coupled bending of a rotor blade that is used to establish the sign convention
for tension and compression.

Figure D.4: Definition of the sign convention

With the use of the small angle approximation, the displacement, v, along the y-axis is
defined as:

v = −zφ =
∂w

∂y
(D.2.7)
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Substituting Eq. D.2.7 in Eq. D.2.2 the following strain-displacement formulation can
be written:

εf = −z∂
2w

∂y2
(D.2.8)

where εf is the strain measured in y-direction due to flapping movement. The term ∂2w
∂y2

is also known as curvature. Now, the strain due to lagging bending is derived similarly:

v = xψ =
∂u

∂y
(D.2.9)

and substituting into in Eq. D.2.2 the following expression is obtained for the strain
measured in the y-direction due to lagging movement:

εl = x
∂2u

∂y2
(D.2.10)

Now the total axial surface strain εT is defined as::

εT = εf + εl

Introducing the time variable t and replacing the parameter z (Eq. D.2.7) and x (Eq.
D.2.9) by cz and cx the total axial surface strain εT is written:

εT (x, y, z, t) = −cz(x, y, z)
∂2w(t)

∂y2
+ cx(x, y, z)

∂2u(t)

∂y2
(D.2.11)

where cz and cx represent the distance between the location of the measurement and the
neutral axis.

D.3 NASTRAN input data deck

D.3.1 Modal analysis for unloaded structure

The NASTRAN input deck for modal analysis SOL 103 is presented below.

1 $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$
2 $$ FILE MANAGEMENT SECTION $$
3 $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$
4 $
5 ASSIGN OUTPUT4='H135 STIFF MASS MAT.o4',UNIT=62,
6 STATUS=UNKNOWN,FORM=FORMATTED
7 $
8 NASTRAN BUFFSIZE = 16897
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9 INIT MASTER(S)
10 ID H135
11 $
12 $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$
13 $$ EXECUTIVE CONTROL CARD $$
14 $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$
15 $
16 SOL 103
17 $
18 $ OBTAIN STIFFNESS AND MASS MATRICES
19 $
20 COMPILE DMAP=SEKMR,SOUIN=MSCSOU NOREF NOLIST $
21 $
22 ALTER 'ENDIF.*SEMR'
23 TYPE PARM,,CHAR8,Y,GETKAA='YES' $
24 $
25 IF(GETKAA='YES') THEN $
26 PARAM //'STSR'/61/-2 $ AUF KANAL 61:
27 TABPRT USET,EQEXINS,SILS//'USET'/0/-1//'A' $ ROW SORT U5-SET ONLY
28 PARAM //'STSR'/6/-2 $ AUF KANAL 6:
29 OUTPUT4 KAA,MAA,,,//-1/62/2//16/ $ STORE MATRIX ON TAPE 62, ...

ASCII, FORMAT 3E23.16
30 ENDIF $
31 CEND
32 $
33 $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$
34 $$ CASE CONTROL CARD $$
35 $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$
36 $
37 TITLE = BEARINGLESS MAIN ROTOR BLADE H135
38 ECHO = NONE
39 DISPLACEMENT(PRINT) = ALL
40 SPCFORCE(PRINT) = ALL
41 OLOAD(PRINT) = ALL
42 FORCE(PRINT,CORNER) = ALL
43 STRESS(PRINT,CORNER) = ALL
44 $
45 $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$
46 $$ CASE CONTROL CARD $$
47 $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$
48 $
49 $ Using Nastran default values for RESVEC
50 SUBCASE 1
51 SUBTITLE=Default
52 METHOD = 1
53 SPC = 2
54 VECTOR(PRINT,PUNCH,SORT1,REAL)=ALL
55 SPCFORCES(PRINT,PUNCH,SORT1,REAL)=ALL
56 STRAIN(PRINT,PUNCH,SORT1,REAL,VONMISES,STRCUR,BILIN)=ALL
57 $
58 BEGIN BULK
59 $
60 $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$
61 $$ BULK DATA CARDS $$
62 $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$
63 $
64 PARAM POST 0
65 PARAM PRTMAXIM YES



NASTRAN INPUT DATA DECK 229

66 PARAM,GRDPNT,0
67 PARAM,COUPMASS,2
68 $
69 $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$
70 $$ EIGRL CARD FOR EIGENVALUE SPECIFICATION $$
71 $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$
72 $
73 EIGRL 1 -.1 200. 14 0 MAX
74 $
75 INCLUDE data filename.dat
76 $
77 ENDDATA

D.3.2 Modal analysis for loaded structure

Two options are available to compute the pre-stressed modal analysis. One is to use the
normla mode analysis with pre-load, SOL 106. Note that LGDISP = 1 is set to obtain
the differential stiffness matrix, while METHOD = 10 activates the eigenvalue module.

1 $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$
2 $$ EXECUTIVE CONTROL CARD $$
3 $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$
4 $
5 SOL 106
6 TIME 60
7 CEND
8 $
9 $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$

10 $$ CASE CONTROL CARD $$
11 $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$
12 $
13 TITLE = BEARINGLESS MAIN ROTOR BLADE H135
14 LABEL = CF LOAD 6.53 HZ ROTATION (FULL RPM)
15 ECHO = NONE
16 SUBCASE 1
17 SUBTITLE = AERODYNAMIC LOADING
18 NLPARM = 100
19 METHOD = 10
20 SPC = 2
21 LOAD = 9999
22 DISPLACEMENT(SORT1,REAL)=ALL
23 SPCFORCES(SORT1,REAL)=ALL
24 STRESS(SORT1,REAL,VONMISES,BILIN)=ALL
25 $
26 BEGIN BULK
27 $
28 $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$
29 $$ BULK DATA CARDS $$
30 $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$
31 $
32 PARAM,COUPMASS,2
33 PARAM,GRDPNT,0
34 PARAM POST -2
35 PARAM AUTOSPC NO
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36 $
37 $ PARAMETERS FOR SOL 66
38 $$$$$$$$$$$$$$$$$$$$$$$
39 $
40 PARAM LGDISP 1
41 PARAM NMLOOP 5
42 PARAM PRTMAXIM YES
43 NLPARM 100 1 AUTO 1 40 NO
44 PARAM TESTNEG 1
45 $
46 $
47 $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$
48 $$ EIGRL CARD FOR EIGENVALUE SPECIFICATION $$
49 $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$
50 $
51 EIGRL 10 -.1 200. 12 0 MAX
52 $
53 INCLUDE data filename.dat
54 $
55 ENDDATA

For the second option the normal mode analysis SOL 103 can be used by defining two
subcases. The first subcase applies the load, while the second subcase calculates the
eigensolution. Both options provide the same results.

1 $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$
2 $$ EXECUTIVE CONTROL CARD $$
3 $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$
4 $
5 SOL 103
6 TIME 60
7 CEND
8 $
9 $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$

10 $$ CASE CONTROL CARD $$
11 $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$
12 $
13 TITLE = BEARINGLESS MAIN ROTOR BLADE H135
14 LABEL = CF LOAD 6.53 HZ ROTATION (FULL RPM)
15 ECHO = NONE
16 SUBTITLE = AERODYNAMIC LOADING FROM BHR
17 METHOD = 10
18 SPC = 2
19 LOAD = 9999
20 DISPLACEMENT=ALL
21 SUBCASE 1004
22 SPC = 2
23 LOAD = 9999
24 SUBCASE 3004
25 METHOD = 10
26 STATSUB = 1004
27 $
28 BEGIN BULK
29 $
30 $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$
31 $$ BULK DATA CARDS $$
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32 $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$
33 $
34 PARAM,COUPMASS,2
35 PARAM,GRDPNT,0
36 PARAM POST -1
37 PARAM AUTOSPC NO
38 $
39 $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$
40 $$ EIGRL CARD FOR EIGENVALUE SPECIFICATION $$
41 $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$
42 $
43 EIGRL 10 -.1 200. 12 0 MAX
44 $
45 INCLUDE data filename.dat
46 $
47 ENDDATA
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APPENDIXE
Inflow modelling

A derivation of the quasi-steady dynamic inflow model is presented here. Figure E.1
shows the inflow components in the hub reference frame FH , as well as Peters axis system1,
as defined in Reference [83], and the wind axis reference frame FW . A wind angle ∆ is
introduced to transfer between FW and FH and defined as a function of forward velocity.

Figure E.1: Inflow components on rotor hub (reproduced from Reference [83])

The non-dimensional velocity components µ1, µ2, and µ3 are obtained by normalising
the hub velocity VH with the tangential velocity as follows:

µ1 =
VHx
ΩR

, µ2 =
VHy
ΩR

, µ3 =
VHz
ΩR

(E.0.1)

1It should be noted that due to the orientation of Peters axis system, the sign convention of the rolling
moment is adjusted accordingly: −CLH

= CLP
.
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where µ1, µ2 represent the non-dimensionalised forward and sideward velocities respec-
tively. µ3 is located perpendicular to the rotor disc, Ω is the rotor idle speed and R is
the rotor radius. The resultant forward velocity2 µ is a velocity component parallel to
the rotor disc:

µ =
√
µ2

1 + µ2
2 (E.0.2)

The induced inflow λi is dependent on the radial distance r along the rotor blade and on
the azimuth angle Ψ and is expressed in the wind axis system as follows:

λi(r, Ψ̄) = ν0 +
r

R
νs sin(Ψ̄) +

r

R
νc cos(Ψ̄) (E.0.3)

where Ψ̄ is defined as:

Ψ̄ = Ψ−∆ (E.0.4)

and ∆ is the wind angle ν0, νs, and νc are the uniform, lateral, and longitudinal variations
in rotor inflow, respectively. The resultant flow VR through the rotor disc is given by:

VR =
√
λ2 + µ2 (E.0.5)

where λ is the total inflow through the rotor. The mass-flow parameter VM due to cyclic
disturbances is calculated as follows:

VM =
µ2 + (2λm − µ3)(λm − µ3)

VR
(E.0.6)

where λm is the normal induced inflow. The mass-flow parameter matrix VM can be
constructed as:

VM =

 VR 0 0
0 VM 0
0 0 VM

 (E.0.7)

The non-linear version of the inflow gains matrix L̂ is expressed as:

L̂ = VML−1 (E.0.8)

with L :

2Because of the different axes conventions µ1 should have a minus sign, however this is negligible due
to the squared term in Eq.E.0.2.
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L =

 1
2

−B sin ∆ −B cos ∆
B sin ∆ E cos2 ∆ +D sin2 ∆ (D − E) sin ∆ cos ∆
B cos ∆ (D − E) cos ∆ sin ∆ E sin2 ∆ +D cos2 ∆

 (E.0.9)

E =
4

1 + sinχ

(E −D) = 4
1− sinχ

1 + sinχ

D =
4 sinχ

1 + sinχ

B =
15π

64

√
1− sinχ

1 + sinχ
(E.0.10)

and the wake angle with respect to the rotor disc is given by:

χ = tan−1 | λm − µ3 |
µ

(E.0.11)

The normal induced inflow λm due to the effect of rotor thrust CT is defined as [83]:

λm =
1

2

 1
0
0

T L−1

 λ0

λs
λc

 (E.0.12)

where λ0, λs, and λc are the uniform, lateral, and longitudinal variations in rotor inflow
respectively. To calculate the non-linear dynamic inflow with respect to the rotor disc
plane a first order differential equation is used [83]:

 λ̇0

λ̇s
λ̇c

 = −M−1L̂−1

 λ0

λs
λc

+ M−1

 CT
CLH
−CMH

 (E.0.13)

where CT , CLH and CMH
are the instantaneous rotor thrust, roll and pitching moments

coefficients, respectively, in FH . These are defined in Chapter 4.6. As explained by Peters
and HaQuang [83], “M is the matrix of the apparent mass terms, which is a time delay
effect due to the unsteady wake”. It should be noted that the non-linear version of the
inflow gains matrix L̂ is non-linear in CT and λ0, but linear in CLH and CMH

[83]. Only
aerodynamic contributions are considered in CT , CLH and CMH

[83].
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APPENDIXF
Main rotor track and balancing

Helicopter track and balancing procedures during maintenance checks ensure that the
tip height of all rotor blades are within an admissible tolerance, and consequently this
determines whether the helicopter can return to service. The maximum admissible tip
tracking deviation is 5 mm in the ground run and hover in ground effect [254]. Apart from
matching the tip height by adjusting the angle of the trim tab or increasing/decreasing
the length of the pitch link1 (see Figure F.1), dynamic balancing can be achieved by
adding/removing weights of up to 250 grams (max) to the pitch control cuff “pocket”.

Figure F.1: Rotor track and balancing procedure of H135 (reproduced from References
[271])

The main purposes of the track and balancing is to adjust the 1/rev vibrations2 transmit-
ted to the fuselage, and while its maximum admissible unbalance is 0.06 IPS in theory, it

1Only the flapping modes can be impacted by these adjustments, while the lagging modes stay
constant, which is the reason why the lead-lag figures of all blades need to match.

2For a 4-bladed helicopter the natural vibration is Nb/rev, e.g. 4/rev or 8/rev.

237



238 MAIN ROTOR TRACK AND BALANCING

is about 0.1 IPS in practice for hovering in ground effect. The vertical acceleration is mea-
sured on the left-hand side of the co-pilot seat, and the lateral vibrations are measured
on the gearbox transmission deck. A compromise has to be made between balancing and
tracking. However, balance (ensure small vibrations at fuselage) is considered to be more
important than an equal track of the blade. In a scenario where a damaged blade is to
be exchanged, it is important to match the life hours and lead-lag figure (stated on the
blade by the manufacturer) with the existing blades.



APPENDIXG
Experimental testing

G.1 Theory on stochastic subspace identification

The experimental modal analysis was carried out in the time domain by using a stochastic
subspace identification (SSI) algorithm that is referred to as “Canonical Variate Analysis”
(see Van Overschee and De Moor [272]). The essential quality of all the algorithms within
the subspace family is their ability to work out the matrices describing a linear system
starting from subspaces containing the projections of data matrices; in particular, these
algorithms project the space of the matrix rows of future outputs into the space of the
rows of past outputs. Most of SSI algorithms benefit by the use of a stabilisation diagram.
In fact, in the case of a stochastic state-space model, assuming the system to be linear
and time-invariant, one can write:

xk+1 = Axk + wk

yk = Cxk + vk (G.1.1)

Where xk is the state vector with dimension n× 1 (where n is the system order yet to be
determined) and yk is the system response and wk and vk are the process and measure-
ment noise vectors, respectively. A ∈ Rn×n and C ∈ Rm×n are the state and observation
matrices. For a detailed discussion on how to determine A and C the reader is referred
to Reference [272]. With regards to the input-output identification, a SSI algorithm im-
plementation allowing for input-output was used, still referring to the “Canonical Variate
Analysis” implementation [272]. In this case, the state-space representation becomes:

xk+1 = Axk + Buk + wk

yk = Cxk + Duk + vk (G.1.2)
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It is noteworthy that Eq. G.1.1 is just a particular case of Eq. G.1.2 where the input and
feedthrough matrices B and D have been merged within the process and measurement
noise. Once the system matrices are estimated, one can compute the modal parameters
of the structural system. Natural frequencies fi , damping ratios ζi and mode shapes φi
can be determined from:

A = ΨΛΨ−1,Λ = diag(λi) ∈ Cn×n, i = 1, ..., n (G.1.3)

λci =
lnλi
∆t

, i = 1, ..., n (G.1.4)

fi =
|λci |
2π

, i = 1, ..., n (G.1.5)

ζi =
real(λci)

|λci |
, i = 1, ..., n (G.1.6)

Φ = CΨ,Φ = [φ1, ..., φn] (G.1.7)

G.2 Test equipment

G.2.1 Test rig

Figure G.1 presents the overall dimensions of the test rig. The blade mount height is
used to determine absolute measurements.

Figure G.1: Test rig
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G.2.2 Laser range finder

A digital laser range finder (PLR151) was used to measure the absolute displacement at
each measurement point in out-of-plane direction (see Figure G.2 - G.3).

Figure G.2: Laser Range Finder for distance measurement (reproduced from Reference
[273])

Figure G.3: A digital laser range finder was used to measure the displacement

G.2.3 Ground vibration test equipment

The ground vibration test equipment consists of the following items, and its key specifi-
cations are summarised in Table G.1:

� Modal exciter type 4825 (Brüel & Kjær)

� Power amplifier of type 2720 (Brüel & Kjær)

� Spider-81 vibration control system (Crystal Instruments)

� Stinger (Brüel & Kjær)

1Type: PLR15 3 603 F72 000.
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� 5x uni-axial accelerometers of type 4507 (Brüel & Kjær)

� 1x force transducer of type 8230-001 (Brüel & Kjær)

Table G.1: Specification of ground vibration test equipment

Equipment Description Specification

Modal exciter Useful frequency range 2 - 5000 Hz
Operating frequency range DC - 5000 Hz

Max. rated travel 25.4 mm
Weight of trunnion 21 kg

Power amplifier Output voltage capacity 45 V RMS, DC to 15 kHz
Output current capacity 5 A RMS at or below 5 Hz

11 A RMS, 40 Hz to 15 kHz
Full frequency capacity 40 Hz - 15 kHz

Weight 21 kg
Stinger Length 500 mm

Diameter 2.5 mm
Uni-axial accelerometer Frequency range 0.3 Hz - 6 kHz

Mounted resonance frequency 18 kHz
Measuring range 700 ms2 peak (± 71 g peak)

Inherent noise (RMS) < 35 µV
Force transducer Mounted resonance (unloaded) 75 kHz

Measuring range compression 220 N
Measuring range tensile 220 N

Figure G.4: Typical set-up of vibration control system (top) and power amplifier (bottom)

G.3 Measurement errors

A summary of sources of errors and aspects that added to uncertainties during the struc-
tural loading test is listed below:

� Unknown service life history of sample blades.

� Difference in boundary condition between the numerical model and experiment: no
pitch link is available during the structural loading test.
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� Creep behaviour of the rotor blade.

� Errors during the structural loading test in flapping direction:

– Air condition in the laboratory caused the blade to oscillate.

– possible misalignment of the mass pieces underneath location A, B, C may
have induced torsional movement.

– Laser Range Finder was not perpendicular to the floor due to the rough floor
surface.

� Errors during the structural loading test in torsional direction:

– Difference in boundary condition between numerical model and experiment:
1) no pitch link is available during the structural loading test, and 2) with
the use of the support pillar no free rotational movement around spanwise
direction can be achieved.

– Alignment of support pillar underneath the quarter chord line. The assump-
tion is that the quarter chord line acts as the structural rotational centre.

– Additional moments induced by the weight of clamp parts are neglected for
data comparison.

– The height of the pillar was not the same as “centre of flexbeam height”, which
resulted in a 16 mm difference.

– Creep behaviour was discovered after suspending weights at the lever end.

– Laser Range Finder was not perpendicular to the floor due to the rough floor
surface.
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APPENDIXH
Experimental test results

H.1 Frequency spectra

Figures H.1 - H.6 present the PSD obtained from each FBG array (CH1b - CH6b) during
RoR excitation input.

Figure H.1: PSD collected from CH1b
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Figure H.2: PSD collected from CH2b

Figure H.3: PSD collected from CH3b
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Figure H.4: PSD collected from CH4b

Figure H.5: PSD collected from CH5b
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Figure H.6: PSD collected from CH6b

H.2 Strain mode shapes

MAC comparison for each FBG array position is shown in Table H.1, while the extracted
mode shapes are presented in Figures H.7 - H.12.

Table H.1: Comparison of all MAC values obtained from FBG measurements

Mode Mode MAC
number type CH1b CH2b CH3b CH4b CH5b CH6b

1 1st flapping 0.87 0.24 0.12 0.95 0.83 0.54
2 1st lagging 0.00 0.03 0.10 0.03 0.29 0.77
3 2nd flapping 0.01 0.03 0.04 0.65 0.80 0.61
4 3rd flapping 0.75 0.00 0.00 0.89 0.94 0.86
5 2nd lagging 0.12 0.24 0.08 0.01 0.03 0.81
6 1st torsion 0.17 0.00 0.41 0.74 0.58 0.01
7 4th flapping 0.64 0.00 0.25 0.97 0.94 0.30
8 5th flapping 0.44 0.00 0.13 0.95 0.79 0.23
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Figure H.7: Local normalised surface strain mode shape ψ̄T obtained from CH1b
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Figure H.8: Local normalised surface strain mode shape ψ̄T obtained from CH2b
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Figure H.9: Local normalised surface strain mode shape ψ̄T obtained from CH3b
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Figure H.10: Local normalised surface strain mode shape ψ̄T obtained from CH4b



STRAIN MODE SHAPES 251

0 0.2 0.4 0.6 0.8 1
-1

0

1

0 0.2 0.4 0.6 0.8 1
-1

0

1

0 0.2 0.4 0.6 0.8 1
-1

0

1

0 0.2 0.4 0.6 0.8 1
-1

0

1

0 0.2 0.4 0.6 0.8 1
-1

0

1

0 0.2 0.4 0.6 0.8 1
-1

0

1

0 0.2 0.4 0.6 0.8 1
-1

0

1

0 0.2 0.4 0.6 0.8 1
-1

0

1

Figure H.11: Local normalised surface strain mode shape ψ̄T obtained from CH5b
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Figure H.12: Local normalised surface strain mode shape ψ̄T obtained from CH6b
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