






Abstract 

Implicit methods for the calculation of unsteady flows require the solution of 
large, sparse non-symmetric systems of linear equations. The size of such systems 
makes their solution by direct methods impractical and consequently iterative 
techniques are often used. A popular class of such methods are those based upon the 
conjugate gradient method. In this paper we examine three such methods, CGS, 
restarted GMRES and restarted GMRESR and compare their convergence properties. 
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1. Introduction 

Implicit methods for the calculation of unsteady flows require the solution of 
large, sparse systems of linear equations. While direct methods exist which can be used 
to obtain the solution of such systems of equations they become increasingly expensive 
with increasing grid size and are impractical for all but the most trivial of problems. 
Iterative techniques based upon the conjugate gradient method are most commonly used 
for the solution of systems of equations of this type. The basis of such methods is 
summarised below. 

For an initial guess, {x,}, to the system of equations, 

a residual (r,} is obtained thus, 

conjugate gradient type methods begin by assuming that the correction to {x,} required 
to set the residual to zero lies within a vector space (the Krylov subspace) constructed 
from a series of direction vectors. Once this subspace has been constructed a unit vector 
{p} is then formed which reduces the residual and the solution is updated by, 

There exist a large number of conjugate gradient type solvers which differ 
mainly in the way in which the subspace is constructed and the update vector {p} is 
calculated. In this paper the performance of three such schemes, CGS’, restarted 
GMRES2 and restarted GMRESR3, is compared. 
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