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ABSTRACT 

The human lifestyle can be foreseen to have a tremendous change once the 

automation of transportation has been fully realised. The majority of current 

researches merely focus on improving the efficiency performance of 

autonomous vehicles (e.g. the energy management system, the handling, etc.) 

instead of putting the human acceptance and preference into consideration, 

leaving the knowledge gap of achieving the personalised automation. The 

primary objective of this research is to develop a novel human-like trajectory 

planning algorithm that is able to mimic the performance of human drivers and 

generate a feasible trajectory for an autonomous vehicle to complete a 

motorway lane change, which is the most representative and commonest 

manoeuvre on the motorway. 

This thesis can be divided into four main sections. Starting with the part of 

literature review, which summarises the existing techniques and the associated 

knowledges that can be taken the advantage of; including the trajectory 

planning, the driving styles, the lane change manoeuvre and the Model 

Predictive Control (MPC). An appropriate-designed experiment is then 

introduced and implemented, with the purpose of constructing a precise and 

reliable human driving database. This database contains 551 lane changes on 

the motorway from 12 different male drivers. Through applying data statistics 

methods, the human characteristics can be mined from the experimental data, 

showing that the vehicle velocity 𝒗, the hand steering wheel angle 𝜹𝒉𝒂𝒏𝒅𝒓𝒆𝒂𝒍, the 

longitudinal acceleration 𝒂𝒙, the rate of hand steering 𝜸𝒉𝒂𝒏𝒅𝒔𝒕𝒆𝒆𝒓 and the rate of 

longitudinal accelerating 𝜸𝒍𝒐𝒏𝒈𝑨𝒄𝒄  are the essential features for the motorway 

lane change manoeuvre. An off-line constraint table for the three nominated 

driving styles can be therefore constructed based on these features. Finally, the 

obtained human information is then fused with the traditional MPC planning 

technique so as to achieve the proposed human-like trajectory planning 

algorithm.  

The main contribution of this study is proposing a novel approach of combining 

the real human driving data and the traditional planning technique (i.e. MPC) to 
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achieve human-like lane change trajectory planning for autonomous vehicles. 

An integrated human driving database which contains both the video footages 

and the vehicle-dynamic-based signals from 12 different participants is built. 

Moreover, the draft marginal values of the essential parameters for the driving 

styles while performing a right lane change on the motorway are also 

presented. Both the collected driving database and the driving styles’ constraint 

table can be seen as distinctive achievements, providing resourceful materials 

for future researches. 

 

Keywords:  

Human-like; Trajectory Planning; Model Predictive Control; Autonomous 

Vehicle; Driving Style Recognition; Data Statistics 
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1 INTRODUCTION 

Nowadays, autonomous driving is foreseen one of the ultimate goals in the 

transportation engineering. In order to achieve this ambition, significant effort 

has been devoted in both the academia and the industry. In the meantime, 

numbers of official and civil competitions were held to accelerate the progress in 

this field [1]. This chapter introduces the background of study and the 

development of autonomous driving; as well as the motivation of this PhD 

research. 

The pioneering autonomous vehicle can be dated back to 1987, which is 

generated from a vagarious project between Mercedes-Benz and Bundeswehr 

University Munich. In the following thirty years, a dramatic evolution of 

approaching autonomous driving has been achieved and contributes numerous 

matured Advanced Driver Assistance Systems (ADAS); such as Automatic 

Parking (AP), Lane Departure Avoidance (LDA), Collision Avoidance Systems 

(CAS), Lane Keeping Assistance (LKA), etc. These ADAS not only improve the 

performance of vehicles but also prevent accidents during the period of driving, 

and can be treated as the prototype functionalities of a fully autonomous 

vehicle. 

Since transportation automation has been foreseen as the trend which is nearly 

irresistible, the precise classification of on-vehicle intelligence has become an 

urgent task and drawn an amount of attention. From the rough three levels of 

vehicle autonomy [2] to the 4+1 levels proposed by the NHTSA in the United 

States [3], the primary principle can be summarised as that the dependence to 

a human driver during driving is reduced with the number of level increase. In 

addition, a more elaborate taxonomy was issued by Society of Automotive 

Engineers (SAE) in 2014, comprising 5+1 levels from no automation at Level 0 

to full automation at Level 5. As stated by the policy which is proposed by U.S. 

Department of Transportation and NHTSA in 2016 [4], a vehicle with Level 3 or 

Level 4 functionality is termed as “highly automated vehicle” (HAV) and an 

autonomous vehicle belongs to Level 5. 
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To better distinguish and standardise the degree of automation, 5+1 levels 

published by SAE are treated as the common indicators [5]. There is no doubt 

that the human lifestyle or even the government policy will have a tremendous 

shift once the automation of transportation has been fully realised. Though, the 

reliability and the safety of automation techniques still require great effort to 

increase public acceptance. With the purpose of establishing a consistent 

framework for both industries and governments and protecting the traveling 

public during the forthcoming development of autonomous vehicles, the U.S. 

Department of Transportation and the National Highway Traffic Safety 

Administration (NHTSA) declared “Federal Automated Vehicles Policy” in 

September 2016 based on SAE 5+1 level automation [4] and continues 

updating the policy every year (e.g. “Preparing for the Future of Transportation” 

in 2018 [6]).  

Urban driving, as one of the indispensable scenarios for future autonomous 

navigation, is comprised of numerous complex manoeuvres (e.g. crossroad 

turning, roundabout driving, automatic parking, etc.). Hence, a reliable 

framework for autonomous vehicles under the urban environment is not only a 

challenging target but also a demanding task. To speed up the technical 

transition from conventional manual driving to fully autonomous driving, the 

United States Defense Advanced Research Projects Agency (DARPA) held an 

autonomous vehicle rivalry called “The Urban Challenge” in 2007, which 

comprise numerous urban navigation assignments [7]. On the other hand, 

numerous researchers started making every effort in investigating how the 

autonomous driving potentially affects human’s daily life and their mobility 

decision. According to these researches, the scenarios in the urban area might 

comprise fully automated vehicles, Vehicles on Demand that allow for different 

personal mobility and Valet Parking vehicles [8]. For instance, people who have 

no driving license, children or even elders are able to utilise Vehicles on 

Demand to reach their destinations [4]; Valet Parking vehicles not only help 

drivers to save the time and the parking cost but also retain the function that 

vehicles can be fully controlled by drivers. Theoretically, one of the most 

important welfares of transportation automation is that drivers are able to spend 
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the time on other activities instead of the driving tasks in vehicles, and might 

force drivers to reconsider the daily journeys or even influence their home 

selection. Nevertheless, some of the researches even deduce that the driving 

automation might alter governments’ choices of selecting residential locations 

and the design of urban spaces development [4][8]. 

To popularise autonomous vehicles, several preconditions must be satisfied, 

including product reliability, consumer acceptability, etc. A correlative survey 

has been done in 2015, which investigates more than 3200 adults from six 

different countries.  It tried to figure out what activities the human subjects 

prefer to do in an autonomous vehicle. The report reveals that 55.7% of the 

participants have insufficient trust in the self-driving technology and choose to 

supervise navigation tasks or even not to board an autonomous car; reading, 

social contacting and sleeping account for 8.53%, 11.07% and 8.2% 

respectively [9]. Hence, how to improve the public faith and acceptance of 

autonomous vehicles has become an urgent issue. Furthermore, U.S. 

Department of Transportation intends to accelerate the HAV revolution by 

taking safety elements into account and contains the sections with the 

ambitions of sharing safe testing data and deployment, suggesting unified 

standard state requirements, and seeking suitable regulatory tools for 

autonomous vehicles [4][6]. Specifically, providing numbers of automated 

driving system safety elements so as to analyse, identify and resolve safety 

considerations; establishing the standards and guidance for both the 

autonomous vehicles and the transportation infrastructures; ensuring the 

consistency of the national or interstate travel; refining the regulatory constraints 

to the autonomous vehicles’ safe integration. 

In general, the on-vehicle automation system is primarily designed to replace 

the role of human drivers in a driving task in order to enhance the performance 

and avoid the possible fatalities (e.g. correcting human mistakes and reducing 

the traffic crashes related to human behaviours and decisions). However, most 

published researches rarely considered that the human’s performance and 

preference does not always lead to negative consequences. An explicit 
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example is the motion sickness. It has been confirmed as one of the serious 

after-effects while riding an autonomous vehicle but rarely happens when the 

vehicle is driven by the person himself. 

This research targets on imitating the performance of human drivers so as to 

achieve human-like autonomous driving. In other words, developing a novel 

trajectory planning for the particular driving scenario, lane changes on the 

motorway, while taking the real human driving data into account. Figure 1-1 

briefly illustrates the original idea of this PhD research. 

 

Figure 1-1 Combining human factors with a vehicle-dynamics-based trajectory 

so as to generate the human-like trajectory. 

Before starting a rigorous research, a comprehensive understanding of the 

background of study is always indispensable. In the past 30 years, the 

autonomous driving draws significant attention and both the academia and the 

industry dedicate in maturing reliable autonomous driving systems. It is 

worthwhile mentioning that the SAE’s 5+1 level of automation is accepted as 

the standard indicator in the transportation engineering. This research is 

therefore inspired by the desire of autonomous driving techniques and the 

demand of personalisation, which plans to combine human factors with the 
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robotic motion and generating a human-like trajectory for an autonomous 

vehicle. 
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2 LITERATURE REVIEW 

To step into the main body of this research, the literatures that has been 

published in the relevant fields of autonomous vehicles should be studied and 

reviewed in advance. Through understanding the different stages of motion 

planning and the planning methodologies, the possible techniques for this study 

can be guided. Furthermore, the performance of human drivers used to be 

clustered into different driving styles. In order to adopt human characteristics 

from real drivers, a summary for the knowledge and the classification algorithms 

of driving styles is necessary. While the target manoeuvre of this work is lane 

changes on the motorway, its definition and the essential parameters are 

required to be understood. As the most suitable technique has been determined 

as Model Predictive Control (MPC) in Section 2.1, a discussion for the theory of 

a MPC and the general framework of the MPC-based trajectory planning 

algorithm should be carried out. After reviewing these researches, the project 

novelty can be highlighted in the meantime. 

2.1 Motion Planning for Autonomous Vehicles 

People believe that the matured technology of autonomous vehicles has the 

ability to improve the safety of driving, lessen traffic congestions, lower vehicle 

emissions and achieve greater mobility. And these ambitions can be fulfilled by 

a well-designed autonomy software, in other words, the motion planning 

methods. In the view of engineering, critical planning which is realised through 

complex mathematic algorithms is the key element to the autonomy. Similar to 

the fact that a good execution strategy often leads to a successful outcome, and 

therefore autonomous vehicles require reliable motion planning to guarantee 

the safe and collision-free navigation is performed. The motion planning 

methods normally include the functionalities of avoiding pedestrians or 

obstacles, searching possible paths and determining the best trajectory in order 

to transport passengers or stuffs safely, efficiently and comfortably between the 

origin and the destination [10][11]. Moreover, the environmental conditions (e.g. 

traffic regulations, vehicle dynamics, path boundaries, manoeuvre capabilities, 
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etc.) are essential factors and need to be considered in the meantime during the 

planning process. 

The techniques of motion planning which are recently utilised in the 

autonomous driving are originated from the early robot motorisation research. 

The primary difference of the motion planning between mobile robots and 

autonomous vehicles is that the former mainly concentrates on increasing 

execution speed while maintaining the low risk of structure damages, for 

instance, preventing the excessive vibrations and accelerations [12]. On the 

other hand, the latter is requested to take additional constraints into account, 

such as driving safety, traffic rules, riding comfort, etc. 

Some of the previous researches demonstrate the path planning and the local 

trajectory planning for the robot to navigate from a start point to a target one 

[12][13]; the kinematic and the dynamic properties of the robot were considered 

in the meantime [14]. In the robotic point of view, the goal of path planning is to 

provide a geometric pathway through a specific methodology without 

considering the time information, such as roadmap methods, cell decomposition 

algorithms, and artificial potential techniques. A particular time law and different 

optimality criterions such as minimum execution time, minimum energy, 

minimum jerk, etc., are then assigned to the acquired path from the path 

planner in the trajectory planning stage so as to specify the supposed state of 

the robot at every time step [12]. 

Base on the foundation of robotic motion research, the development progress of 

autonomous vehicles has been sped up in recent years. One of the well-known 

examples is the autonomous vehicle “BOSS”, which is awarded in “The Urban 

Challenge” in 2007, with a prominent auto-driving framework that was 

developed by Carnegie Mellon University. Specifically, this reasoning 

framework for “BOSS” was mainly composed of four different sections:  

1) Perception  

2) Mission Planning  

3) Behavioural Executive  

4) Motion Planning  
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The Mission Planning section takes the provided mission tasks and other 

driving restrictions into account and computes the optimal navigation route to 

reach the target place. In the Perception stage, a general picture of the 

surrounding environment is constructed via analysing and fusing the collected 

data from different sensors; the observed data includes current vehicle state, 

geometric world model, dynamic and static obstacle distribution, and road 

blockages. Then, the Behavioural Executive part utilises the obstacle 

information and the strategic route provided by the above two sections to 

generate a series of local pose objectives. Finally, the finest trajectory that 

conforms to the constraints from the Behavioural Executive is determined in the 

Motion Planning stage [15]. In other words, these four sections contain both 

global planning and local planning, and therefore enable “BOSS” to accomplish 

the competition missions successfully. Figure 2-1 shows the planning system of 

the autonomous vehicle “BOSS”. It is worthwhile mentioning that the Motion 

Planning section of “BOSS” is more like a combined functionality of the path 

planning and the trajectory planning, instead of indicating the entire planning 

process of the autonomous driving. 

 

Figure 2-1 A depiction of the planning system of “BOSS”. 
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According to previous studies, the stage of motion planning for autonomous 

driving can be split into three different classes, from the highest level to the 

lowest one, which are: 

1) Global Route Planning  

2) Path Planning  

3) Rigid Trajectory Planning  

Global route planning is a macroscopic strategy of searching the optimal route 

between the start point and the terminal point, which might consider the integral 

conditions of traffic in a particular period. Apart from the global route planning, 

the latter two classes can be treated as local planning. The local planning 

process mainly focuses in evaluating the instantaneous factors and driving 

conditions, either dynamic or static (e.g. road boundaries, obstacles, 

pedestrians and vehicles interactions, vehicle dynamics, etc.) and generates the 

most appropriate local trajectory with ensuring the driving safety 

[10][11][16][17]. Specifically, the path planning section contains two sub-

functionalities, which are the search space for planning and the manoeuvre 

selection. Briefly, the term path is composed of a set of waypoints, while a 

trajectory can be treated as the time or the velocity parameter is added to the 

path. The objective of path searching is to generate a possible connection 

method from the start point to the destination within the feasible region. On the 

other hand, the aim of trajectory fitting is to fit a smooth curve with time 

parameters between two waypoints of the path. A basic framework of the 

motion planning system for autonomous vehicles is illustrated in Figure 2-2 

[10][11].  
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Figure 2-2 The motion planning framework for autonomous vehicles. 

Generally, there are four essential achievements that a practical motion 

planning cycle of an autonomous vehicle has to be included: (1) generating the 

optimal global route, (2) generating the optimal decision or manoeuvre, (3) 

generating the optimal local path, and (4) generating the optimal detailed 

trajectory [16]. In other words, the motion planning process starts with selecting 

a global route between the current location and the destination by the route 

planner. In the following path planning stage, one or more chosen 

methodologies are then utilised to search space for path planning in prior so as 

to transfer the searching results to the manoeuvre determination module. A 

feasible path can be computed and acquired after one of the possible 

manoeuvres is selected according to the available space, while it has close 

relations with the manoeuvres or the decisions which are performed by the 

autonomous vehicle. This procedure might be operated recursively in order to 

finalise the most suitable path. Finally, the entire cycle ends up determining the 

optimal trajectory in the trajectory planning stage. Numerous reasonable 
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geometric curves which are related to the final decided path can be generated 

through interpolating a certain type of curve or optimising associated weight 

factors and cost functions. It should be noted that the shorter the time interval 

between two planning cycles is, the more reliable and precise the trajectory will 

be; nevertheless, the computational cost will increase in the meantime, which is 

a trade-off between the efficiency and the reliability. 

2.1.1 Route Planning 

Route planning can be seen as a high-level planning for moving objects, which 

often utilises one or several digital maps and Global Positioning System (GPS) 

as the geometric information and produces several possible routes from the 

current location to the destination [18]. Focusing on the vehicle navigation 

scenario, digital maps are primarily composed of country roads, motorways, 

urban streets, roundabouts, etc. Additional data which is related to the 

navigation might be included in particular maps, for instance, the speed 

limitations, the restrictions of the driving direction or even the traffic flow 

situations. As a result, the precision of the pre-record maps and the GPS will 

affect the performance of route planners. Unlike the local planning, the route 

planning process does not take the vehicle dynamics into account since the 

dimensions of reference maps are much larger than the size of the host vehicle. 

Referring to the research of Artificial Intelligence (AI), the route planning can be 

fulfilled through three different approaches, which are (1) roadmap, (2) cell 

decomposition, and (3) potential field [10][11]. The roadmap category transfers 

the start point, the target point, and the obstacles into nodes so as to build the 

visibility graphs. The cell decomposition methods attempt to segment the 

reference maps into numerous cells, either with uniform shapes or different 

forms; each of these cells conveys the information of whether it is occupied by 

obstacles or free for navigation. This information is then analysed by a 

searching algorithm (e.g. A*, Dijkstra, etc.) and the remaining free cells can be 

connected to provide several cell-based routes between the origin and the 

destination. Finally, the approaches of the numerical potential field utilise 

Laplace functions or other mathematical functions to reconstruct the reference 
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maps; for instance, the obstacles and the end point are endowed with maximum 

values and a minimum value respectively. Therefore, the possible routes can be 

produced by following the minimum gradient from the start point to the end point 

[19]. 

The route planner might provide several possible routes to reach the destination 

during the route planning process. To determine the most suitable route, one or 

more cost functions can be employed (e.g. distance, travelling time, safety, 

etc.). Figure 2-3 shows an example of route planning from Cranfield to Laindon, 

which considers the distance, the traffic flow situation and other additional 

information. Since the navigation of autonomous vehicles requires on-line 

redirection functionalities and must satisfy the time constraints during driving 

tasks, the real-time route planning has been considered as an indispensable 

part of the motion planning. 

 

Figure 2-3 Global route planning from Cranfield to Laindon. 
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2.1.2 Path Planning 

After the global route for reaching the destination is determined, the next 

procedure is to activate the local planning and input the obtained route and the 

local environmental information to the path planner. Generally, real-time path 

planning of autonomous vehicles is a recursive process and often focuses in 

determining the best local driving path since the global route of travelling can be 

attained by using GPS, digital maps or route planners. In order to generate a 

safe and reliable result with less deviation, numerous essential factors that 

include the dynamic traffic conditions, the surrounding environment, the vehicle 

motion constraints, the driving checkpoints and the status of obstacles have to 

be considered. As mentioned previously, selecting the ideal decision or 

manoeuvre, and generating the optimal local path are the two primary 

objectives which the vehicle autonomy needs to achieve in the path planning 

stage. The path planning starts with analysing the surrounding space of the 

vehicle and computing the available area for the forthcoming navigation task. 

The generated result is then sending to the paths searching and decision 

making block so as to output the optimal path based on the selected 

manoeuvre. The framework of the path planning can be found in Figure 2-4. 
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Figure 2-4 The structure of the path planning process. 

A local geometric track that enables the vehicle to travel from an initial position 

to the intended terminal without any collision is defined as a Path. Hence, Path 

planning is a computational procedure of figuring a feasible path that every 

configuration along the path is practicable. It is worthwhile mentioning that a 

reasonable configuration on the path not only achieves the collision-free 

performance but also refer to the constraints of motion (e.g. road boundaries, 

speed limitations, traffic regulations, etc.). On the other hand, a Manoeuvre can 

be treated as a description of potential motions that the vehicle is able to 

execute during driving. For instance, the general manoeuvres for vehicles on 

the motorway involve lane changing, overtaking, following, etc. Specifically, a 

manoeuvre that takes traffic regulations and other constraints into account and 

guarantees the safety of motion executions is called a nominal manoeuvre. 

Therefore, Manoeuvre planning is a process of considering the information 

which is provided from the available paths and on-board sensors (e.g. Radar, 
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Lidar, Camera etc.), and generating the best decision of potential manoeuvres 

for the vehicle [16]. 

Search Space for Planning 

It should be noted that the entire planning process has to be operated under 

digital conditions, enabling the autonomy to compute and generate the optimal 

path. This means that the physical environment around the host vehicle at each 

time step has to be transformed into digital information before starting a 

planning cycle. Correspondingly, the location, the velocity, the orientation and 

other essential factors of the vehicle have to be digitalised and become the 

state variables of the vehicle. Both the digital map of the environment and the 

vehicle state space are indispensable to the autonomous vehicle. During the 

above discretisation, the level of the comprehensiveness will affect the 

performance and the accuracy of the planning. For instance, a good 

expressiveness map can provide precise results but might lead to heavy 

computation; an insufficient representation is able to increase the planning 

speed, however, has a high possibility to result in risk operations. 

The existing algorithms of searching space for planning can be generally 

divided into the decomposition methodology and the boundary detecting 

technique [16]. The former includes Voronoi Diagrams [20][21], occupancy grids 

[22][23][24][25], cost maps [26][27][28] and state lattices [29][30]; these 

algorithms examine the available space with high resolution. The latter 

considers the location of obstacles, the boundary of lanes and roads, and other 

driving constraints, for instance, the driving corridors methodology [31][32]. 

Voronoi Diagrams 

The possible driving space for an autonomous vehicle can be generated 

through Voronoi Diagrams or so-called Dirichlet tessellation techniques. This 

methodology figures the maximum distances which are also named Voronoi 

edges from the host vehicle to other adjacent obstacles on the road in order to 

avoid collisions. Briefly, the quality completeness and safety can be treated as 

its advantages. Nonetheless, Voronoi edges might potentially be discontinuous 
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during space searching and result in the fact that Voronoi Diagrams are lack of 

capability of dynamic path planning. Hence, Voronoi Diagrams are suggested to 

be utilised in static conditions and fixed environments [16]. An example of 

Voronoi Diagrams is illustrated in Figure 2-5. 

 

Figure 2-5 Voronoi Diagrams [20]. 

 

Occupancy Grids 

Apart from Voronoi Diagrams, the manoeuvre of Occupancy Grids is to 

segment the real world or state space into grids and each grid contains 

essential information. The information illustrates the probability of the grid being 

occupied by either surrounding vehicles or other obstacles, and enables the 

autonomy to calculate the available space for latish planning. Figure 2-6 (a) 

shows the conceptual diagram of Occupancy Grids. 

Cost Maps 

Cost Maps is similar to Occupancy Grids since both their primary principle is to 

discretise the state space. The main difference is that the grids in Cost Maps 

present cost proportions which are related to potential hazards or feasibilities of 

driving. Accordingly, the essential factors (e.g. the presence of driving 

boundaries, surrounding vehicles, obstacles, etc.) have to be considered during 
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computing the hazards or feasibilities. An instance of Cost Maps can be found 

in Figure 2-6 (b). 

Both Occupancy Grids and Cost Maps are able to achieve fast discretisation 

without heavy computations and can be categorised as the grid-based 

methodology. However, these approaches have difficulties in managing the 

real-time vehicle dynamics and the presence deviations of obstacles [16]. 

 

Figure 2-6 (a) Occupancy Grids and (b) Cost Maps [16]. 

State Lattices 

Another technique of searching space for planning is State Lattices which is 

depicted in Figure 2-7 (a). It is a generalisation of grid-based approaches and 

has the same procedure of discretising a continuous state space into numerous 

square or rectangular lattices. Vehicle positions, driving curvature and travelling 

time are taken into account so as to connect reasonable vehicle states and 

construct state lattices for space searching. Comparing to the normal grid-

based methodologies, State Lattices consumes less time to achieve space 

searching and enhances the efficiency without increasing computational cost; 

the reason is that this approach is based upon the predefined curves and the 

pre-calculated edges. Hence, State Lattices can be treated as the improved 

version of Occupancy Grids and Cost Maps but has several limitations which 
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are the problems of curvatures, restricted motions and difficulties in solving 

emergency manoeuvres [16].  

 

Figure 2-7 (a) State Lattices and (b) Driving Corridors [16]. 

Driving Corridors 

Driving Corridors is another approach of finding the available space for driving, 

which is established on the constraint information from precise digital maps and 

the chosen manoeuvre of the host vehicle. By using simultaneous mapping 

techniques, the essential information including road area, lane boundaries and 

surrounding obstacles can be acquired and utilised to compute continuous 

collision-free corridors. It should be noted that the occurrence of obstacles is 

constrained in the meantime since the lane boundaries restrict the area of the 

corridors. Although the vehicles and obstacles that are outer the driving 

corridors can be neglected, the continuous space which involves complex 

coordinates and road networks still force the Driving Corridors method to 

consume heavy computational power. Furthermore, the constraint on motion of 

the autonomous vehicle is another drawback of this methodology [16]. Figure 2-

7 (b) presents a possible space searching result of using Driving Corridors. 
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The above methods of search space for planning have superior characteristics 

on different aspects and the corresponding expenses. By taking the restrictions 

and the demands of a specific application into account, the most suitable 

approach or even multiple methodologies of space searching are employed and 

cooperated in the computations, so as to provide good capabilities and ideal 

preparations for the following path, manoeuvre and trajectory planning. Briefly, 

the autonomy is able to activate the mathematical algorithms for planning in the 

next section and determine the best solution for autonomous driving once the 

available space is searched or established. 

Paths Searching Techniques 

The Available Paths Searching is one of the essential sections that the vehicle 

autonomy should operate after the surround free space of the vehicle is 

constructed. The searching or planning techniques can be distributed into 

Incremental Approach and Local Search according to the different manipulative 

purposes. The former reuses the historical data which is computed in the earlier 

searches to increase calculation speed and generate the optimal state 

conversion sequence of the vehicle. On the contrary, the latter concentrates on 

calculating the most appropriate single state transition for the current situation. 

As shown in Figure 2-4, this section collaborates with the Manoeuvre Selection 

block, and the combination of these two functionalities enables the autonomy to 

achieve and determine the final optimal path. 

Paths Searching - Incremental Approach 

The incremental approach represents the methodologies that are used for 

generating the optimal path when several vehicle states or relative 

configurations are undefined before the searching. Rapidly-exploring Random 

Tree (RRT) and Lattice Planner (LP) are the two common techniques of the 

incremental approach. 

Rapidly-exploring Random Tree (RRT) 

The primary concept of RRT is to build a search tree that uses stochastic 

samples from the configuration space and expands incrementally until the tree 
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reaches the objective configuration [33]. The entire process is operated 

recursively and can be mainly divided into two steps: (1) randomly adding new 

vertices or configurations near the terminals of the tree, and (2) connecting the 

new vertex to the nearest terminal point with an edge. It is worthwhile 

mentioning that RRT often requires an algorithm to detect potential collisions 

since the obstacle-free status of new vertices or configurations has to be 

approved. RRT is treated as one of the common methodologies that have been 

applied to solving autonomous driving, according to its strengths which are 

exploring the free space rapidly, guaranteeing the feasibility of real-time and 

kinematic implementations, ensuring the path safety through collision 

examinations and having the capability to manage general dynamical models. 

Nevertheless, the jagged paths, the necessity of impact examinations during 

expanding, the heavy computational cost under complex traffic scenarios and 

the strong dependence between the expansion and the nearest terminal points 

are the major disadvantages of RRT [16]. A demonstration of on-road driving 

using RRT is shown in Figure 2-8. 

 

 

Figure 2-8 Rapidly-exploring Random Tree (RRT) for autonomous driving [33]. 
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Lattice Planner (LP) 

Another incremental approach of path planning is Lattice Planner and its 

diagrammatic drawing can be found in Figure 2-9. This technique is based on 

the state lattice methodology of searching space for planning and therefore 

inherits its characteristics. As a result, Lattice Planner is often utilised to 

manage highly restricted or non-holonomic environments and has good 

performance in general [34]. Apart from RRT, the configuration space is 

discovered steadily within Lattice Planner. Moreover, Lattice Planner is able to 

promise the smoothness and the optimality of the generated paths and reduce 

the computational power within the precomputation lattice. Although the created 

path references of Lattice Planner mostly comply with the real motions and 

dynamic abilities of the vehicles, lack of performance in dealing with evasive 

manoeuvres is still one of the main disadvantages of Lattice Planner. Additional 

drawbacks of Lattice Planner can be summarised as the transferability and the 

possibility of exhaustive sampling and orientation oscillations [16]. 

 

Figure 2-9 Path planning of using Lattice Planner [34]. 

Paths Searching - Local Search 

According to the fact that it is time-consuming for a path planner to search the 

complete graph within real-time applications, the Local Search, which is another 

category of path planning techniques, is then developed. Swerving Trajectories 

(ST) and Partial Motion Planning (PMP) are the two popular approaches in the 

local search category. 

Swerving Trajectories (ST) 
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Swerving Trajectories, or can be called as rolling-out trajectories, firstly 

transforms the search space into a geometric curve and numerous duplications 

of this curve with different lateral shifts; the geometric curve can be a clothoid or 

a spline. Each generated curve represents a candidate path. Then, these 

candidates are assessed via one or more cost functions which contain several 

objective weight factors (e.g. safe margin, time constraint, etc.), so as to acquire 

the desired path. Based on the operating target of the lateral shifts, ST can be 

further classified as (1) lateral shifting in the vehicle state space and (2) lateral 

shifting in the vehicle action space, and is revealed in Figure 2-10. Although ST 

is able to produce feasible paths, it might fail or have poor performance within 

complex or dynamic environments [16]. 

 

Figure 2-10 Two different classifications of Swerving Trajectories [16]. 

Partial Motion Planning (PMP) 

Another common approach is Partial Motion Planning. It is developed to solve 

the drawback of the high computational cost of other methodologies which 

analyse the entire vehicle state space with an infinite time horizon. PMP 

focuses in the next short time period and combines the technique of RRT with 

the functionality of safety checking to guarantee the obtained paths are 

collision-free. However, the surrounding environment information of the host 

vehicle must be fully observed in this approach and thus PMP might encounter 

difficulties while evaluating the path with a large number of obstacles [16]. 

Figure 2-11 shows the principle of PMP. 
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Figure 2-11 The Partial Motion Planning approach [16]. 

Manoeuvre Selection and Decision Making 

Since the available reference paths or the possible driving waypoints for the 

autonomous vehicle have been acquired from the path planner, the next 

essential task is to ensure that the most suitable and safest manoeuvre is 

always implemented at every self-driving moment. The entire decision process 

requests this step to take the interactions between the host vehicle and the 

surrounding traffic environment into account. Hence, the techniques of 

evaluating the adjacent traffic situation of the autonomous vehicle and 

predicting the behaviour of each surrounding transportation participants are 

incorporated in the manoeuvre planning (decision making) stage, enabling the 

autonomous vehicle to determine the optimal action and update the potential 

paths.  

For instance, one of the common traffic accidents in daily life is the longitudinal 

collision, which is often caused by driver errors. Either steering, braking or 

warning the driver are the manoeuvres (decisions) that can be carried out by 

the vehicle autonomy so as to mitigate the fatality. Considering the situation that 

a vehicle has low velocity, braking seems to be the most efficient solution of 

avoiding longitudinal collisions, as well as the instinctive response of drivers 
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when encountering accidents [35]. This evaluation procedure which refers to the 

current situations of the host vehicle (e.g. low velocity, front obstacle) often 

happens within a short time period and is known as the manoeuvre selection or 

the decision making for an autonomous vehicle. 

The manoeuvre selection process primarily depends on the autonomy or the 

intelligent system of autonomous vehicles. According to the reference 

architecture of American National Standards Institute (ANSI), an intelligent 

system comprises four processing units, which are World Model, Sensory 

Processing, Value Judgement and Behaviour Generation [36]. The basic 

structure of an intelligence system is illustrated in Figure 2-12. Each of the units 

is responsible for a specific functionality: the World Model is in charge of 

environments modelling and parameters estimation, the Sensory Processing 

relates to information filtering and data fusion, the Value Judgment evaluates 

control criterions, and the Behaviour Generation takes charge of control 

algorithms. Nonetheless, some practical systems might lack such fundamental 

functions considering computational and speed limitations. 

 

Figure 2-12 The reference structure of an intelligence system from ANSI. 

From the various object-oriented programming methodologies in most previous 

research to the numerous techniques of agent-oriented programming recently, 
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all these efforts are made for enabling the autonomous software to handle 

essential factors (e.g. sensory objects, behavioural plans, memory, etc.) and 

make an appropriate decision. From the architectural point of view, six types of 

decision making mechanisms can be categorized: (1) reactive decision making, 

(2) behavioural decision making, (3) logic-based decision making, (4) situation 

calculus, (5) layered architectures, and (6) belief-desire-intention [36]. The logic-

based architectures employ a set of deduction rule to model a decision making 

process since the 1980s. The behaviour-based and reactive architectures are 

then developed to solve the computational complexity problem in the logic-

based methodologies via determining the decisions through environment 

situations. On the other hand, the situation calculus has the capability to infer 

actions and the related influences, and can be treated as a second-order logic. 

Apart from the above categories, the beliefs-desire-intention architectures 

attempt to imitate the human decision: (1) what goals a human want to achieve, 

and (2) how they are going to be achieved. Finally, the layered architectures 

which comprise several different layers, focus on solving the problem that 

internal states are required to remain minimum.  

More generally, the methodologies of decision making can be split into two 

classifications, which are the techniques that emphasise obstacle predictions 

and risk assessments (e.g. Bayesian filter, hierarchical hidden Markov model, 

etc.), and the decision theoretic techniques (e.g. Partially Observable Markov 

Decision Process, Game Theory, etc.). The former often generates more 

precise solutions but the environmental situations might be neglected during the 

planning process; the high computational cost while anticipating the state of 

adjacent traffic participants can be treated as another drawback. On the 

contrary, the latter copes well with the surrounding environment and therefore 

might be able to solve the negotiation problems in urban areas or the 

manoeuvre compliances during the motorway driving (e.g. merging situations 

[37]) [16]. One of the well-known techniques of decision making is Markov 

Decision Processes (MDP). It can be utilised for either attentive perception 

determination or helping an autonomy to learn the actions which should be 

executed under given environmental states. The goal of using MDP is to obtain 
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the maximum reward during decision making so as to select the most 

appropriate action. Consequently, manoeuvre planning can be seen as a 

decision pivot which filters the possible outcomes from the path planner and 

approves the most feasible path inputting to the trajectory planning stage. 

2.1.3 Trajectory Planning 

Although numerous aerospace literatures have been published in the past 

decade and the trajectory planning of aircrafts is lucubrated much earlier than 

the intelligent vehicles, these outcomes and consequences are only able to 

provide limited assistance in the studies of on-road vehicles trajectory planning; 

the cause can be attributed to the fact that the operating environments between 

aircrafts and vehicles are quite different. Furthermore, it can be reasonably 

realised that the trajectories of aircrafts are generally treated with 6 degrees of 

freedom but the trajectories of vehicles are 3.  

In the field of autonomous vehicles, once the optimal reference path and the 

best manoeuvre for the current driving situation have been determined, the next 

stage is to generate the local trajectory. A set of sequential states that are 

encountered by the vehicle during manoeuvre execution is signified as 

Trajectory. The purpose of Trajectory Planning is to output the optimal 

trajectory, and the procedure can be illustrated as the on-line planning of 

vehicle transitions between two practicable states, which satisfies complex 

traffic limitations and driving requirements. In another word, trajectory planning 

can be seen as the stage of finalising the optimal connection between every two 

determined adjacent waypoints in the path [16]. 

The final trajectory which is obtained from the trajectory planning stage must 

fulfil specific requirements according to the original objective, for instance, the 

smoothness, the riding comfort, the driving constraint, the dynamical motion 

model, etc. Mostly, the trajectory planning process can be divided into two 

categories: (1) adjust the curvature of the trajectory which is mainly associated 

to the smooth motion during self-driving, and (2) optimise the trajectory with 

cost functions or control methods that take the vehicle model and surrounding 

obstacles into consideration [16]. While finding the most feasible trajectory in 
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the first type, arcs, spline curves, polynomial spirals, clothoid curves, and other 

geometric parameters can be used to form the trajectory; this technique is 

called Interpolation, which indicates an action of structuring new data in the 

empty area between two previous identified boundaries. On the other hand, the 

second class uses numerical functions or control theories to maximise or 

minimise the objective variables such as the distance to the reference path or 

surrounding obstacles, the smoothness of the trajectory, the trajectory 

curvature, etc. so as to obey the kinematic constraints. Both the above two 

categories can be combined together to calculate a high precision trajectory, 

however, the computational cost might arise in the meantime. 

Interpolation Methodology 

While focusing on the trajectory planning of autonomous vehicles, the 

interpolation methodology attempts to insert a set of new curves within the 

blank space of the previous known reference points from the path planner in 

order to enhance the trajectory continuity [17]. Most of the previous researches 

focus in interpolating a certain type of geometric parameters and assembling all 

the best trajectory pieces between two points at each time steps to achieve the 

integrated trajectory [16]. Each of the potential geometric curves will be briefly 

introduced in the following section. 

Lines and Circles 

Straight lines and circular shapes are two of the basic elements in geometry 

and hence enable the trajectory planner to produce a straightforward 

connection between two adjacent waypoints. Although interpolating this type of 

geometric curves has several benefits such as low computational power 

requirement and simple implementation, it will also result in a non-continuous 

and jerky trajectory. This technique can be found in relative trajectory planning 

papers [38][39]. Figure 2-13 shows several possible trajectories that are 

composed of lines and circles. 
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Figure 2-13 Line and Circles [38]. 

Clothoid Curves 

A curve which its curvature is equal to its arc-length is called a Clothoid curve. 

Therefore, this type of curves can be used to represent the trajectories that 

have linear variations of their curvatures, ensure the curvature continuity of the 

trajectory and provide fluent transitions between straight lines and curves. 

However, the poor smoothness of the curves is the drawbacks of interpolating 

Clothoid Curves. The detailed information and constraints of implementing 

Clothoid Curves to the trajectory planning of autonomous vehicles can be found 

in relevant research [40][41]. The draft diagram of Clothoid Curves is expressed 

in Figure 2-14. 
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Figure 2-14 The Clothoid trajectories of executing a left turn manoeuvre [40]. 

Polynomial Curves 

Another popular type of geometric curves that has been used in trajectory 

planning is the Polynomial Curve. For instance, a second order polynomial is 

refined through considering the error between the current and the target vehicle 

state [42]; a fourth order polynomial is combined with a dynamic bicycle model 

so as to monitor the vehicle motion [43]. Polynomial Curves has the 

characteristic of fitting specific constraints and requirements (e.g. vehicle 

position, driving velocity, steering angle, trajectory curvature, etc.) at every point 

along the reference path. In other words, the determined vehicle states at every 

two adjacent waypoints of the path will assign the proper coefficients of the 

connection curves. Comparing with other geometric curves, Polynomial Curves 

requires relatively low power for the computation and is able to guarantee the 

continuity between two adjacent trajectory pieces. The accuracy of the 

trajectory can be improved by increasing the order number of the polynomial, 

but often raises the difficulty of finding the proper coefficients in the meantime. 

A schematic diagram that utilises a cubic and a quartic polynomials to reach 

different target positions is presented in Figure 2-15. 
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Figure 2-15 A cubic (green) and a quartic (red) polynomials curves [44]. 

Bezier Curves 

Bezier Curves is a type of geometric curves which is based on the Bernstein 

polynomial, and has the characteristic that its shape is determined by control 

points. The advantages of applying Bezier Curves to the trajectory planning of 

autonomous vehicles are similar with utilising Polynomial Curves; both types 

provide the possibility of the continuous concatenations of curves as well as the 

low demand of computation power. Nevertheless, the main drawbacks of 

interpolating Bezier Curves are that the malleability and the time consumption of 

the planning process become worse and large respectively as the degree of the 

curves increase. Although raising the degree will bring the above negative 

effects, high degree Bezier Curves is still treated as one of available solutions 

for trajectory planning due to the desired performance. A comparison research 

illustrates that the fifth order curves achieve better smoothness and feasibility 

than the third order [45]. Figure 2-16 depicts a right turn trajectory planning 

through interpolating Bezier Curves. 
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Figure 2-16 Bezier Curves for right turn trajectory planning [46]. 

Spline Curves 

A curve which can be divided into numerous polynomial-defined pieces is called 

a spline curve. This type of geometric curves is another popular methodology to 

solve the trajectory planning problem [47][48]. Spline Curves can be seen as 

the improved version of Polynomial Curves while it is able to generate similar 

results of higher degree Polynomial Curves without offering the instability; 

therefore, the low computational cost and the continuity are still retained in 

Spline Curves interpolations. However, the obtained trajectory might not be 

optimal if the primary objective is to fit the road constraints. Figure 2-17 shows 

the variance of a spline curve when a reference knot is changed. 
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Figure 2-17 Spline Curves [17]. 

Optimisation Methodology 

Apart from the interpolation method, the optimisation methodology aims to 

maximise or minimise the objective variables of the reference path or trajectory 

through numerical functions or control engineering techniques. 

Function Optimisation 

This technique applies one or more cost functions which are associated with the 

objectives to the reference path and finds the roots of the functions to generate 

the optimal trajectory. For instance, the lateral offset from the original path, 

velocity, acceleration and desired behaviour of the host vehicle are concerned 

in the cost function to obtain the result [49]. The pros of Function Optimisation 

are that the driving constraints, the surrounding obstacles and the adjacent 

vehicles can be easily considered in the planning process; but time-consuming 

is the potential trade-off. 

 

Figure 2-18 Trajectory planning by using a cost function [49]. 
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Model Predictive Control (MPC) 

Model Predictive Control (MPC) is another possible methodology to achieve the 

objective trajectory, which utilises the knowledge of the control engineering and 

the planning module. Specifically, the dynamic model and the current state of 

the host vehicle are required to predict the future state and thus the optimal 

trajectory can be acquired. Recent research combines a linear bicycle model 

which has linear tyre characteristics with MPC in the trajectory planning stage 

so as to acquire more comfort trajectory [34]. It is worthwhile mentioning that 

the performance of MPC is independent to the number of surrounding obstacles 

but the number of the vehicle model variables will affect the difficulty of 

optimising the trajectory. 

Briefly, trajectory planning is the lowest level of planning for autonomous 

driving. According to the applied techniques, different essential information such 

as the vehicle model, the motion constraints, the locations of surrounding 

obstacles, etc. are required to optimise the piecewise trajectory [10][11].  

Constraints and Limitations 

One of the common limitations of existing path and trajectory planning 

techniques is the insufficient performance of obstacles handling which requires 

precise trajectory or motion predictions of the adjacent obstacles. Since 

computing and forecasting the traces of the obstacles at each time step require 

heavy computational cost, numerous related researches often assume the 

velocity or the acceleration of obstacles are constant. Furthermore, the 

obstacles are usually represented as simple shapes such as circles and 

rectangles. Another restriction is that most simple kinematic vehicle models are 

not able to monitor every detailed performance of the vehicle. The complex 

models, however, increase the computational power and are inadequate for 

real-time applications. The similar situation happens to the risk or collision 

indicators as well. 

Also, the information of sensing specific obstacles, surrounding environment or 

lane boundaries might be blocked by other obstacles or barriers, and will result 
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in the imprecise perception. In general, the research and development can be 

categorised as simulations, experiments through model vehicles and the real-

world implementations according to the testing environment. However, even 

with a high degree precision in the first two categories, a good planning 

performance in the real world is still difficult to be guaranteed These 

aforementioned constraints might lead to serious errors or inaccuracy 

manipulations during the motion planning procedure of autonomous vehicles. 

2.2 Driving Styles 

It is undoubtedly that the development of autonomous vehicles brings a 

dramatic revolution to the industry of transportation. Although automobile 

companies more or less encountered accidents during their on-road testing, the 

failure results cannot stop the pace of progress but indicate the insufficient area 

which requires further improvements of autonomous functionalities. The recent 

tragic fatality that happened to one of the Tesla customers while utilising 

“AUTOPILOT” especially emphasise the lack of mature techniques for 

guaranteeing passengers’ safety. Investigating and understanding human driver 

behaviours is one of the possible methodologies not only to enhance the 

performance and the reliability of self-driving technology but also to raise the 

drivers’ acceptability and meet their individual driving preference.  

On the other hand, most of existed driving assistance systems merely consider 

the general behaviour of drivers and therefore may not be able to provide 

personalised functionalities and meet the requirements of individuals. As a 

result, it is necessary to develop algorithms that are able to detect and predict 

driver states, analyse and classify driving styles, and estimate intentions of 

human drivers. Since the preferences, the habits and the emotions of 

individuals have serious impacts on the driving styles during navigating, 

recognising different driving styles has been treated as a complex task. Instead 

of measuring and calculating the driving style straight forward, most previous 

researches focus on analysing indirect relationships (e.g. energy consumption 

[50], vehicle efficiency [51], etc.) so as to approach the driving style 

classification. 
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2.2.1 Terminologies and General Definitions 

Numerous technical terminologies were created in the recent literatures that 

investigate the relationship among human drivers, environments and vehicle 

dynamics, such as driving behaviour, driving style, driving pattern, etc. In order 

to prevent the confusion and clarify the understanding, the individual definitions 

of these technical terms have to be summarised in advance. In general, Driving 

Pattern is closely associated with the road feature, the weather and the 

handling of the driver, mainly indicates the speed profile, the mean velocity, the 

acceleration and the deceleration of a vehicle during a driving period. On the 

contrary, Driving Behaviour represents the decisions and the manoeuvres of 

drivers, and particularly aims at the human or the intelligent driver itself rather 

than the external factors. Another technical term that is related to drivers is 

Driving Skill. It majorly describes the capability of controlling the vehicle under 

a specific situation of a human driver, and can be utilised to distinguish basic, 

average and experienced drivers. On the other hand, Driving Condition 

depicts the external situations and limitations of the driving task, for instance, 

unimpeded or congested traffic, poor or clear visibility, etc. Turning, overtaking, 

lane changing, braking, acceleration or other possible manoeuvres that 

happens in a navigation task is called Driving Event. 

Driving Style which is the consequence of various factors such as emotion, 

habit, experience, etc., however, does not have a unified definition and still 

needs to be further discussed. The attitude and thought of drivers towards a 

driving assignment, the way to achieve a navigation mission, the 

aggressiveness potential of drivers, and other associated performances have 

been utilised to approach the driving style in recent literatures. Furthermore, 

personal character, age, gender and decision selection have been confirmed as 

essential factors to distinguish different driving styles, as well as driving history, 

navigation training and route and vehicle familiarity [52]. Fuel consumption is 

another possible approach to classify driving styles when driving conventional 

and fully electric vehicles instead of hybrid electrical ones [51][53]. Different 

road conditions such as slippery road, motorway, urban street, etc. also affect 

the performance of drivers [54] and hence the road style has to be precisely 
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identified before categorising the driving style [55]. It should be noticed that both 

the environmental conditions and the characteristics of different drivers have 

significant impacts on the driving style. An elaborate survey has summarised 

the potential factors that will influence the driving style and are shown in Figure 

2-19 [56]. 

 

Figure 2-19 Potential factors that will affect driving style [56]. 

Another human related terminology is Human-like, which is extremely popular 

in the field of artificial intelligent. The core conception of human-like is to 

request an autonomy imitating the performance and the response of a real 

human being. As mentioned in Introduction, equipping the human-like 

characteristic in a vehicle autonomy is able to provide several outstanding 

advantages. For instance, increasing the public acceptance to autonomous 

vehicles, preventing the potential after-effects (e.g. the motion sickness, the 

unpredictable manipulation, etc.) while riding an autonomous vehicle, and so 

on. However, human-like functionality might also lead to the concern of driving 

safety. As a result, the human factor could be considered in autonomous 

systems if and only if the safety regulation is satisfied. 
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2.2.2 Driving Style Clustering 

Although the influencing factors that mentioned previously can be used to 

cluster different driving styles, it is impractical to take all of them into account 

due to the restrictions of realistic situations (e.g. limitations of sensors, in-

vehicle implements, computational power, etc.). Different available influencing 

variables have to be integrated with proper classification algorithms so as to 

achieve the driving style clustering. Generally, the classes of driver driving style 

are based on the allocation of the selected features and should be determined 

in advance of the development of the driving style identification algorithm. 

Moreover, with the purpose of defining a suitable set of clusters, not only the 

interaction among influence factors, human drivers, and surrounding traffic 

participants but also the trade-off between computational cost and clustering 

precision must be considered [56]. 

The original concept of driving style classification is mainly based on the 

recognition of driver patterns that aims to improve driving safety and vehicle 

efficiency; hence, the clusters of driver driving style in literatures often utilise 

either of them as the basis. For instance, eight different styles: (1) dissociative, 

(2) anxious, (3) risky, (4) angry, (5) high-velocity, (6) distress-reduction, (7) 

patient, and (8) careful are labelled while focusing the correlation between 

human factors and driving safety [52]; on the other hand, the vehicle efficiency 

which is acquired from the simulation of energy consumption was employed to 

indicate the driving style [57]. Apart from the clustering with large number of 

classes, most literatures prefer to distinguish driving style within two or three 

classes: (1) aggressive and (2) normal (non-aggressive) [58][59]; or (1) 

aggressive, (2) moderate and (3) mild [60][61]. The characteristic of aggressive 

drivers can be assigned to the unsafe performance during operating the vehicle, 

such as excessive driving velocity, sudden acceleration or braking, insufficient 

safe margin, etc. On the contrary, mild drivers merely perform gentle and 

smooth adjustment towards the steering wheel and the throttle. Moderate 

drivers might involve the features from both aggressive and mild groups but 

cannot be attributed to any of them explicitly [56]. 
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2.2.3 Classification Algorithms 

Based on the determined classes of clustering, available influence variables 

and the chosen identification technique, the algorithms of classifying driver 

driving styles can be carried out. The selected algorithm can be evaluated 

iteratively with different sets of influencing factors in order to deduce the 

suitable set of input variables and improve the classification performance and 

precision [56]. In addition, the potential classification algorithms are typically 

composed of (1) rule-based algorithms and (2) data-driven algorithms while 

considering the techniques which are utilised in the driving style clustering. 

Rule-based Algorithms 

The rule-based approach is a relatively simple methodology to achieve driving 

styles recognition. This method requires a set of predetermined thresholds to 

validate the specific driving style information (e.g. score, true or false, etc.) 

which is transferred from the raw driver driving data; hence, it is also named as 

threshold-based algorithm. For instance, the number of aggressive vehicle 

operations is counted from a driver within six different driving scenarios: 

acceleration, braking, left and right lane changing, and left and right turning, so 

as to evaluate the driving style of the driver [54]. Nonetheless, the standard 

rule-based algorithms might encounter difficulties and complexities to solve the 

driving style classification with a large number of input variables. An alternative 

solution is to apply the fuzzy logic technique since it has the characteristics of 

comprehensibility, simplicity, robustness and low computational demand [56]. 

The fuzzy logic driving style clustering can be further combined with the throttle 

and braking pedal information to advise the driver on the optimal operation of 

the pedals [53]. 

Data-driven Algorithms 

Although the rule-based and fuzzy logic algorithms are simple to implement, 

they still have a crucial restriction which is that the predefined thresholds are 

fixed. This defect, however, can be solved by utilising data-driven algorithms to 

classify driver driving styles. Moreover, it has additional benefits of better 
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adaptability and the capability of managing a large amount of data and 

variables, which substantially popularise data-driven methodologies in solving 

driving style clustering problems [56]. A dynamic time wrapping technique is 

employed to identify the essential information which is acquired from the 

accelerometer, the gyroscope and the magnetometer of the smartphone; and 

the results are compared with the templates of different driving style so as to 

detect the aggressive manoeuvres during the driving period [58]. Machine 

learning is another well-known data-driven approach and also has the ability to 

classify different driving styles. One of the unsupervised learning techniques (K-

means Clustering) to distinguish driving style is applied to the acceleration, the 

braking and the turning profiles extracted from vehicle Controller Area Network 

(CAN) bus. The simulation results illustrate that the braking profile is more 

representative than the other two features while classifying the driver driving 

style; furthermore, the Support Vector Machine (SVM) which is attributed to 

supervised learning techniques is also utilised to identify the same data and the 

outcome provides more constant performance compared with the K-means 

Clustering technique [62]. 

Both rule-based and data-driven algorithms have some techniques that can be 

operated either on-line or off-line to identify driver driving styles. For the on-line 

implementation, the time frame of data analysing has to be considered properly 

since the large time window might involve several manoeuvres and cause the 

absence of details; the small one might be too short to process an entire 

manoeuvre. It is worthwhile mentioning that none of the classification 

techniques can be concluded as the optimal solution to distinguish driving styles 

while the performance is considerably related to the operating conditions. 

However, according to the characteristics of drivers’ driving data and the 

preference of statistical investigation, data-driven algorithms seem to be more 

preferable in recent researches [56]. 

2.3 Lane Change Manoeuvre 

Almost all of the potential scenarios that a driver might operate when navigating 

on the motorway can be disassembled into five elementary manoeuvres: (1) 
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constant speed driving, (2) acceleration, (3) braking, (4) left lane changing, and 

(5) right lane changing. The Overtaking scenario is a typical instance which 

might comprise one or several transitions between adjacent lanes and is 

happened frequently during motorway driving [63]. For instance, overtaking the 

front slow vehicle often starts with a constant speed forward driving before 

either a left or a right lane changing; once the vehicle is shift to the adjacent 

lane, the acceleration manoeuvre is executed so as to overtake the target 

vehicle; then, the vehicle performs an opposite lane changing to merge back to 

the previous lane; ending up with a slight braking manoeuvre to decelerate the 

driving speed to a proper navigation velocity. 

While focusing on the five elementary manoeuvres, the left and the right lane 

changes are more complicated compared with the other three. In order to 

execute a safe lane change manoeuvre, a large amount of essential information 

has to be captured and analysed by the driver or the vehicle autonomy in 

advance, including relative velocities with surrounding vehicles, available 

distance and space, traffic environments, etc. [64]. Especially for the 

autonomous vehicles, the autonomies have to imitate human drivers and obtain 

crucial information through different sensors and actuators (e.g. LiDAR, Radar, 

inertial sensors, electric motors, etc.). As a consequence, summarising a 

concise definition and potential variables of the lane change manoeuvre is 

indispensable. 

2.3.1 Definition and Essential Parameters 

Lane changing is one of the typical scenarios that happen generally during a 

driving task, and is specified as a transfer or lateral control manoeuvre of the 

ego vehicle from the current driving lane to either the right or the left adjacent 

lane [64]. Figure 2-20 provides the schematic diagram of a lane change 

manoeuvre. Nevertheless, there is no unified and agreed description on how to 

determine vehicle states from the initial point to the target point of a lane 

change manoeuvre.  



CENTRE LINE OF THE CURRENT LANE 
. 	. 	. 	. 	. 	. 	. 	. 	. 	. 

-7, 	
)•_• 

RIGHT LANE CHANGE 

 

55 

 

Figure 2-20 Lane change manoeuvre on a three-lane road. 

Chee and Tomizuka utilised four different reference trajectories with constant 

forward velocity and maximum limitations of lateral acceleration and jerk to 

define the optimal lane change manoeuvre [65][66]. Shiller and Sundar gave the 

optimal emergency lane changing a definition that the trajectory performs the 

shortest longitudinal displacement during the lane transition period [67]. On the 

other hand, Hatipoglu et al. defined the end state of a lane change manoeuvre 

which has to fulfil the conditions: (1) both the lateral velocity and the lateral 

acceleration have to return zero, and (2) the vehicle lateral displacement has to 

be equal to the width of lanes; within the assumptions that only the yaw rate and 

the steering angle of the vehicle can be measured, and the variation of road 

curvature is remained in a small value [68]. Similarly, Shamir explicitly indicated 

the initial and the end states of a vehicle while completing a normal lane 

transition, which can be concluded as the vehicle has to perform the same 

longitudinal velocity, and zero acceleration and lateral velocity at both the initial 

and the end points; furthermore, the initial vehicle position has to be shifted a 

distance that equals the width of lanes in the lateral direction [63]. Table 2-1 
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presents a concise summary of the variables that were used to determine a 

lane change manoeuvre in the reviewed literatures. 

It can be seen that some of the references applied up to 10 different parameters 

to describe a lane change manoeuvre, but one of the others merely considered 

5 features. Accordingly, the more variables the evaluation takes into account, 

the higher fidelity the result will have. But its computational cost inevitably 

becomes expensive. In other words, it is a trade-off between the performance 

and the cost. Hence, assessing the research objective scrupulously so as to 

reduce the requirement of the computational power and generate a satisfactory 

result without losing the essential information is the prior task. 
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Table 2-1 Essential parameters for lane change manoeuvres. 

Parameters Descriptions Publications 

𝒍𝟏 
Distance from Centre of Gravity (CoG) 
to the front axle 

[65] 

𝒍𝟐 Distance from CoG to the rear axle [65] 

𝑫 
Distance to the front vehicle (Clearing 
distance) 

[67][69] 

𝒚 Lateral position [63][65][67][68] 

𝒗𝒚 Lateral velocity [63][68] 

𝒂𝒚 Lateral acceleration [66][68] 

𝑱 Lateral jerk [63][65][66] 

𝑷 
Lateral displacement from CoG to the 
central line of the initial lane 

[66] 

𝒙 Longitudinal position [63][66][67][69] 

𝒗𝒙 Longitudinal velocity [63][68]  

𝜥 Radius of trajectory curvature [66] 

𝜹 Steering angle of the front wheel [65][66][67][68][69] 

𝑻 Time of the lane change manoeuvre 
[63][65][66][67][68]
[69] 

𝑽 Vehicle velocity [63][65][66][67][69] 

𝑨 Vehicle acceleration [63] 

𝑾 Width of the lane [66][67][68] 

𝜺 Yaw angle [65][66][67][68] 

𝜸 Yaw rate [67][68] 

 

2.3.2 Discussion 

Chee and Tomizuka defined that the ideal trajectory of a lane change 

manoeuvre has to guarantee the passenger ride comfort and the transition time. 

This optimal lane change trajectory is also termed as the virtual desired 

trajectory (VDT) since it is not materially marked on roads and can be proposed 

through the trapezoidal lateral acceleration profile. In order to generate a VDT, 

the vehicle acceleration profile is presumed to be trapezoidal, and the position 
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of the vehicle while operating the lane change manoeuvre can be acquired 

through integrating the trapezoidal acceleration profile twice [65]. It should be 

noted that the potential VDTs can be constructed based on different techniques. 

To further discuss the optimal VDT for the lane change manoeuvre, the authors 

analysed and compared four different types of VDT: (1) circular trajectory, (2) 

cosine trajectory, (3) fifth order polynomial trajectory and (4) trapezoidal 

acceleration trajectory under the same condition (constant forward velocity and 

maximum limitations of lateral acceleration and jerk). The trapezoidal 

acceleration trajectory was claimed as the optimal VDT for a lane change 

manoeuvre since the passengers’ comfort and the duration of the lane changing 

manoeuvre are the two most crucial considerations [66]. 

Apart from generating a VDT, another possible methodology to determine the 

vehicle states is to apply the optimal yaw rate as the reference during the lane 

change scenario. With the virtual yaw reference, the ideal lane change 

trajectory can be conducted [68]. A lane change manoeuvre might also be 

executed to avoid a sudden accident; therefore, a normal comfortable transition 

might not be feasible in this urgent scenario. Shiller and Sundar proposed an 

emergency lane change manoeuvre to avoid a front obstacle and identified the 

boundaries whether the vehicle should operate a lane changing or simply 

maintain in the original lane and decelerate the speed to lessen the collision 

damage, based on different initial vehicle velocities. The trajectory optimisation 

can be focused on minimising the reaction time and the clearing distance (the 

distance to the front vehicle or obstacle) so as to obtain the optimal emergency 

lane changing [67].  

An extended manoeuvre of the lane changing is the overtaking; Shamir divided 

it into three phases: (1) a diversion from the current lane to either the left or the 

right adjacent lane, (2) a straight forward driving in the adjacent lane to overtake 

the target vehicle, and (3) another transition back to the original lane when 

overtaking a front slow vehicle. The fifth order polynomial was used to generate 

the lane change trajectories and these trajectories are optimised through 

minimising the jerk and the kinematic energy [63]. A more specific overtaking 
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research that takes different relationships between the ego vehicle and the front 

vehicle into account is then investigated. Naranjo et al. combined the fuzzy logic 

control methodology which has the capability to imitate the behaviour and the 

reactions of human drivers with a high accuracy GPS and a wireless 

communication environment to approach the two lane change trajectories 

during the overtaking scenario [69]. 

Although previous publications have investigated the lane change manoeuvre 

either on motorways or normal roads, the human factor which plays an 

important role in driving tasks is seldom considered. One of the primary reasons 

is that the human decision making in complex scenarios is difficult to imitate, for 

instance, it depends on personal characteristics and could significantly be 

influenced by the surrounding environment and the time factors. Since the 

Constant Yaw Rate and Acceleration (CYRA) model which is ordinarily utilised 

in risk evaluation and trajectory estimation provides accurate performance only 

in a short period motion but not for a long term behaviour such as an entire 

process of lane changing (e.g. two to seven seconds), Wen et al. developed a 

parametric approach of predicting lane changing trajectory on motorway. Apart 

from most of the other mathematical algorithms that focus on finding an optimal 

path, this methodology takes human factors into account and generates a 

human-like trajectory of lane changing based on the driving pattern of a specific 

driver [70]. As a consequence, achieving the human-like lane change for 

autonomous vehicles will be the next challenge to overcome. 

2.4 Model Predictive Control 

Model Predictive Control (MPC) is one of the advanced techniques in the 

control system, which can be dated back to 1980s. Although it has more than 

25 years history, this control technique still draws attention in both the academia 

and the industry in recent years; especially in the field of transportation and 

power system [71][72][73][74][75][76][77]. Briefly, the system model, the 

measurements and the system state at the current time step, and the process 

variable references are the essential factors while operating MPC; and the 

primary objective of MPC is to calculate a sequence of future control input 𝒖 
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with the purpose of optimising the future performance of the targeted system 

output 𝒚. This optimisation process is manipulated within a finite range of time 

steps (i.e. prediction horizon). According to the consideration of both the current 

system information and the constraints of inputs, outputs and system state, 

MPC is able to perform the advantage of strong robustness [71][72]. Figure 2-

21 indicates the general block diagram of using MPC techniques to control the 

target system. The purpose of the Internal Model in the model predictive 

controller block is to monitor and predict the real system behaviour. Therefore, 

the more identical of the Internal Model to the actual System Model is, the more 

accurate for MPC to control the real plant will be. 

 

Figure 2-21 The block diagram of a model predictive controller. 

In other words, MPC has the capability of anticipating future behaviour of the 

system and computing the optimal inputs accordingly. This predictive 

characteristic which cannot be achieved in most traditional control techniques 

(e.g. PID control, LQR control, etc.), resulting MPC to be one of the effective 

control techniques while solving motion planning problems of autonomous 

vehicles. Though comparing to other control techniques, the control progress of 

utilising MPC might require more processing time to manage real-time 

problems; the impact of this drawback can be minimised with the availability of 

fast solving methods and products in the market recently. This chapter 
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summarises the knowledge of MPC in order to support the design of human-like 

trajectory planning. 

2.4.1 General Discussion 

MPC is a model-based control technique and its performance mainly relies on 

the accuracy of the model of the target system. By minimising the value of the 

objective function which is also termed as the cost function, MPC is able to 

generate the optimal control signal to the system. An instance of Single-Input 

Single-Output (SISO) MPC is shown in Figure 2-22. In order to better 

understanding the principle and the theory of MPC, several terminologies 

should be interpreted in advanced. 

 

Figure 2-22 A general scheme of discrete SISO MPC. 

Moving Horizon Window is a time-dependent window. This horizon window is 

moveable with a time step basis during the MPC process. For instance, MPC 

predicts the system behaviour within the prediction horizon window (i.e. from 𝒌 

to 𝒌 + 𝑵𝒑) at current time step 𝒌; and the window will shift to (𝒌 + 𝟏) to (𝒌 +
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𝑵𝒑 + 𝟏)  at the next time step (𝒌 + 𝟏) , where 𝑵𝒑  is the constant value that 

indicates the length of the Prediction Horizon. 

Prediction Horizon depicts the period that we would like to estimate for the 

system future behaviour. The length of Prediction Horizon is 𝑵𝒑 and it should be 

noted that 𝑵𝒑 is a number of sample steps rather than a period of time. 

Control Horizon indicates the duration (i.e. 𝒌 +𝑵𝒄 ) that the manipulate 

variables are adjustable while estimating the system performance. Beyond the 

control horizon, the value of the manipulated variables will fix at their last values 

at time step  𝒌 + 𝑵𝒄  and remain constant until the final time step of the 

prediction (i.e. 𝒌 + 𝑵𝒑). The length of Prediction Horizon is 𝑵𝒄, where 𝑵𝒄 ≤ 𝑵𝒑. 

Similar to Prediction Horizon, 𝑵𝒄 represents a number of sample steps. 

Receding Horizon Control is the most important characteristic of MPC. It only 

takes the first sample signal from the predicted control sequence as the system 

actual input and abandons the rest, though the optimal sequence of future 

control inputs within the Prediction Horizon is already estimated. It should be 

noted that in order to predict the optimal future control sequence from 𝒌 to 𝒌 +

𝑵𝒑, the information at the time step 𝒌 is required and is denoted as the vector 

𝒙(𝒌). This information 𝒙(𝒌) contains numerous system relevant factors, which 

can be obtained through either estimations or direct measurements. 

System Model is a model that describes the properties and the dynamics of the 

target system, including Transfer Function Model, State Space Model, Zero-

Pole-Gain Model, etc.  

Internal Model is a linear-time-invariant (LTI) model that has been used in the 

prediction process of MPC. In general, Internal Model remains the same as 

System Model; but will be linearized or simplified when the System Model is 

nonlinear or too complex. Internal Model is essential towards MPC due to the 

fact that its fitness and quality will affect the predictive control performance. In 

other words, a precise and consistent future prediction of the system behaviour 

can be acquired from a well-fitted model. 
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Control Objective is the requested system behaviour which should be 

achieved through applying a specific control technique. While utilising MPC 

methodology, the objective is associated with a function that represents the 

difference between the actual and the desired system responses; this objective 

function is also termed as the cost function 𝑱. By minimising the value of 𝑱, MPC 

is able to generate the optimal control sequence within the Prediction Horizon. 

Since the brief illustrations of the terminologies that are frequently utilised in 

MPC have been introduced, the following paragraphs will describe the draft 

principles and the procedures of manipulating MPC.  

In general, MPC is based on a given Internal Model and iteratively executes 

control optimisations within the Prediction Horizon while considering the system 

state 𝒙(𝒌) at cuthe rrent time step 𝒌. The predicted future system states are 

denoted as 𝒙(𝒌 + 1|𝒌), 𝒙(𝒌 + 2|𝒌),…, 𝒙(𝒌 + 𝑵𝒑|𝒌). The objective function is 

calculated to obtain the optimal future control sequence that minimises its value 

from 𝒌 to 𝒌 + 𝑵𝒑; the future control trajectory is denoted by 𝒖(𝒌), 𝒖(𝒌 + 𝟏),…, 

𝒖(𝒌 + 𝑵𝒑 − 𝟏). However, only the first control signal 𝒖(𝒌) from the obtained 

optimal sequence will be implemented to the System Model and the rest will be 

neglected. After the first optimisation cycle, the Prediction Horizon is then 

shifted to the next time step 𝒌 + 𝟏, and the MPC activates a new optimisation 

cycle while taking the new system state 𝒙(𝒌 + 𝟏) into account so as to generate 

the new optimal future control sequence from 𝒌 + 𝟏 to 𝒌 + 𝑵𝒑 + 𝟏; similarly, 

only the first control input 𝒖(𝒌 + 𝟏)from the new sequence will be inputted to the 

system.  

The above processes are recursively operated as the Prediction Horizon keeps 

shifting to the next sample time, and therefore MPC is also called Receding 

Horizon Control. Consequently, MPC has the capability to optimise the current 

time step while taking the future time steps within a specific period into account, 

and overcome the system uncertainties which are caused by external 

disturbance, model-plant mismatch, time variants, etc. under realistic situations.  
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2.4.2 State Space Model 

As mentioned in the previous section, the performance of MPC relies on the 

model which is intended to monitor and describe the dynamical behaviour of the 

target system. At the early stage of MPC history, the Finite Impulse Response 

(FIR) models and the step response models were widely implemented in the 

control process according to the characteristic of clearly describing the delay of 

the process time, the response time and the gain; but these models are 

restricted to stable systems. Transfer function models were later utilised to 

represent the systems in MPC applications since these models provide a more 

parsimonious way of describing system dynamics and can be applied to both 

stable and unstable systems. However, the transfer function MPC is often 

considered to deliver poor performance in managing multi-variable systems. 

Apart from the above system models, the state space model draws attention 

recently as it has the ability to handle the multi-variable system and therefore is 

used to describe the dynamics of the target system in MPC [72].  

Considering the research tasks of this project, the vehicle autonomy is required 

to execute the entire lane change manoeuvre during motorway driving and the 

Three-Point Turn under low-speed condition. The control inputs of these 

manoeuvres are composed of the vehicle velocity, the lateral acceleration, the 

longitudinal acceleration, the steering angle, the distance to safety boundaries, 

and other essential driving parameters. As a result, the state space model can 

be seen as the most suitable solution to describe the system dynamics of a lane 

change manoeuvre.  

Equation 2-1 and Equation 2-2 show the state space representation of a normal 

LTI System in time-continuous form. 

𝒙̇(𝒕) = 𝑨𝒙(𝒕) + 𝑩𝒖(𝒕) (2-1) 

𝒚(𝒕) = 𝑪𝒙(𝒕) + 𝑫𝒖(𝒕) (2-2) 

Where 𝒙 is the system state, 𝒖 and 𝒚 are the input and the output parameters, 

𝑨  is the transition matrix, 𝑩  and 𝑪  respectively represent the input and the 
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output matrices, and 𝑫 is the feedthrough matrix that describes the relationship 

between the system input 𝒖 and the system output 𝒚. 

The discrete time version of the state space model is presented in Equation 2-3 

and Equation 2-4. 

𝒙(𝒌 + 𝟏) = 𝑨𝒅𝒙(𝒌) + 𝑩𝒅𝒖(𝒌) (2-3) 

𝒚(𝒌) = 𝑪𝒅𝒙(𝒌) + 𝑫𝒅𝒖(𝒌) (2-4) 

Where the subscript 𝒅 denotes the discrete version of the matrices, and 𝒌 is the 

sampling time step. 

According to the property of the discrete state space model and the 

characteristic of Receding Horizon Control, the prediction phase of MPC is 

based on the information of system state at current time step 𝒌, which leads to 

the reasonable assumption that the input signal  𝒖(𝒌) at time 𝒌 has no impact to 

the system output 𝒚(𝒌) at the same time step. Hence, the matrix 𝑫𝒅 is assigned 

to 0, and Equation 2-4 can be rewritten as Equation 2-5. 

𝒚(𝒌) = 𝑪𝒅𝒙(𝒌) (2-5) 

2.4.3 Predictive Control 

Once the type of the Internal Model has been determined and converted into a 

discrete form, the next stage is to operate the predictive control; which can be 

generally divided into two parts: the prediction and the optimisation. 

2.4.3.1 Prediction 

As mentioned in Equation 2-3, the state of the system 𝒙(𝒌 + 𝟏) at the time step 

𝒌 + 𝟏 can be obtained based on the current system state  𝒙(𝒌) and input 𝒖(𝒌). 

Similarly, the state at the next time step 𝒙(𝒌 + 𝟐) can be predicted according to 

the same equation, and is derived in Equation 2-6 and Equation 2-7. 

𝒙(𝒌 + 𝟐) = 𝑨𝒅𝒙(𝒌 + 𝟏) + 𝑩𝒅𝒖(𝒌 + 𝟏) (2-6) 

𝒙(𝒌 + 𝟐) = 𝑨𝒅
𝟐𝒙(𝒌) + 𝑨𝒅𝑩𝒅𝒖(𝒌) + 𝑩𝒅𝒖(𝒌 + 𝟏) (2-7) 
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The predicted iterations will be continued up to the Prediction Horizon, which 

are 𝑵𝒑 steps ahead from current step; as shown in Equation 2-8. 

{
 

 
𝒙(𝒌 + 𝟏)

𝒙(𝒌 + 𝟐)
⋮

𝒙(𝒌 + 𝑵𝒑)}
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𝒖(𝒌 + 𝟏)
⋮
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(2-8) 

Furthermore, the estimated output can be found in Equation 2-9. 

{
 

 
𝒚(𝒌 + 𝟏)

𝒚(𝒌 + 𝟐)
⋮

𝒚(𝒌 + 𝑵𝒑)}
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𝑪𝒅 𝟎 ⋯ 𝟎
𝟎 𝑪𝒅 ⋯ ⋮
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]
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𝒙(𝒌 + 𝟏)

𝒙(𝒌 + 𝟐)
⋮

𝒙(𝒌 + 𝑵𝒑)}
 

 
 

(2-9) 

2.4.3.2 Optimisation 

After the deduction of predicting the future system behaviour (i.e. within the 

Prediction Horizon) based on the system information at the current time step, 

MPC algorithm will then compute the sequence of future control input to 

optimise the reference-following response. Precisely, the optimisation process 

is to minimise the value of cost function 𝑱. Equation 2-10 presents the common 

formulation of the cost function. 

𝑱 =∑(𝒙(𝒌 + 𝒊) − 𝒙𝒓𝒆𝒇(𝒌 + 𝒊))
𝑻
𝑸(𝒊) (𝒙(𝒌 + 𝒊) − 𝒙𝒓𝒆𝒇(𝒌 + 𝒊))

𝑵𝒑

𝒊=𝟏

+ ∑ (𝒖(𝒌 + 𝒊) − 𝒖𝒓𝒆𝒇(𝒌 + 𝒊))
𝑻
𝑹(𝒊) (𝒖(𝒌 + 𝒊) − 𝒖𝒓𝒆𝒇(𝒌 + 𝒊))

𝑵𝒄−𝟏

𝒊=𝟎

 

(2-10) 

where 𝑵𝒑 is the Prediction Horizon; 𝑵𝒄 is the Control Horizon; 𝒙𝒓𝒆𝒇(𝒌 + 𝒊) is the 

reference of the system state; 𝒖𝒓𝒆𝒇(𝒌 + 𝒊) is the reference of the manipulated 

input; and 𝑸(𝒊) and 𝑹(𝒊) are the weighting matrices related to the system state 
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and the manipulated input with time step 𝒊  ahead from the current time 

respectively. 

Although the product of the optimisation stage is a sequence of control input 

within the Prediction Horizon: 𝒖(𝒌), 𝒖(𝒌 + 𝟏),…, 𝒖(𝒌 + 𝑵𝒑 − 𝟏), only the first 

one, 𝒖(𝒌), will be treated as the optimal signal and inputted to the real system 

model. 

2.4.4 MPC with Constraints 

Comparing to some traditional control techniques, MPC has the benefit of 

considering different types of constraints while controlling the system. Several 

types of constraints that regularly encountered in applications will be introduced 

in this subsection. 

Constraints on the Amplitude of the Control Variable 

In most of the real systems, the value of manipulated variables is restricted 

within a certain range in order to guarantee the stability, the safety, the 

acceptable performance, etc. The mathematical form of this constraint is stated 

in Equation 2-11. 

𝒖𝒎𝒊𝒏 ≤ 𝒖(𝒌) ≤ 𝒖𝒎𝒂𝒙 (2-11) 

where 𝒖𝒎𝒊𝒏  and 𝒖𝒎𝒂𝒙  indicate the lower and the upper bounds of control 

variables respectively. 

Constraints on the Control Variable Incremental Variation 

Apart from the amplitude constraint of control variables, their rates of changes 

(i.e. the incremental variation of the control input ∆𝒖(𝒌) between two different 

sample steps) are often regulated in the meantime. If the upper limit and the 

lower limit are assumed as ∆𝒖𝒎𝒂𝒙  and ∆𝒖𝒎𝒊𝒏  in a single-input system, the 

constraint on the control variable incremental variation can be specified in 

Equation 2-12. 

∆𝒖𝒎𝒊𝒏 ≤ ∆𝒖(𝒌) ≤ ∆𝒖𝒎𝒂𝒙 (2-12) 
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Output and State Variable Constraints 

The operation field of the system output can also be constrained, as written in 

Equation 2-13. 

𝒚𝒎𝒊𝒏 ≤ 𝒚(𝒌) ≤ 𝒚𝒎𝒂𝒙 (2-13) 

where the upper limit is 𝒚𝒎𝒂𝒙 and the lower limit is 𝒚𝒎𝒊𝒏. 

It is worthwhile mentioning that output constraints are often considered as ‘soft’ 

constraints due to the fact that enforcing this type of constraint might lead to 

large variations in both the control variables and their incremental variations; 

within this circumstance, the control variables or their incremental variations 

could violate their own constraints and cause the constraint confliction. In order 

to solve the problem, a slack variable 𝒔𝒗 > 𝟎 is added on both the upper and the 

lower limits in Equation 2-13, as shown in Equation 2-14. 

𝒚𝒎𝒊𝒏 − 𝒔𝒗 ≤ 𝒚(𝒌) ≤ 𝒚
𝒎𝒂𝒙 + 𝒔𝒗 (2-14) 

For instance, a large slack variable will be selected to solve the conflict problem 

and relax the output constraints when the control input constraints are more 

crucial to the system operation. 

Similarly, constraints are also available to impose on the state variables if they 

are measurable or the observer state variables; but these constraints have to be 

formed as ‘soft’ constraints according to the same reason as the 

aforementioned output case. 

Constraints in a Multi-Input and Multi-Output Setting 

The previous instances are concentrated on SISO systems. MPC constraints 

are also suitable for Multi-Input and Multi-Output (MIMO) system, but each 

variable constraint has to be specified independently. 

The amplitude constraints of each manipulated variable are shown in Equation 

2-15 to 2-17. 
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𝒖𝟏
𝒎𝒊𝒏 ≤ 𝒖𝟏(𝒌) ≤ 𝒖𝟏

𝒎𝒂𝒙 (2-15) 

𝒖𝟐
𝒎𝒊𝒏 ≤ 𝒖𝟐(𝒌) ≤ 𝒖𝟐

𝒎𝒂𝒙 (2-16) 

⋮                    

𝒖𝒎
𝒎𝒊𝒏 ≤ 𝒖𝒎(𝒌) ≤ 𝒖𝒎

𝒎𝒂𝒙 (2-17) 

The incremental variation constraints of each manipulated variable are stated in 

Equation 2-18 to 2-20. 

∆𝒖𝟏
𝒎𝒊𝒏 ≤ ∆𝒖𝟏(𝒌) ≤ ∆𝒖𝟏

𝒎𝒂𝒙 (2-18) 

∆𝒖𝟐
𝒎𝒊𝒏 ≤ ∆𝒖𝟐(𝒌) ≤ ∆𝒖𝟐

𝒎𝒂𝒙 (2-19) 

⋮                    

∆𝒖𝒎
𝒎𝒊𝒏 ≤ ∆𝒖𝒎(𝒌) ≤ ∆𝒖𝒎

𝒎𝒂𝒙 (2-20) 

Correspondingly, the output and the state variable constraints of a MIMO 

system can be specified with the same technique if necessary.  

Constraints as Part of the Optimal Solution 

Since MPC has the characteristic of receding horizon control, all the constraints 

are taken into account for each Prediction Horizon during the predictive control 

process, which allows the constraints to be changed at the beginning of each 

optimisation. Equation 2-21 to 2-22 presents the incremental variation of 

manipulated input at the future sample steps. 

𝒖𝒎𝒊𝒏 ≤ 𝒖(𝒌) ≤ 𝒖𝒎𝒂𝒙 (2-21) 

𝒖𝒎𝒊𝒏 ≤ 𝒖(𝒌 + 𝟏) ≤ 𝒖𝒎𝒂𝒙 (2-22) 

⋮                    

Instead of applying the constraints to all the future sample steps, a smaller 

number of steps is preferred in the occasions that the computational load has to 

be remained low. 
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2.5 Project Novelty 

The positive impacts of autonomous vehicles have been verified in recent 

researches, for instance, improving traffic efficiency and current transportation 

systems, preventing road fatalities that caused by drivers, achieving a better 

usage of energy, etc. Generally, the imperfection of human drivers can be seen 

as the origins of the aforementioned enhancements; substituting the role of 

human drivers in driving tasks is therefore the primary objective for developing 

the vehicle autonomy. However, most published researches concentrate on 

generating the performance that is principally based on the vehicle dynamics 

instead of considering the specific driving preference, which might result in the 

sensory inadaptation of passengers and bring negative effects to the 

autonomous vehicle acceptance. As a result, the ultimate goal of autonomous 

driving is not only to guarantee the safety of driving but also to imitate the 

behaviour of human drivers. There still exists a wide knowledge gap in 

achieving human-like autonomous driving. 

In the past years, several surveys and researches start to focus on the 

passengers’ comfort and after-effects of using autonomous vehicles. These 

studies disclose that passengers might have adverse ride experience during a 

journey with travelling trajectories which are merely based on vehicle dynamics 

rather than taken individual driving characteristics into account [9][78][79][80]. 

One of the serious after-effects is the motion sickness, which is caused by the 

confliction between the visual and the vestibular perceptual systems. Hence, 

most potential activities while riding in an autonomous vehicle such as reading, 

watching films, using a smartphone, etc. will undoubtedly lead to the 

appearance of motion sickness [9]. In order to ease and mitigate the undesired 

influence, passengers must be able to anticipate the future motion trajectory 

and the variance of lateral acceleration while cornering, or at least be familiar 

with it [9][78][79][80]. 

This PhD research project “HUMAN-LIKE MOTORWAY LANE CHANGE 

TRAJECTORY PLANNING FOR AUTONOMOUS VEHICLES” tries to connect 

the cutting-edge technology (i.e. autonomous driving) with individual human 
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drivers and develop a novel trajectory planning algorithm; so as to enhance and 

speed up the future transportation automation in both the academia and the 

industry. An autonomous vehicle is able to perform specific travelling styles to 

meet the passengers’ requirements since its planning methodology is 

established upon real human drivers’ driving data. This user-friendly novelty not 

only profits the public acceptance but also mitigates the after-effects of riding 

autonomous vehicles. For instance, passengers might prefer the style with 

significant variance while they are almost late to their office or appointments; 

they might choose the mild variance style during the weekend holidays to enjoy 

the leisure time when travelling with autonomous vehicles. Moreover, the 

novelty of this project can be treated as the foundation of using machine 

learning methodologies to achieve personalised autonomous vehicles in the 

future. 

Since the research covers a wide range knowledge, this chapter reviewed the 

researches that are relevant to this work, including the motion planning, the 

driving styles, the lane change manoeuvre and the theory of MPC. Staring with 

introducing the motion planning for autonomous vehicle and specifying the 

techniques that have been used in each planning stage. With the purpose of 

adopting human characteristics from real drivers, the driving styles and its 

classification algorithm were also summarised. Then, the definition and the 

essential parameters of a lane change manoeuvre that have been studied in the 

literatures were reviewed. Finally, a discussion for the knowledge of a MPC 

controller and the general framework of the MPC-based trajectory planning 

algorithm were presented. By taking the advantage of the above knowledge, a 

general picture of how to achieve human-like trajectory planning for 

autonomous vehicles can be constructed. The novelty of this study was 

emphasised in the meantime, which has the ability to enhance and speed up 

the future transportation automation in both the academia and the industry. 
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3 RESEARCH OBJECTIVES & FRAMEWORK 

On the basis of the literature survey in four different essential topics: motion 

planning for autonomous vehicles, driving styles, the lane change manoeuvre 

and the knowledge of MPC, this section emphasises the research objectives, 

and illustrates the framework of this PhD project; targeting to develop a novel 

methodology of human-like trajectory planning under the typical driving 

scenario: the lane change on the motorway. Hoping the research results will 

give a significant contribution to future transportation automation. 

3.1 Research Objectives 

This PhD project will mainly focus on a typical driving scenario: non-emergency 

lane changing on the motorway. In general, a lane change manoeuvre is 

triggered by either emergency or non-emergency situations. The former should 

only consider the safety of the driver and the passengers while executing the 

lane changing; other concerns (e.g. the ride comfort, the personalisation, etc.) 

can be sacrificed. On the other hand, a non-emergency motorway lane 

changing is often caused by overtaking the front vehicle. On the premise of 

guaranteeing the driving safety, the human preference and characteristic can be 

taken into account.  

The research aims are set as four parts: firstly, the algorithm of vehicle-

dynamics-based trajectory planning without considering human factors will be 

practised and discussed. Through the process, a more solid foundation for the 

following research can be achieved. In the meantime, the essential parameters 

which are able to alter the lane changing trajectory will be investigated and 

nominated. Secondly, design and conduct a rigorous experiment of collecting 

the performances from different participants; the trajectories and the driving 

data will be recorded precisely through an in-vehicle sensory system. Thirdly, 

these records of on-road testing will be analysed and categorised into proper 

classes. Accordingly, the values of essential trajectory parameters that 

considers a particular class will be determined so as to construct the off-line 

constraint table and achieve the human-like trajectory planning. Finally, the 
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human-like trajectory planning algorithm for the different classifications will be 

simulated and validated. It should be noticed that the following research 

contents, figures and examples are based on left-hand traffic regulations (e.g. 

UK, JP, etc.). 

3.2 Project Framework 

The motion planning for either mobile robots or autonomous vehicle has been 

researched and lucubrated and leads to numerous achievable planning 

techniques. It is necessary to select suitable planning algorithms while 

considering the scenario of the application. In addition, each technique will 

require particular information to process, which is strongly related to the 

experimental instruments. As mentioned previously, the driving scenario for this 

PhD project is assigned to the lane change manoeuvre on the motorway. 

Hence, the part which requires corresponding methodologies and algorithms in 

motion planning is the trajectory planning. On the other hand, the drivers’ 

driving datasets also have need of the statistics analysis. 

The methodological approaches of this research project can be primarily divided 

into two parts, which are the motion planning and the driver behaviour 

identification. In the motion planning part, the target is to utilise existed planning 

techniques to generate the vehicle-based trajectory. Since the research scope 

of this PhD research is focused on the lane change manoeuvre, the output from 

the Manoeuvre Selection (Decision Making) in the path planning block will be 

directly assigned to make a lane change instead of other possible manoeuvres 

(e.g. deceleration, acceleration etc.). On the other hand, the driver behaviour 

identification part will classify the experimental driving data from different drivers 

into several styles of driving through statistical techniques. Once the essential 

parameters of each style towards the lane change on the motorway are solved, 

the results will be combined with the vehicle-based trajectory in the motion 

planning part to modify relevant variables’ constraints and enable the trajectory 

planner to achieve human-like lane change trajectories. The project framework 

can be found in Figure 3-1. 
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Figure 3-1 The general framework of developing a human-like trajectory 

planning. 

Since this PhD research intends to utilise the parameters from human drivers to 

approach human-like lane change trajectories, the Model Predictive Control is 

therefore better than interpolation methodologies. Furthermore, it is able to 

estimate the future state of the host vehicle and its performance will not be 

affected by the number of surrounding obstacles, which is one of the challenges 

for other methodologies solving motorway driving tasks. In another aspect, the 

driving style classification involves the amount of human driving data and 

requires precise identification to improve the performance of clustering. As a 

result, the rule-based algorithm is insufficient in this research project but the 

problem can be solved by utilising the data-driven method. 

This chapter introduced the objectives of this research, and the primary target is 

to develop a novel approach of achieving human-like trajectory planning for the 

non-emergency lane changing on the motorway. With the purpose of providing 

a better understanding to readers, the specific framework was illustrated in the 

meantime. 
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4 EXPERIMENTAL DATA COLLECTION 

The main purpose of this chapter is to design a rigorous and reliable experiment 

that is able to contribute the mentioned human factor to the objective of this 

study. As stated previously, there are many different methods to approach 

human-like trajectory planning. Since the one that directly refers to real human 

drivers’ driving data is the most convinced tactic, it is considered in this PhD 

research. So, a number of experiments were designed to collect the driving data 

from different human drivers. A pre-trial was first operated in order to examine 

the feasibility of the designed framework and spotlight the potential defects that 

were observed during the test period. By refining the defects that need to be 

improved, the main experiment can be eventually carried out to build a human 

driving database from 12 participants. Instead of the participant’s physiologic 

performance, only the vehicle-dynamic-related parameters (e.g. the duration, 

vehicle velocity, brake pressure, throttle position, steering wheel angle, 

acceleration, etc.) will be collected via the professional instruments (e.g. CAN 

bus reader, IMU, Camera, etc.). The primary reason is that these parameters 

are able to reflect human characteristics, while a driver merely commands the 

vehicle to follow his free will through controlling the throttle pedal, the brake 

pedal and the hand steering wheel. This chapter presents the entire procedure 

of collecting the driving data from different drivers, as well as the experiment 

details, the instrument configurations and the participants’ information. 

4.1 A Pre-Trial 

The first version of the driving trial took place on the 9th of May, 2016. Apart 

from the original goal which was set to record the driving data from a young 

female driver while she is driving on the motorway; the other vital targets of this 

trial were to practice the entire test procedure and figure out potential defects 

that might affect the experiment’s precision. The testing route was from 

Cranfield University to Laindon in the United Kingdom, involving M1 and M25 

two motorways and can be referred to as Figure 2-3. The utilised vehicle was 

Ford Mondeo; an on-board diagnostics (OBD) reader was connected to its OBD 

port to record the vehicle dynamical signals; two cameras were implemented in 
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the vehicle to obtain the front and the rear environment information, which are 

shown in Figure 4-1. 

 

Figure 4-1 Two opposite direction cameras for surrounding environment 

recording. 

The driver did 44 lane changes on M1 and 65 on M25, with totally 109 lane 

changes during the motorway driving period. In the 109 lane changes, 4 left 

lane changes were performed under the situation which has only one vehicle in 

the front, as shown in the upper diagram in Figure 4-2; 11 right lane changes 

were executed when only one front vehicle is nearby, similar to the scenario 

shown in the lower diagram in Figure 4-2. The number of left lane changes 

while no surrounding vehicle is 46 during the entire motorway driving. On the 

other hand, the right lane change with no surrounding vehicle happened 19 

times. The above analysis was fully based on the video footages from the two 

cameras. 
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Figure 4-2 Left lane changing and right lane changing with a vehicle in the front. 

All the vehicle dynamic data (e.g. vehicle velocity, engine speed, etc.) during 

the driving experiment was measured by in-vehicle sensors. An external device 

was connected to the vehicle’s OBD port to decode the CAN bus data which 

contains more than hundreds of channels. However, only a few channels 

delivered the correct information because of the age of the test vehicle; thus, 

the process of manual identifying was required. Since the vehicle raw data was 

in “.mat” format, MATLAB seemed to be the most suitable software to handle 

the driver driving data. Figure 4-3 gives an example of the steering angle with 

blue colour and the turn indicator signal with red colour for the No. 83 lane 

change. It is obvious that all the signals from the vehicle CAN bus are discrete. 

Moreover, each lane change profile merely occupies a small partition of the 

entire driving data and is therefore required to be extracted. 
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Figure 4-3 The steering and the turn signals of No. 83 lane changing. 

With the purpose of extracting all the lane change manoeuvres from the original 

file, a script was coded within the MATLAB software. It is worthwhile mentioning 

that the start point of each extraction was based on the first impulse of the turn 

indicator signal in order to standardise all the lane change manoeuvres. 

However, this method has the ability to deliver reliable results only if a lane 

change manoeuvre launches exactly at the same time when the driver switches 

on the turn indicator, which cannot be guaranteed in the real circumstance. 

Although the driving data of this trial wasn’t taken into account in the data 

analysis stage, the experience still contributed a great effort in improving the 

quality and reliability of the main experiment, which can be summarised as:  

1) Where are the ideal positions to mount the instruments in the test 

vehicle? 

a. In general, the ideal position of installing an instrument is mainly 

depended on its objectives and requirements. For instance, a 

camera is used to capture the front environmental information and 

thus needs to be mounted under the windshield and behind the 

rear-view mirror; an Inertial Measurement Unit (IMU) targets to 

measure the dynamics of the vehicle and hence the CoG inside 

the vehicle is the ideal location; the connection with satellites 
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affects the performance of a GPS antenna which requires to be 

installed on the vehicle roof. 

2) How to obtain the vehicle dynamic signals if some in-vehicle sensors 

from the CAN bus are not functional? 

a. An IMU will be the answer, which has the ability to measure the 

vehicle dynamics and its accuracy is usually better than in-vehicle 

sensors. 

3) How to synchronise the video footage and the recorded vehicle dynamic 

signals during the driving period?  

a. Due to the limited budget of this PhD research, it is suggested to 

solve the synchronisation problem through using a pulse 

generator device and periodically sending a trigger signal to both 

the video footage and the data logger. 

Hence, the proper experiment plan of recording the driving data from different 

human drivers had been redesigned and is presented in the following sections. 

4.2 The Main Experiment 

Similar to the pre-trial experiment presented in Section 4.1, the aim of the main 

experiment is to measure and collect the vehicle dynamic parameters as well as 

recording the environmental information while different human drivers are 

operating the test vehicle. The test route was suggested to remain consistent on 

one particular motorway so as to eliminate the possible influences which are 

caused by the configuration dissimilarity between different motorways. 

Furthermore, the length of the test route was considered to be long enough to 

assure that participants are able to generate sufficient data. Hence, the return 

trip between Cranfield University and Rugby through M1 motorway was 

selected as showed in Figure 4-4, which involves 92 km of motorway and 12 km 

of country road. Although the objective driving scenario in this PhD research is 

the lane change on a motorway, the driving data within the rural area was also 

recorded so that the experimental data can be referred to or utilised by future 

research projects. 
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Figure 4-4 The route from Cranfield to Rugby. 

With the purpose of distinguishing between the motorway and the urban lane 

changes, the traffic condition on the motorway in this research was assumed to 

be light. Hence, the time slot of the experiment was arranged within the off-peak 

hours (i.e. between 10 am and 3 pm) during weekdays to avoid the traffic 

congestion on the motorway. The risk assessment, the ethic approval and the 

participant consent forms were completed before the trials in order to minimise 

the possibility of accidents and protect the participants’ personal data. The first 

trial took place in June 2018 and the last one was done in October 2018, a total 

of 12 different participants contributed their effort to this experiment. The 

following sections present the test platform, the applied instruments, the 

configuration, the installation layout and the participants’ information. The 

designed instruction manual for the experiment can be found in Section 4.2.4. 
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4.2.1 Experiment Platform and Instruments 

The experiments were conducted as part of an industrial project, called 

CogShift, which is one of the UK government investments in the field of 

autonomous vehicles, and it is focused on developing a safe, smooth and 

instant transition between autonomous driving and manual driving modes. The 

project is performed by a consortium of different partners including Cranfield 

University, Jaguar Land Rover and other organisations. A prototype Land Rover 

Discovery 2017 was used as the test platform in this PhD research that is 

illustrated in Figure 4-5. One good reason of selecting this vehicle instead of 

other was that Jaguar Land Rover shared its CAN bus decoder file; so that all 

the channels from the CAN bus can be identified, extracted and recorded. 

 

Figure 4-5 The test vehicle Land Rover Discovery 2017. 

Nowadays, modern car manufacturers implement numerous sensors in their 

vehicles. These sensors are able to observe the vehicle states and monitor the 

condition of each component. Although most vehicle dynamic signals have 

been covered by the in-vehicle sensors, additional GPS and IMU were still 

required in this experiment; not only to complement the absent information (i.e. 

the global position of the vehicle in this research) but also to enhance the 
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precision. The primary reason is that most of the manufacturers concern the 

production cost and could not provide high accuracy sensors. Moreover, even 

though the vehicle position can be obtained through integrating the vehicle 

velocity from the CAN bus, the integration results still contain magnified 

deviations due to the information distortion and the ordinary accuracy of the 

commercial in-vehicle sensors. The professional instruments (i.e. IMU and 

GPS) are thus indispensable. It should be noted that the precision of the vehicle 

dynamic data dramatically influences the performance of both trajectory 

planning and driver driving data analysing. To fulfil the above requirements, 

Racelogic VBOX which is accessible in Cranfield Advanced Vehicle 

Engineering Centre was then utilised. Racelogic VBOX is an integrated suite of 

data acquisition instruments that contains a data logger, an IMU, GPS receivers 

and other compatible modules, providing the log rate up to 20 Hz and the 

positional accuracy of 40 cm. Figure 4-6 demonstrates the Racelogic VBOX 

suite. 

 

Figure 4-6 Racelogic VBOX: (a) Data Logger, (b) IMU and (c) GPS Antenna. 

On the other hand, the surrounding environment information is another 

essential influence for motion planning, including the message of the distance to 

the obstacles, the relative speed with adjacent vehicles, the lane boundaries, 
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etc., which should be captured by the perception system for further analysis. 

This process not only helps the vehicle autonomy to construct a digital world 

model but also enables the motion planner to evaluate the most appropriate 

action under the current situation. Furthermore, it was assumed that the traffic 

condition will also alter the driver’s response and performance towards 

particular driving manoeuvres. To validate the assumption and gather the 

environmental data during each driving test, a Logitech camera (i.e. C920 HD 

PRO WEBCAM) which is able to generate detailed Full HD video was mounted 

in the test vehicle. 

Since the vehicle dynamic signals and the environment information were 

recorded from two isolated devices, the difficulty of synchronising these two 

data had to be overcome before post-processing. The time scale of vehicle 

dynamic signals can be calibrated by VBOX GPS modules while recording, but 

the time scale of the camera’s videos was based on the clock from the laptop 

workstation. Therefore, the captured video would inevitably have a small time-

shifting when the workstation is not connected to the Internet. To minimise the 

time-shifting effect and ensure the synchronisation between the video footage 

and the driving data, an Arduino Uno board was used in the experiment. It can 

be understood as a small processor which has the ability to store and execute 

user’s pre-programmed scripts. The methodology of synchronisation was to 

request Arduino Uno sending an electric pulse to both a light-emitting diode 

(LED) and the Racelogic VBOX data logger every 𝟐𝟎 s. Then, the state of LED 

and the environment information were simultaneously captured by the camera 

during the driving test so that the obtained video and the recorded driving data 

could be synchronised based on the pulse signal. The pictures of the utilised 

camera and Arduino Uno can be found in Figure 4-7. 
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Figure 4-7 (a) Logitech C920 Webcam and (b) Arduino Uno. 

4.2.2 Instruments Configuration and Installation Layout 

As stated in the previous section, the purpose of in-vehicle sensors is to 

supervise and transmit the conditions of vehicle components. Generally, these 

obtained sensor signals are gathered and can be read from the vehicle CAN 

bus through its OBD port. However, the OBD port of the Discovery in this 

experiment didn’t provide the CAN bus information. In order to achieve the CAN 

signal extraction, a cable was first wired directly to the CAN High and CAN Low 

wires and connected to the VBOX data logger. But this action ended up with 

that numerous intrusive signals were unintentionally broadcasted onto the CAN 

bus, and caused both the distortion of the original data and several warning 

signs to appear on the vehicle dashboard. Hence, an alternative CAN interface 

which is compatible with Racelogic VBOX was then applied.  

Figure 4-8 shows the schema of the instruments’ configuration for the 

experiment. The CAN bus interface, the IMU and the GPS antenna first inputted 

the valuable signals. Then, the VBOX Data Logger integrated all the channels 

and the electric pulse from Arduino Uno into a comprehensive driving data. In 

the meantime, the camera continuously captured the images of the 

environmental information and the flash of the LED that was triggered by the 

same electric pulse from Arduino Uno, and transferred these images into the 

video format. Finally, the obtained driving data and the recorded videos were 

stored in the workstation for the post-processing and analysis. An electrical 

diagram is also presented in Figure 4-9. 



Figure 4-8 The schema of the experiment instruments 

Figure 4-9 The electrical diagram of the experiment instruments 
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Figure 4-8 The schema of the experiment instruments 

 

 

Figure 4-9 The electrical diagram of the experiment instruments 
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Since the trials contained the high-speed driving scenarios on the motorway, it 

is extremely important to ensure the utilised instruments were installed securely; 

not only to assure the accuracy of the sensor measurements but also to prevent 

the possible accidents which are caused by the device dropping due to the 

high-frequency vibration and the wind resistance. The installation layout of the 

applied instruments is presented in Figure 4-10. The GPS antenna was fitted on 

the vehicle roof through the strong magnetic force and the IMU was mounted at 

the CoG inside the vehicle. The Camera was set to face forward to record the 

front image during driving. Both the Camera and the LED were attached under 

the windshield and behind the rear-view mirror so as to avoid blocking the 

driver’s sight, which can be seen in Figure 4-11. 

 

Figure 4-10 The installation layout of the experiment instruments 
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Figure 4-11 In-vehicle view. 

4.2.3 Participants 

The principle of data analysis is to explore the hidden information from the 

objective database. Generally, more data provides more precise outcomes, but 

it inevitably consumes additional time and resources. In order to make a proper 

trade-off and obtain valuable and acceptable driving patterns, the participants 

who attended this experiment and generate the driving data had to be chosen 

wisely and reasonably. 

Firstly, the experiment consisted of hours of driving tasks and was planned to 

be carried out in the United Kingdom; therefore, a valid UK driving license had 

to be owned by each participant. Moreover, the requirements of the minimum 

length of having the UK driving license was bounded to 1 year and the minimum 

frequency of driving per week was set to 4 days; with the intention of excluding 

the driving data from novice drivers which might degrade the analysis results. 

Secondly, the trial route involved both motorways and country roads, which are 

outside the campus. To assure the safety during the test period, the drivers had 

to be covered by the university’s insurance. All participants were selected from 
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the staffs in Cranfield Advanced Vehicle Engineering Centre. Lastly, the gender 

of the participants might have different responses while facing the same driving 

condition, which will undoubtedly affect the analysis outcomes. With the 

purpose of eliminating this possible consequence and obtain consistent driving 

data, all the participants have to be the same gender. Since male staffs had a 

majority in Cranfield Advanced Vehicle Engineering Centre, male drivers were 

nominated as the participants in this PhD research. 

To balance the mentioned trade-off between the size of the database and the 

consumed resources, the number of participants was finally determined as 12. 

On the other hand, each participant took a short questionnaire before the trial, 

providing some information which might be useful for the data analysis in the 

later stage or the future research. These details were summarised and can be 

found in Table 4-1. Again, the objective of this experiment is to record the 

driving data that is performed by real human drivers. By adopting the human 

characteristics from the recorded driving data, the vehicle autonomy is able to 

deliver human-like driving. As mentioned in the literature review, trichotomy is a 

common method to distinguish the driving styles. Mild, Moderate and 

Aggressive are termed to indicate the positivity of the drivers during the driving 

period. 

Table 4-1 Participant information 

Driver 
No. 

Age 
Length of Having 

UK Driving License 
Frequency of 

Driving per Week 
Self-evaluation 
Driving Style 

1 42 8 Years 7 Days Mild 

2 40 22 Years 5 Days Moderate 

3 50 33 Years 7 Days Moderate 

4 36 1.5 Years 7 Days Moderate 

5 49 6 Years 7 Days Moderate 

6 52 34 Years 7 Days Moderate 

7 39 12 Years 7 Days Moderate 

8 35 8 Years 7 Days Aggressive 

9 48 31 Years 7 Days Moderate 

10 41 22 Years 7 Days Mild 

11 58 40 Years 4 Days Moderate 

12 26 7 Years 4 Days Moderate 
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4.2.4 Experiment Instruction Manual 

 Objectives: The aim of this experiment is to measure and collect the 

vehicle dynamic and driver’s parameters while operating lane changes 

on the motorway. 

 Instruments: (1) Racelogic VBOX Data Logger, (2) High precision GPS 

Antenna, (3) Inertial Measurement Unit (IMU), (4) CAN Bus Interface, (5) 

Arduino Uno, (6) LED, (7) SD Card, (8) Full HD Camera, (9) Laptop 

Workstation. 

 Place: On a motorway during off-peak hours. (i.e. M1 motorway, from 

Cranfield to Rugby and the length is around 28.6 miles on the motorway). 

The route is shown in Figure 4-4. 

 Vehicle: Land Rover Discovery 2017. 

 Participants and Supervisor: 13 people in total; 12 male drivers who 

are eligible to drive the test vehicle, has a valid UK driving license more 

than 1 year and at least drives 4 days per week; 1 person to supervise 

the data recording process and instruct the driver to follow the 

experiment procedures. 

 Procedures: 

I. Before starting the experiment, double check that all the 

instruments are functional and have enough electricity to support 

the experiment. 

II. Install all the instruments on the vehicle correctly as shown in 

Figure 4-10. 

III. Set up and install the video recording equipment: the camera is 

placed above the vehicle dashboard and face forward to record 

the front image during driving. 

IV. Select one of the participants and note down his age, the age of 

having the UK driving license, and the self-assessed driving style. 

Request him to complete the participant consent form. 

V. Inform the participant that he has to drive the vehicle from 

Cranfield to Rugby and return back to Cranfield through M1 

motorway. 
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VI. Once the above steps have been confirmed, both the participant 

and the supervisor should enter into the test vehicle. The 

participant is then allowed to start the engine and the supervisor 

rechecks whether all the instruments are functional or not. 

VII. The experiment begins when the supervisor presses the data 

collecting button. The participant is then eligible to drive to Rugby 

and return back based on the determined route and according to 

his own driving preference. 

VIII. Once the test vehicle arrives back to Cranfield University, the 

participant has to find a place to stop and park the vehicle. The 

supervisor presses the button to stop the data collection so as to 

name and save both the driving data and the recorded video. 

IX. Repeat the experiment until all 12 participants complete the 

experiment. 

 Note: The log rate of the VBOX data logger was set to its maximum 

capability that is 20 Hz. The measured dynamic parameters of the test 

vehicle during the experiment are stated in Table 4-2. 

Table 4-2 The parameters that have to be measured in the motorway lane change 

experiment. 

𝑻 Duration 

𝒗 Velocity 

𝑷𝒃𝒓𝒂𝒌𝒆 Brake Pressure 

𝑷𝒕𝒉𝒓𝒐𝒕𝒕𝒍𝒆 Throttle Position 

𝑬𝒔𝒑𝒅 Engine Speed 

𝑰𝒕𝒖𝒓𝒏 Turn Indicator 

𝜹𝒉𝒂𝒏𝒅𝒓𝒂𝒘 Raw Hand Steering Wheel Angle 

𝜸𝒚𝒂𝒘 Yaw Rate 

𝒂𝒙 Longitudinal Acceleration 

𝒂𝒚 Lateral Acceleration 

 

In order to obtain the reliable human driving data, the method that directly refers 

to drivers’ performance is recommended. The experiments were therefore 

designed in accordance with this convinced tactic. The first one was 

implemented to examine the feasibility of the designed framework and spotlight 
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the potential defects that were observed during the test period. These 

insufficiencies were improved before conducting the main experiment, which 

involves 12 different male drivers. Their driving data and the front environmental 

information can be recorded in the Racelogic data logger. In other words, the 

main experiment provides the raw message of human driving characteristics to 

the human-like trajectory planning algorithm, which requires further refinement. 

The participants’ information, the entire procedure of collecting the driving data, 

the experiment details, and the instrument configurations were also detailed in 

this chapter. 
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5 HUMAN DRIVING DATA ANALYSIS 

Since the participants’ driving data has been successfully collected in the 

experiment, this chapter focuses on filtering the irrelevant signals and mining 

the human characteristics that are hidden in the essential features. Starting with 

introducing the knowledge of the data statistics and applying the linear 

correlation and the histogram with the kernel distribution fitting technique to the 

recorded signals for right lane changes, so as to remove those irrelevant ones. 

The remaining signals (i.e. the vehicle velocity 𝒗, the hand steering wheel angle 

𝜹𝒉𝒂𝒏𝒅𝒓𝒆𝒂𝒍, the longitudinal acceleration 𝒂𝒙, the rate of hand steering 𝜸𝒉𝒂𝒏𝒅𝒔𝒕𝒆𝒆𝒓 

and the rate of longitudinal accelerating 𝜸𝒍𝒐𝒏𝒈𝑨𝒄𝒄) are able to construct a multi-

dimension structure. Through inputting the driving datasets which are generated 

by different participants into the structure, the performance and the pattern of 

the human drivers can be observed. Since the driving style is still a vague 

concept and does not have a unified definition, this research considers the 

overall variance (i.e. from each sample point to the centroid of the driving data) 

as an index for driving style clustering. Then, the boundary values of the signals 

which correspond to each nominated driving style are calculated so as to build 

the off-line constraints table for the human-like trajectory planning. On the other 

hand, the original driving data is grouped based on three different surrounding 

traffic conditions and the differences between the groups are analysed, with the 

purpose of validating the assumption that the traffic condition could affect 

drivers’ performance. It should be highlighted that the main contribution of this 

chapter is to investigate the marginal values of three different driving styles 

based on the real human driving data which is collected in the on-road driving 

experiment. 

Although the factor of human drivers plays a critical role in the human-like 

trajectory planning, the direct measurement towards participants (e.g. the force 

that the driver applies on the hand steering wheel, the level of concentration, 

etc.) was not considered in this PhD research. The primary reason is that the 

human driver is able to examine the environmental information and command 

the vehicle to follow his free will through controlling the throttle pedal, the brake 
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pedal and the hand steering wheel; in other words, these three actuators have 

the ability to transmit the personal characteristics of the human driver to the 

vehicle. Hence, recording the vehicle dynamic signals instead of measuring the 

participant’s physiologic performance was the adoptive approach in the 

experiment. While considering the lane change manoeuvre, both lateral and 

longitudinal related vehicle dynamic signals had to be taken into account. Table 

4-2 shows the parameters that were selected to be recorded by the mentioned 

in-vehicle instruments in the experiment. These variables contain vital 

information of the participants and were considered as the potential factors of 

distinguishing different driving styles. 

The raw signal of the hand steering wheel angle 𝜹𝒉𝒂𝒏𝒅𝒓𝒂𝒘  was initially 

considered as the index of extracting each lane change on the motorway from 

the original driving data. However, due to the fact that most participants merely 

inputted small angles to the hand steering wheel to complete lane changes on 

the motorway, it was impossible to apply a threshold-filtered script to 

automatically detect both the starts and the ends of lane change manoeuvres. 

As a consequence, the synchronised video had to be analysed along with the 

driving data. The methodology of identifying lane change manoeuvres was to 

examine the recorded video footages frame by frame and measure the distance 

to the left lane boundary. Once the value of the distance starts to grow from the 

average value before the lane change, it represents the start of the lane change 

manoeuvre. Similarly, when the value of the distance to the left lane boundary 

of the target lane is no longer increase comparing with the average value after 

the lane change, it indicates the end of the lane change manoeuvre. 

Since the test route, M1 motorway, is not completely straight and it consists of a 

number of partitions with small curvature, the driver has to slightly and 

constantly amend the angle of the hand steering wheel to maintain the vehicle 

staying inside a driving lane. This behaviour will inevitably affect the observed 

data and leads to the fact that the recorded hand steering wheel angle contains 

two portions of the steering. In order to minimise this impact, the raw signal of 

the hand steering wheel angle 𝜹𝒉𝒂𝒏𝒅𝒓𝒂𝒘 was calibrated after each lane change 
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extraction. Via subtracting the average value of 𝜹𝒉𝒂𝒏𝒅𝒓𝒂𝒘 within 𝟓 s before the 

start of each lane change, the real signal of the hand steering wheel angle 

𝜹𝒉𝒂𝒏𝒅𝒓𝒆𝒂𝒍  that causes the lane change manoeuvre can be acquired. The 

renewed version of the selected signals for the data analysis are summarised in 

Table 5-1. 

Table 5-1 The signals that were considered in driving data analysis. 

𝑻 Duration 

𝒗 Velocity 

𝑷𝒃𝒓𝒂𝒌𝒆 Brake Pressure 

𝑷𝒕𝒉𝒓𝒐𝒕𝒕𝒍𝒆 Throttle Position 

𝑬𝒔𝒑𝒅 Engine Speed 

𝑰𝒕𝒖𝒓𝒏 Turn Indicator 

𝜹𝒉𝒂𝒏𝒅𝒓𝒆𝒂𝒍 Real Hand Steering Wheel Angle 

𝜸𝒚𝒂𝒘 Yaw Rate 

𝒂𝒙 Longitudinal Acceleration 

𝒂𝒚 Lateral Acceleration 

 

According to the published Highway Code Rule 267-268 from the UK 

Department for Transport, a vehicle is prohibited to overtake by moving to a left 

lane on the motorway. This regulation indicates the qualitative difference 

between the right lane change and the left one. Hence, these two directions 

were assumed to have different performance and should be analysed 

separately and the following contents will focus on the right lane change. 

Moreover, it is worthwhile mentioning that most participants performed at least 

one lane change that crossed multiple lanes on the motorway during the driving 

tests. This particular lane change with large lateral travelling distance is not 

recommended due to its potential hazard, and would also decrease the 

accuracy of results. Therefore, only single-lane changes were investigated in 

this study. Yet again, the lane change sorting was achieved through examining 

the video footages that captured the environmental information while the 

participant was driving. Table 5-2 states the numbers of both right and left lane 

changes that were performed by each participant in the experiment. 
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Table 5-2 The detailed number of the lane changes that were implemented by the 

drivers on M1 motorway. 

Driver 
No. 

Number of Right Lane 
Changes 

Number of Left Lane 
Changes 

Total Lane Changes 

1 16 17 33 

2 26 30 56 

3 40 41 81 

4 29 26 55 

5 28 22 50 

6 26 29 55 

7 7 8 15 

8 31 34 65 

9 24 29 53 

10 15 14 29 

11 16 18 34 

12 12 13 25 

 270 281 551 

 

The driving experiment provided a number of candidate signals to describe how 

the participants completed the lane change manoeuvre on the motorway. 

Although the number of available signals is 10 in total, not all of them can be 

used to construct the vehicle model in the latter trajectory planning algorithm. 

With the purpose of filtering out the irrelevant factors and narrowing down the 

range, several data analysed techniques were utilised.  

5.1 Data Statistics 

Statistics is one of the important branches in mathematics and can be seen as 

the integration of the assembly, the organisation, the analysis and the 

presentation of the target data. A good quality of the statistics outcome can be 

guaranteed if and only if the processes of all parts are treated scrupulously. 

Hence, numerous techniques and algorithms were nominated since the 18th 

century. The primary objective of statistical techniques is to mine the valuable 

information that is hidden behind the numbers. This section introduces the 

techniques which is utilised to analyse the human drivers’ driving data. 



1 0.8 0.4 0 -0.8 	 -1 
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5.1.1 Linear Correlation 

Linear correlation is a mathematical phrase describes the strength of a linear 

association. It is a common but useful statistic technique to identify whether the 

two variables have a linear relationship with each other. In other words, one 

variable can be straightforwardly predicted to have a certain constant variance 

while giving a change to the other if a strong linear correlation exists between 

these two variables [81]. To quantify and express the degree of variables’ 

correlation, numerous correlation coefficients were developed, often symbolised 

as 𝝆 or 𝜸. The most well-known one is the Pearson correlation coefficient (i.e. 

Pearson’s 𝜸), which numerical measures only the linear relationship instead of 

others between the target variables. The calculation of Pearson correlation 

coefficient is shown in Equation 5-1. 

𝝆𝑿,𝒀 = 𝒄𝒐𝒓𝒓(𝑿, 𝒀) =
𝒄𝒐𝒗(𝑿, 𝒀)

𝝈𝑿𝝈𝒀
 

(5-1) 

where 𝝆 is the population correlation coefficient, 𝑿 and 𝒀 are the two variables, 

𝒄𝒐𝒓𝒓 is the alternative representation of the correlation coefficient, 𝒄𝒐𝒗 is the 

covariance, measuring the joint variability of 𝑿  and 𝒀 , 𝝈𝑿  and 𝝈𝒀  are the 

standard deviations of 𝑿 and 𝒀 respectively. 

The value of Pearson correlation coefficient ranges between −𝟏  and 𝟏 ; the 

former implies the instance of a perfect negative linear correlation (i.e. 𝒀 

decreases while 𝑿 increases) and the latter indicates the perfect positive one 

(i.e. 𝒀 increases while 𝑿 increases). If 𝑿 and 𝒀 are uncorrelated, the value of 

the correlation coefficient will equal to 𝟎. To better understand the correlation 

coefficient, a visualised chart which presents different coefficient values 

between 𝑿 and 𝒀 datasets is shown in Figure 5-1. 

 

Figure 5-1 Different values of Pearson correlation coefficient between two 

datasets [82]. 
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5.1.2 Histogram Distribution 

Apart from the linear correlation which focuses on distinguishing the relationship 

between variables, another important technique of statistics is the histogram. 

This technique concentrates on evaluating one particular variable itself. It is 

able to assist users to understand the structure of the numerical data and 

visualise its distribution. To present the histogram of a variable, the full range of 

the variable has to be first divided into a sequence of consecutive and non-

overlapping intervals, which are also known as “Bins”. Then, the values of the 

variable that belong to each bin are counted and its histogram can be 

conducted. Figure 5-2 demonstrates an instance of the histogram with the 

number of bins is set to 20, where the x-axis is the numerical variable (i.e. 

vehicle velocity) and the y-axis are the frequencies of the intervals. 

 

Figure 5-2 An instance of the histogram. 

It should be noted that the bins have to be adjacent in order to contain complete 

information and their widths are often but not necessary to be equal. Another 

adjustable parameter is the number of bins, which mainly depends on the 

feature of the variable that is desired to reveal and therefore has no optimal 

solution. Generally, the higher number of bins can provide a more detailed 
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behaviour of the variable but might also be drowned by the noise. Equation 5-2 

illustrates the mathematical formula of the histogram: 

𝒇 =∑𝒉𝒊

𝒌

𝒊=𝟏

 

(5-2) 

where 𝒉𝒊 is the subset of the histogram, 𝒌 is the assigned number of bins and 𝒇 

is the total number of frequencies (i.e. full observation). 

While constructing a histogram of the particular variable, an additional function 

which is called “distribution fitting” is often applied to it. Not only to smooth the 

data between intervals, but also to precisely reflect and present the distribution 

of the target variable. A kernel distribution fitting was applied to the previous 

instance of the histogram and can be found in Figure 5-3. 

 

Figure 5-3 The histogram with kernel distribution fitting. 
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5.2 Linear Correlation and Histogram Distribution for Right 

Lane Changes 

By calculating the Pearson correlation coefficients of the 10 measured signals in 

the driving experiment, the linearly related pairs can be evaluated. Due to the 

fact that all the signals were obtained from the real driving tests, the measured 

data inevitably has minor deviations. Hence, the coefficients with their absolute 

values greater than 𝟎. 𝟔 are highlighted. The result of the Pearson correlation 

analysis is presented in Table 5-3, showing that there are two linear correlated 

groups among the 10 signals. One is the throttle position 𝑷𝒕𝒉𝒓𝒐𝒕𝒕𝒍𝒆  and the 

longitudinal acceleration 𝒂𝒙. The other is the real hand steering wheel angle 

𝜹𝒉𝒂𝒏𝒅𝒓𝒆𝒂𝒍, the yaw rate 𝜸𝒚𝒂𝒘  and the lateral acceleration 𝒂𝒚 . This outcome is 

also proved by the theory of vehicle dynamics [83] and reveals that the signals 

within each group possess the same human characteristic. As a result, 

selecting a representative feature of a linear correlated group and eliminating 

the rest will not lose any useful information of the human driving characteristics. 

Moreover, the required computational cost of the human-like trajectory planning 

algorithm in the latter stage can be reduced in the meantime. 

Table 5-3 Pearson correlation coefficients of the measured signals. 

 𝑻 𝒗 𝑷𝒃𝒓𝒂𝒌𝒆 𝑷𝒕𝒉𝒓𝒐𝒕𝒕𝒍𝒆 𝑬𝒔𝒑𝒅 𝑰𝒕𝒖𝒓𝒏 𝜹𝒉𝒂𝒏𝒅𝒓𝒆𝒂𝒍 𝜸𝒚𝒂𝒘 𝒂𝒙 𝒂𝒚 

𝑻 1 0.08 0.02 -0.18 -0.09 -0.55 0.51 -0.43 -0.15 0.38 

𝒗 0.08 1 -0.0274 -0.09 0.36 -0.10 0.17 -0.12 -0.18 0.13 

𝑷𝒃𝒓𝒂𝒌𝒆 0.02 -0.03 1 -0.12 -0.03 -0.01 -0.00 0.01 -0.17 -0.00 

𝑷𝒕𝒉𝒓𝒐𝒕𝒕𝒍𝒆 -0.18 -0.09 -0.12 1 0.17 0.18 -0.14 0.08 0.74 -0.10 

𝑬𝒔𝒑𝒅 -0.09 0.36 -0.03 0.17 1 0.05 0.08 -0.05 0.22 0.04 

𝑰𝒕𝒖𝒓𝒏 -0.55 -0.10 -0.01 0.18 0.05 1 -0.56 0.46 0.14 -0.43 

𝜹𝒉𝒂𝒏𝒅𝒓𝒆𝒂𝒍 0.51 0.17 -0.00 -0.14 0.08 -0.56 1 -0.75 -0.09 0.67 

𝜸𝒚𝒂𝒘 -0.43 -0.12 0.01 0.08 -0.05 0.46 -0.75 1 0.03 -0.66 

𝒂𝒙 -0.15 -0.18 -0.17 0.74 0.22 0.14 -0.09 0.03 1 -0.04 

𝒂𝒚 0.38 0.13 -0.00 -0.10 0.04 -0.43 0.67 -0.66 -0.04 1 

 



10 70 SO 15 20 	30 	40 	50 	40 
Throttle Position (%} 

-5 	 ❑ 	 5 	 10 
Hand Steering Wheel Angle [Degrees} 

2 3 4 -4 	-3 	-2 	-1 	0 	1 
Yaw Rate (D e greesls) 

Linear Correlated Pa ir {Ha nd Steering Whee !Angle - Late ral Acce le ration) 
0.2 	 az 

0.15 	 0.15 

0 1 

0.05 

-0.2 

-025 

-0.3 
-10 	-5 	 0 	 5 	 10 

Hand Steering Wheel Angle (Decrees) 
15 

Linea r Correlated Pa iriYawRate - Latera I Acce le ration) 

0 1 

0.05 

-0.05 

T, -0.1 

-0.15 

-az 

_0.25 

-a3 
-5 

4 
	Linear Correlated Pa ir {lia nd Steering Wheel Ang - Yaw Rate} Linear Correlated Pair {Throttle Pos Rion - Longitudinal Acceleration} 

0.25 

0.2 

0.15 

H 0.1 

0.05 

= -ao5 
3 

-0.1 

 

100 

Figure 5-4 shows the recorded driving data for 𝟐𝟕𝟎  right lane changes 

performed by the 𝟏𝟐  participants on the motorway; the property of linear 

correlation can be observed between the above mentioned signals. It should be 

noted that the negative value of 𝜹𝒉𝒂𝒏𝒅𝒓𝒆𝒂𝒍 means right steering, the negative 

value of 𝒂𝒚 indicates right accelerating and the positive value of 𝜸𝒚𝒂𝒘 depicts 

clockwise rotating; these signs are based on the VBOX data logger’s original 

configuration. 

 

Figure 5-4 Linear correlated signals extracted from the right lane change driving 

data. 

As discussed in the previous section, each related signal group will have the 

same proportionate variance while giving a change to them. Therefore, all 

signals within the same group will provide the identical characteristic of the 

driving style. Hence, selecting one signal to represent the performance of the 
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group and neglecting others is a reasonable process, not only to preserve the 

original information but also to reduce the complexity of distinguishing the 

essential factors of the driving styles. Considering the vehicle model that will be 

utilised later for simulations, the longitudinal acceleration 𝒂𝒙 and the real hand 

steering wheel angle 𝜹𝒉𝒂𝒏𝒅𝒓𝒆𝒂𝒍 seemed to be the ideal representatives for the 

two linear correlation groups. 

On the other hand, the engine speed 𝑬𝒔𝒑𝒅 would have a strong linear correlation 

with the throttle position 𝑷𝒕𝒉𝒓𝒐𝒕𝒕𝒍𝒆 and the longitudinal acceleration 𝒂𝒙 if and only 

if the vehicle remains in the same gear. However, the computational result in 

Table 5-3 shows 𝑬𝒔𝒑𝒅 merely slight linear correlated with 𝑷𝒕𝒉𝒓𝒐𝒕𝒕𝒍𝒆 and 𝒂𝒙. The 

primary reason appears to be that the test vehicle is automatic and some of the 

recorded lane changes contain the automated gear shifting which caused the 

sudden increments and drops of  𝑬𝒔𝒑𝒅. Hence, the signal of engine speed in this 

experiment couldn’t transmit the characteristics of driving styles with identical 

baseline and was filtered. Furthermore, the duration 𝑻 can be understood as an 

incremental variable which starts from 𝟎 when a lane change is initiated and 

resets to 𝟎 when the manoeuvre is ended; counting the time consumption while 

a participant is changing between lanes. This leads to the fact that only the 

maximum value within each lane change carries useful message and has to be 

treated separately. 

Although the correlation coefficients provide the index of grouping the linear 

related signal pairs for the representative feature selection, the remaining 𝟓 

signals (i.e. the brake pressure 𝑷𝒃𝒓𝒂𝒌𝒆 , the turn indicator 𝑰𝒕𝒖𝒓𝒏 , the vehicle 

velocity 𝒗 , the hand steering wheel angle 𝜹𝒉𝒂𝒏𝒅𝒓𝒆𝒂𝒍  and the longitudinal 

acceleration 𝒂𝒙) might still consist of the irrelevant ones which do not contribute 

valuable information for achieving human-like lane change control. As a result, 

the histograms with a distribution fitting of the remaining signals were then 

examined.  

The histogram of the brake pressure 𝑷𝒃𝒓𝒂𝒌𝒆 is shown in Figure 5-5. The value of 

𝑷𝒃𝒓𝒂𝒌𝒆  remains 𝟎  for more than 𝟗𝟗%  of the time, illustrating that all the 
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participants rarely apply the braking pedal while changing to the right lane. This 

observation reveals that 𝑷𝒃𝒓𝒂𝒌𝒆  is an irrelevant signal of mining the 

characteristics of human drivers towards the right lane change manoeuvre and 

thus can be eliminated. 

 

Figure 5-5 Histogram of the Brake Pressure for the right lane changes on the 

motorway. 

Figure 5-6 presents another histogram of the turn indicator 𝑰𝒕𝒖𝒓𝒏 . The value 

becomes 𝟏 or 𝟎 when the turn indicator is switched on or off respectively. From 

the chart, it is obvious that the turn indicator was not always activated during the 

periods of changing to the right lane; the inactivate duration was even larger 

than the other (i.e. the indicator was switched on). This observation highlights 

the potential safety issue that is performed by human drivers, which can be 

further researched in the future work. However, this signal does not have the 

ability to alter the vehicle’s lane change trajectory which is the primary concern 

of this research. Hence,  𝑰𝒕𝒖𝒓𝒏 was eventually screened out. 
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Figure 5-6 Histogram of the Turn Indicator for the right lane changes on the 

motorway. 

The histograms of the rest 𝟑 signals which are the vehicle velocity 𝒗, the hand 

steering wheel angle 𝜹𝒉𝒂𝒏𝒅𝒓𝒆𝒂𝒍  and the longitudinal acceleration 𝒂𝒙  are 

presented in Appendix B.1, showing the valuable information of right lane 

change manoeuvres that were performed by the 𝟏𝟐 participants. Apart from the 

above signals which can be measured directly from the in-vehicle sensors and 

the Racelogic VBOX suite, another 𝟐  post-processing signals were put into 

consideration in the meantime. These signals are the rate of hand steering 

𝜸𝒉𝒂𝒏𝒅𝒔𝒕𝒆𝒆𝒓 and the rate of longitudinal accelerating 𝜸𝒍𝒐𝒏𝒈𝑨𝒄𝒄, which provide the 

instantaneous variation of 𝜹𝒉𝒂𝒏𝒅𝒓𝒆𝒂𝒍 and 𝒂𝒙 that cannot be obtained directly from 

the Racelogic VBOX suite. Their histograms can also be found in Appendix B.1.  

5.3 Driving Style Classification for Right Lane Changes 

As the essential features (i.e. the vehicle velocity 𝒗, the hand steering wheel 

angle 𝜹𝒉𝒂𝒏𝒅𝒓𝒆𝒂𝒍 , the longitudinal acceleration 𝒂𝒙 , the rate of hand steering 

𝜸𝒉𝒂𝒏𝒅𝒔𝒕𝒆𝒆𝒓  and the rate of longitudinal accelerating 𝜸𝒍𝒐𝒏𝒈𝑨𝒄𝒄 ) that deliver the 

human driving characteristics have been determined in the previous section. 
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The next step is to distinguish different driving styles based on these signals’ 

data. Again, the literature review in Chapter 2 specifies that there is no standard 

criteria of defining the driving styles. By taking the generic principles of both the 

academia and the industry, this PhD research targets at trisecting the entire 

driving data into ‘Aggressive’, ‘Moderate’ and ‘Mild’. The amplitude of the 

variance of each sample point to the centroid of the overall recorded data was 

identified as the index of classification. From the physical point of view, this 

classification principle indicates that ‘Aggressive’ driving style contains relatively 

drastic manipulations while comparing with the average performance of all the 

human drivers, and ‘Mild’ is on the contrary. 

In general, the Gaussian distribution is a common probability model to describe 

an unknown factor and is also known as the normal distribution. Since the 

participants in the driving tests were chosen randomly and the number of 

recorded right lane changes are 𝟐𝟕𝟎 with more than 𝟑𝟗𝟗𝟎𝟎 sample points, it is 

reasonable to assume that these samples cover all three driving styles and their 

distribution are normal (i.e. Gaussian distribution). Ideally, this assumption is 

true when the number of participants is large enough. On the basis of this 

reasonable assumption, the standard deviation of the Gaussian distribution 

model was used to define the boundaries of different driving styles in the 

research. Figure 5-7 shows a typical Gaussian distribution model and illustrates 

the ranges of the driving styles. Referring to the generality, the values of ±𝝈 

and ±𝟐𝝈  were set to be the boundaries of Mild and Moderate styles 

respectively, and the value of ±𝟒𝝈 are the boundaries of Aggressive style in the 

classification, where 𝝈 is the standard deviation. One reason of selecting ±𝟒𝝈 

instead of ±𝟑𝝈 for Aggressive boundaries is that ±𝟑𝝈 only contains 𝟗𝟗. 𝟕𝟑% of 

the data and the rest 𝟎. 𝟐𝟕% will be missed out. Another reason is that the test 

data will inevitability have several extreme values which are caused by either 

the environmental error or the random noise. The range of ±𝟒𝝈 covers 𝟗𝟗. 𝟗𝟗% 

of the data and has the ability to truncate those extremes but preserve the 

valuable information. 
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Figure 5-7 The Gaussian distribution model for driving styles classification. 

Based on the classification in Figure 5-7, it can be found that Aggressive driving 

style occupies the widest range and includes both the Moderate and Mild 

driving styles. In other words, these driving styles are not isolated with each 

other and both Moderate and Mild are the subsets of Aggressive driving style. 

This approach aligns with the fact that an aggressive human driver does not 

always act aggressively, and his performance sometimes belongs to either 

Moderate or Mild driving style. Specifically, a driving profile without violating the 

Mild boundaries is called Mild driving. A manoeuvre which has part of the 

driving exceeds the Mild boundaries but remains inside the Moderate 

boundaries is nominated as Moderate driving. A more drastic manipulation that 

transcends the Moderate boundaries is treated as Aggressive. 

The experiment provides 𝟐𝟕𝟎 right lane changes with 𝟑𝟗𝟗𝟐𝟎 sample points in 

total. Though each sample point is able to deliver the information of all the 

recorded signals, only five of them that were determined in the previous section 

are considered as the valuable factors for the driving style classification. Since 

the data pool is a multi-dimensional spectrum with different units, the real 
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values of the selected signals have to be normalised between 𝟎 and 𝟏. By 

transforming each sample point to the distance to the centroid of the overall 

driving data and fitting to the Gaussian distribution model, the values of multiple 

standard deviations (i.e. the boundaries of Mild, Moderate and Aggressive 

driving styles) can be acquired. These values are then transformed back to the 

original domains of the signals so as to indicate their real values. 

Table 5-4 The boundary values of the vital signals for different styles of right lane 

change. 

Lane 
Change 

Style 
Boundary 𝒗 (𝒌𝒎/𝒉𝒓) 

𝜹𝒉𝒂𝒏𝒅𝒓𝒆𝒂𝒍 
(𝑫𝒆𝒈𝒓𝒆𝒆𝒔) 

𝒂𝒙 (𝒎/𝒔𝟐) 
𝜸𝒉𝒂𝒏𝒅𝒔𝒕𝒆𝒆𝒓 
(𝑫𝒆𝒈𝒓𝒆𝒆𝒔/

𝒔) 

𝜸𝒍𝒐𝒏𝒈𝑨𝒄𝒄 

(𝒎/𝒔𝟑) 

Mild 

Lower 91.1 - 4.7 - 0.76 - 26.3 - 14.6 

Upper 121.2 5.1 1.23 27.0 14.6 

Moderate 

Lower 82.2 - 7.6 - 1.36 - 42.1 - 23.2 

Upper 130.1 8.0 1.82 42.8 23.2 

Aggressive 

Lower 61.7 - 14.2 - 2.71 - 78.4 - 43.1 

Upper 150.6 14.6 3.18 79.1 43.1 

 

The classification results can be viewed in Table 5-4, specifying both the lower 

and the upper boundaries of the vehicle velocity 𝒗, the hand steering wheel 

angle 𝜹𝒉𝒂𝒏𝒅𝒓𝒆𝒂𝒍 , the longitudinal acceleration 𝒂𝒙 , the rate of hand steering 

𝜸𝒉𝒂𝒏𝒅𝒔𝒕𝒆𝒆𝒓 and the rate of longitudinal accelerating 𝜸𝒍𝒐𝒏𝒈𝑨𝒄𝒄 for Mild, Moderate 

and Aggressive driving styles.   

5.4 The Effect of Traffic Flow on Right Lane Changes 

Although the driving tests were carried out within the off-peak hours to avoid 

traffic congestions on the motorway, the appearance of surrounding vehicles 

during each lane change was still the factor that could not be controlled. In other 

words, the recorded lane changes were performed by the participants under 

different circumstances. It was assumed that different environmental conditions 
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might alter the response and performance of human drivers. The video footages 

that were captured by the camera in the experiment stores the environmental 

information during the driving, providing a chance to validate this assumption 

and investigate the influence of different traffic conditions on the lane change 

manoeuvre.  

This section mainly focuses on inspecting the differences between the driving 

lanes and the front and the right environmental conditions. The investigation 

can be divided into three cases: (1) change between Normal Speed Lanes & 

change from Normal Speed Lane to Overtaking Lane, (2) with or without a front 

vehicle on the current driving lane and (3) with or without a vehicle on the 

destination lane. Figure 5-8 is showing a schematic diagram of one possible 

surrounding condition while initiating a right lane change manoeuvre, where the 

two green lanes are named as “Normal Speed Lane”, the purple lane is so-

called “Overtaking Lane”, the white minivan is the ego vehicle, the yellow sedan 

is the front vehicle on the same lane with the ego vehicle, and the orange SUV 

(Sports Utility Vehicle) is the vehicle on the target lane. 

 

Figure 5-8 The schematic diagram of the right lane change manoeuvre. 
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5.4.1 Lane Change between Normal Speed Lanes & Lane Change 

from Normal Speed Lane to Overtaking Lane 

From the regulation which is laid down by the UK Department for Transport, the 

rightest lane on the motorway is the lane for the relatively high-speed driving 

and the overtaking, also known as “Overtaking Lane”. The rest lanes on the left 

of the Overtaking Lane are noted as “Normal Speed Lanes”. In accordance with 

this identification, the recorded 𝟐𝟕𝟎 right lane changes were clustered into two 

groups. One is the right lane change between Normal Speed Lanes and the 

other is the right lane change from Normal Speed Lane to Overtaking Lane. 

Their amounts are 𝟏𝟐𝟎 and 𝟏𝟓𝟎 respectively. 

Figure 5-9 plots the sample points of these two groups while considering the 

three measured signals (i.e. the vehicle velocity 𝒗, the hand steering wheel 

angle 𝜹𝒉𝒂𝒏𝒅𝒓𝒆𝒂𝒍 , and the longitudinal acceleration 𝒂𝒙 ), where the blue colour 

indicates the right lane change between Normal Speed Lanes and the red 

colour represents the right lane change from Normal Speed Lane to Overtaking 

Lane. It is obvious that the red group has a higher average velocity than the 

blue group, which aligns with the common sense that a driver often increases 

the vehicle’s velocity to change to Overtaking Lane. However, it is hard to 

identify the differences for 𝜹𝒉𝒂𝒏𝒅𝒓𝒆𝒂𝒍 and 𝒂𝒙. On the other hand, the figure shows 

the enormous overlap between the two different conditions of the right lane 

changes. 
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Figure 5-9 The comparison of the measured signals of case 1. 

Table 5-5 The boundary values and the variances compared to Table 5-4 of the 

right lane change between Normal Speed Lanes. 

Driving 
Style 

Boundary / 
Variance 

𝒗 (km/hr) 
𝜹𝒉𝒂𝒏𝒅𝒓𝒆𝒂𝒍 
(Degrees) 

𝒂𝒙 (g) 
𝜸𝒔𝒕𝒆𝒆𝒓 

(Degrees/s) 

𝜸𝒍𝒐𝒏𝒈𝑨𝒄𝒄 
(g/s) 

Mild 

Lower 88.9 - 5.3 - 0.0655 - 22.7 - 1.4880 

Variance - 2.49% - 12.51% + 16.03% + 13.62% - 0.01% 

Upper 119.3 5.3 0.1116 23.4 1.4884 

Variance - 1.58% + 5.51% - 11.00% - 13.26% + 0.13% 

Moderate 

Lower 79.9 - 8.4 - 0.1176 - 36.3 - 2.3645 

Variance - 2.80% - 10.81% + 14.97% + 13.80% + 0.24% 

Upper 128.3 8.5 0.1638 37.0 2.3648 

Variance - 1.44% + 6.44% - 11.79% - 13.56% - 0.17% 

Aggressive 

Lower 64.7 - 13.7 - 0.2061 - 59.4 - 3.8527 

Variance + 4.80% + 3.62% + 25.54% + 24.29% + 12.37% 

Upper 143.5 13.8 0.2523 60.0 3.8531 

Variance - 4.74% - 5.63% - 22.18% - 24.07% - 12.33% 
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Table 5-5 and 5-6 present the classification results with the same procedure in 

Section 5.3 for the change between Normal Speed Lanes and the change from 

Normal Speed Lane to Overtaking Lane correspondingly. The variances of the 

boundaries of the driving styles compared to the values of the overall driving 

data in Table 5-4 are also presented. It can be seen that within the condition of 

changing between Normal Speed Lanes, the participants performed: relative 

slow speed; overall large hand steering wheel angle so that the boundaries for 

Mild and Moderate styles are expanded; comparative small longitudinal 

acceleration and rate of hand steering and lead to their boundaries for all three 

driving styles are narrowed down; and compact rate of longitudinal accelerating 

for Aggressive style. Within the condition of changing from Normal Speed Lane 

to Overtaking Lane, the velocity of vehicle is increased and the boundaries are 

shifted to the positive direction; the hand steering wheel angle becomes 

condensed, showing relatively small steering value was applied; the 

distributions of the rest signals are similar to the overall driving data. 
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Table 5-6 The boundary values and the variance compared to Tabel 5-4 of the 

right lane change from Normal Speed Lane to Overtaking Lane. 

Driving 
Style 

Boundary / 
Variance 

𝒗 (km/hr) 
𝜹𝒉𝒂𝒏𝒅𝒓𝒆𝒂𝒍 
(Degrees) 

𝒂𝒙 (g) 
𝜸𝒉𝒂𝒏𝒅𝒔𝒕𝒆𝒆𝒓 

(Degrees/s) 

𝜸𝒍𝒐𝒏𝒈𝑨𝒄𝒄 
(g/s) 

Mild 

Lower 93.1 - 4.4 - 0.0771 - 26.2 - 1.4831 

Variance + 2.15% + 6.17% + 1.15% + 0.36% + 0.32% 

Upper 122.4 5.0 0.1254 26.9 1.4805 

Variance + 0.98% - 1.15% 0% - 0.37% - 0.40% 

Moderate 

Lower 83.9 - 7.4 - 0.1409 - 42.9 - 2.4154 

Variance + 2.02% + 2.96% - 1.88% - 1.90% - 1.90% 

Upper 131.6 8.0 0.1892 43.6 2.4128 

Variance + 1.15% + 0.09% + 1.88% + 1.85% + 1.85% 

Aggressive 

Lower 64.0 - 13.7 - 0.2783 - 78.9 - 4.4262 

Variance + 3.66% + 3.42% - 0.54% - 0.67% - 0.68% 

Upper 151.5 14.3 0.3266 79.6 4.4236 

Variance + 0.59% - 1.74% + 0.74% + 0.66% + 0.65% 

 

 

 

5.4.2 Lane Change with or without a Front Vehicle on the Current 

Driving Lane 

Another case study is to consider the appearance of the front vehicle while 

initiating the right lane change manoeuvre. In the driving dataset, 𝟖𝟒 right lane 

changes were activated with a front vehicle on the current driving lane and 𝟏𝟖𝟔 

were executed without a front vehicle on the current driving lane. Figure 5-10 

demonstrates the right lane change driving data of the three measured signals 

(i.e. the vehicle velocity 𝒗, the hand steering wheel angle 𝜹𝒉𝒂𝒏𝒅𝒓𝒆𝒂𝒍, and the 
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longitudinal acceleration 𝒂𝒙 ) for these two groups, where the blue colour 

indicates the condition with a front vehicle and the red colour is without a front 

vehicle. Similarly, the red colour has higher velocities compared to the blue 

group, which supports the fact that human drivers often apply lower speed to 

avoid collision and ensure driving safely when a vehicle is driven in the front. 

Apart from 𝒗, both 𝜹𝒉𝒂𝒏𝒅𝒓𝒆𝒂𝒍 and 𝒂𝒙 do not provide clear differences but merely 

highlight the large percentage of the overlap between the two mentioned 

conditions. 

 

Figure 5-10 The comparison of the measured signals of case 2. 
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Table 5-7 The boundary values and the variance compared to Tabel 5-4 of the 

right lane change with a front vehicle on the current driving lane. 

Driving 
Style 

Boundary / 
Variance 

𝒗 (km/hr) 
𝜹𝒉𝒂𝒏𝒅𝒓𝒆𝒂𝒍 
(Degrees) 

𝒂𝒙 (g) 
𝜸𝒉𝒂𝒏𝒅𝒔𝒕𝒆𝒆𝒓 

(Degrees/s) 

𝜸𝒍𝒐𝒏𝒈𝑨𝒄𝒄 
(g/s) 

Mild 

Lower 89.5 - 5.3 - 0.0898 - 22.1 - 1.3547 

Variance - 1.77% - 12.05% - 15.13% + 16.01% + 8.95% 

Upper 119.4 5.6 0.1619 22.8 1.3546 

Variance - 1.52% + 9.82% + 29.11% - 15.42% - 8.87% 

Moderate 

Lower 80.5 - 8.5 - 0.1656 - 35.6 - 2.1706 

Variance - 2.05% - 12.24% - 19.74% + 15.42% + 8.43% 

Upper 128.4 8.8 0.2377 36.3 2.1705 

Variance - 1.36% + 10.82% + 28.00% - 15.06% - 8.38% 

Aggressive 

Lower 66.5 - 13.6 - 0.2836 - 56.7 - 3.4407 

Variance + 7.78% + 4.53% - 2.46% + 27.72% + 21.74% 

Upper 142.4 13.9 0.3557 57.4 3.4406 

Variance - 5.48% - 4.88% + 9.72% - 27.42% - 21.72% 

 

To further analyse the distribution variance between the two groups and the 

complete driving data, the same calculation was applied; and the results are 

stated in Table 5-7 and 5-8. The former table indicates that with a front vehicle 

on the current driving lane, the overall velocity is slightly reduced so as to avoid 

possible collisions. Both the boundaries of the hand steering wheel angle and 

the longitudinal acceleration are expanded but not for the Aggressive hand 

steering wheel angle’s boundaries. And both the rate of hand steering and rate 

of longitudinal accelerating are more compact to the centroid of the driving data, 

displaying that the instantaneous inputs which the participants applied to the 

host vehicle are small and stable. The other table shows the results for the 

group without a front vehicle. It can be found that the trend of the vehicle 
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velocity is slightly increased and condensed; the longitudinal acceleration is 

gently shifted to the negative direction and the upper boundaries are smaller 

than the previous group, which illustrates that the participants did not apply 

large throttle input to the vehicle; and the distributions of the hand steering 

wheel angle, the rate of hand steering and the rate of longitudinal accelerating 

are similar to the overall driving data with less than ±𝟐%  variances of the 

driving styles’ boundaries. 

Table 5-8 The boundary values and the variance compared to Tabel 5-4 of the 

right lane change without a front vehicle on the current driving lane. 

Driving 
Style 

Boundary / 
Variance 

𝒗 (km/hr) 
𝜹𝒉𝒂𝒏𝒅𝒓𝒆𝒂𝒍 
(Degrees) 

𝒂𝒙 (g) 
𝜸𝒉𝒂𝒏𝒅𝒔𝒕𝒆𝒆𝒓 

(Degrees/s) 

𝜸𝒍𝒐𝒏𝒈𝑨𝒄𝒄 
(g/s) 

Mild 

Lower 93.0 - 4.7 - 0.0828 - 26.4 - 1.4928 

Variance + 1.98% + 0.01% - 6.15% - 0.36% - 0.34% 

Upper 120.9 5.1 0.1194 27.0 1.4909 

Variance - 0.25% + 0.60% - 4.78% + 0.27% + 0.30% 

Moderate 

Lower 84.6 - 7.6 - 0.1429 - 42.3 - 2.3795 

Variance + 2.94% - 0.19% - 3.33% - 0.41% - 0.39% 

Upper 129.2 8.0 0.1795 42.9 2.3776 

Variance - 0.70% + 0.55% - 3.34% + 0.35% + 0.37% 

Aggressive 

Lower 65.1 - 14.4 - 0.2844 - 79.7 - 4.4667 

Variance + 5.41% - 1.51% - 2.75% - 1.61% - 1.60% 

Upper 148.8 14.8 0.3210 80.3 4.4648 

Variance - 1.21% + 1.67% - 0.99% + 1.57% + 1.59% 

 

5.4.3 Lane Change with or without a Vehicle on the Destination Lane 

The last analysis is to discover the influence towards the right lane change 

manoeuvre of whether a vehicle is driven near to the host vehicle on the 

destination lane or not. The number of the right lane changes with a vehicle on 
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the destination lane is 𝟏𝟎𝟓  and without a vehicle on the destination lane 

happened 𝟏𝟔𝟓  times. The sample points of these two types of right lane 

changes while considering the three measured signals (i.e. the vehicle velocity 

𝒗, the hand steering wheel angle 𝜹𝒉𝒂𝒏𝒅𝒓𝒆𝒂𝒍, and the longitudinal acceleration 𝒂𝒙) 

were plotted in Figure 5-11, where the driving data with a vehicle and without a 

vehicle on the destination lane are marked with the blue colour and with the red 

colour separately. Similar to the previous cases, the red group performs higher 

driving speed than the blue one; this observation corresponds to the 

circumstance that drivers often remain or slightly reduce the vehicle velocity and 

wait until the vehicle on the destination lane finishes the passing manoeuvre so 

as to prevent entering into the hazard zone while shifting to the target lane. The 

remaining signals 𝜹𝒉𝒂𝒏𝒅𝒓𝒆𝒂𝒍 and 𝒂𝒙 present vague variances and show a wide 

range of overlap of these two groups. 

 

Figure 5-11 The comparison of the measured signals of case 3. 

The driving style classifications of both with and without a vehicle which is 

driven near the host SUV on the destination lane can be found in Table 5-9 and 

5-10. Within the condition that there is a vehicle driving on the destination lane; 

the overall speed is slower than the original driving data, and the values of the 

hand steering wheel angle are compact comparing to the original driving data 

so that the boundaries of the driving styles are narrowed down which indicates 
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that participants applied relative small steering. The driving styles’ boundaries of 

the longitudinal acceleration, the rate of the hand steering wheel angle and the 

rate of the longitudinal acceleration are extended but not for the Aggressive 

boundaries of the longitudinal acceleration; providing the evidence that 

participants performed relative large instantaneous inputs within this condition. 

On the other hand, Table 5-10 shows the lower boundaries of the vehicle 

velocity are increased and its spectrum is shifted to the positive direction; the 

overall distributions of the hand steering wheel angle and the longitudinal 

acceleration are slightly expanded; and both the rate of the hand steering wheel 

angle and the rate of the longitudinal acceleration are condensed. In other 

words, a relative stable control is manipulated while no vehicle is driven on the 

destination lane during the period of the right lane change. 

Table 5-9 The boundary values and the variance compared to Tabel 5-4 of the 

right lane change with a vehicle driving on the destination lane. 

Driving 
Style 

Boundary / 
Variance 

𝒗 (km/hr) 
𝜹𝒉𝒂𝒏𝒅𝒓𝒆𝒂𝒍 
(Degrees) 

𝒂𝒙 (g) 
𝜸𝒉𝒂𝒏𝒅𝒔𝒕𝒆𝒆𝒓 

(Degrees/s) 

𝜸𝒍𝒐𝒏𝒈𝑨𝒄𝒄 
(g/s) 

Mild 

Lower 86.9 - 4.7 - 0.0815 - 29.6 - 1.6697 

Variance - 4.70% + 0.44% - 4.49% - 12.63% - 12.23% 

Upper 116.0 4.9 0.1337 30.2 1.6718 

Variance - 4.34% - 2.42% + 6.62% + 12.06% + 12.47% 

Moderate 

Lower 78.4 - 7.5 - 0.1442 - 47.1 - 2.6441 

Variance - 4.68% + 1.47% - 4.27% - 11.80% - 11.55% 

Upper 124.4 7.7 0.1964 47.7 2.6462 

Variance - 4.38% - 2.69% + 5.76% + 11.46% + 11.71% 

Aggressive 

Lower 63.0 - 12.5 - 0.2579 - 78.7 - 4.4104 

Variance - 2.03% + 11.78% + 6.83% - 0.40% - 0.32% 

Upper 139.8 12.8 0.3101 79.3 4.4125 

Variance - 7.17% - 12.18% - 4.35% + 0.31% + 0.40% 
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Table 5-10 The boundary values and the variance compared to Tabel 5-4 of the 

right lane change without a vehicle driving on the destination lane. 

Driving 
Style 

Boundary / 
Variance 

𝒗 (km/hr) 
𝜹𝒉𝒂𝒏𝒅𝒓𝒆𝒂𝒍 
(Degrees) 

𝒂𝒙 (g) 
𝜸𝒔𝒕𝒆𝒆𝒓 

(Degrees/s) 

𝜸𝒍𝒐𝒏𝒈𝑨𝒄𝒄 
(g/s) 

Mild 

Lower 96.9 - 4.6 - 0.0790 - 20.6 - 1.3317 

Variance + 6.31% + 1.28% - 1.28% + 21.84% + 10.49% 

Upper 121.7 5.1 0.1232 21.3 1.3281 

Variance + 0.39% + 0.13% - 1.75% - 21.13% - 10.66% 

Moderate 

Lower 88.9 - 7.7 - 0.1441 - 34.0 - 2.1876 

Variance + 8.14% - 2.22% - 4.19% + 19.21% + 7.71% 

Upper 129.7 8.2 0.1883 34.7 2.1840 

Variance - 0.36% + 2.95% + 1.40% - 18.81% - 7.81% 

Aggressive 

Lower 71.1 - 14.7 - 0.2893 - 64.1 - 4.0978 

Variance + 15.18% - 3.45% - 4.52% + 18.29% + 6.79% 

Upper 147.5 15.1 0.3335 64.8 4.0942 

Variance - 2.09% + 3.82% + 2.87% - 18.08% - 6.85% 

 

5.5 Key Findings and Discussions 

The driving experiment that was detailed in Chapter 4 successfully collected the 

driving data from 𝟏𝟐  different participants. With the purpose of achieving 

human-like lane change control on the motorway, a systematic procedure of 

analysing the recorded vehicle dynamic data is therefore presented in this 

chapter.  

Starting with valuing the raw signals and filtering the irrelevant ones through 

statistic techniques, the rest (i.e. the vehicle velocity 𝒗, the hand steering wheel 

angle 𝜹𝒉𝒂𝒏𝒅𝒓𝒆𝒂𝒍  and the longitudinal acceleration 𝒂𝒙 ) can be used as the 

representative signals which have the ability of transmitting the characteristics 

of human drivers. In order to evaluate the instantaneous variances, the two 
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post-processing signals (i.e. the rate of hand steering 𝜸𝒉𝒂𝒏𝒅𝒔𝒕𝒆𝒆𝒓 and the rate of 

longitudinal accelerating 𝜸𝒍𝒐𝒏𝒈𝑨𝒄𝒄) were also taken into account. These 𝟓 signals 

are treated as the essential parameters of distinguishing different styles of 

driving in this PhD research.  

Since there is no unified criteria of defining the driving styles in literatures and 

considering the generic principles, this PhD research targets at trisecting the 

overall driving data and utilises the amplitude of the variance of each sample 

point to the centroid of the whole data as the index of classification. From the 

physical point of view, this classification principle indicates that Aggressive 

driving style contains relatively drastic manipulations while considering the 

average performance of all the human drivers as the basis, and Mild is on the 

contrary. Both the lower and the upper boundaries of the vehicle velocity 𝒗, the 

hand steering wheel angle 𝜹𝒉𝒂𝒏𝒅𝒓𝒆𝒂𝒍, the longitudinal acceleration 𝒂𝒙, the rate of 

hand steering 𝜸𝒉𝒂𝒏𝒅𝒔𝒕𝒆𝒆𝒓  and the rate of longitudinal accelerating 𝜸𝒍𝒐𝒏𝒈𝑨𝒄𝒄  for 

Mild, Moderate and Aggressive driving styles are then specified based on the 

proposed principle; which can be utilised as the constraints in the later lane 

change control algorithm. 

In addition, an assumption that different environmental conditions might alter 

the response and the performance of human drivers was investigated in the 

meantime due to the fact that the recorded lane changes were inevitably 

performed by the participants under different circumstances during the driving 

tests. According to the video footages that were captured by the camera in the 

experiment, three different traffic conditions (i.e. (1) change between Normal 

Speed Lanes & change from Normal Speed Lane to Overtaking Lane, (2) with 

or without a front vehicle on the current driving lane and (3) with or without a 

vehicle on the destination lane) towards the lane change manoeuvre were 

verified.  

Ground on the analysis of these environmental conditions in Section 5.4, the 

above assumption has been confirmed to be correct. The surrounding traffic 

indeed had impacts on the participants’ performance, however, the influences 

are not as large as expected which might due to that the vehicle merely requires 
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small values of actuations to complete a lane change manoeuvre on the 

motorway. Since the interaction between the driver and the traffic condition is 

one of the important tasks of achieving human-like driving, the relative 

researches are worth to further investigate and the previous study in this 

chapter can be its guidance. The future work of the data collection will be 

growing the amount of the human driving data and increasing the accuracy of 

the experimental instruments so as to produce more adaptive analysis results. 
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6 TRAJECTORY PLANNING USING MODEL 

PREDICTIVE CONTROL 

Model Predictive Control (MPC) is a matured technique in the control system 

and its characteristic gives the motivation of selecting it as the methodology of 

the human-like trajectory planning algorithm in this research. This chapter firstly 

illustrates the preliminary sketch of the trajectory planning algorithm which takes 

the advantage of MPC control technique, including the selection of the vehicle 

model and the motorway configurations. Two major simulations are then 

implemented to accomplish the task of changing lanes on the motorway; 

beginning with the ordinary lane change planning without considering the factor 

of the human driver and following up with the simulation while taking the 

previous analysis of the human driving data in Chapter 5 into account. The last 

section summarises the pros and cons of the proposed human-like trajectory 

planning lane change control and concludes the contributions of the work in this 

chapter. 

6.1 MPC-based Trajectory Planning 

Since the participants’ driving data has been analysed in Chapter 5, the next 

target is to connect the results with the theory and the knowledge of Model 

Predictive Control (MPC); not only to introduce the human-like motorway lane 

change control but also to discuss the differences of the MPC trajectory 

planning algorithms (i.e. with and without considering the human factor). In 

order to achieve the above aims, it is essential to design a preliminary sketch of 

the trajectory planning algorithm. Moreover, it should be noted that the primary 

objective of this PhD research is to generate a feasible human-like trajectory 

rather than optimise the tracking control. 

Assumptions 

Before constructing the algorithms and the simulations, several assumptions 

have to be made in prior to standardise the problem: (1) the ego vehicle has a 

perception system which is able to detect and measure both external and 

internal information. (2) Considering the specifications of the experimental 
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vehicle (i.e. 2017 Land Rover New Discovery), it is assumed of having a 

rectangular shape with 2 metres width and 5 metres length. (3) The motorway is 

completely straight (i.e. the curvature of the motorway is 𝟎.). Specifically, the 

mentioned perception system means an integral system that contains a data 

fusing algorithm and different types of sensors (e.g. Lidar, Radar, Camera, 

speed sensor, gyroscope, etc.). So that both the external environment (e.g. the 

location, the lane boundaries, the centre line of a lane, the distances to 

surrounding vehicles and obstacles, etc.) and the in-vehicle signals can be 

measured and input into the planning stage, updating the latest state variables 

at every time step. These reasonable assumptions not only eliminate the 

uncertainties that might alter simulation results but also reduce the complexity 

of the trajectory planning algorithm.  

As mentioned previously, the model is one of the essential factors in the MPC 

algorithm. Therefore, the utilised vehicle model has to be determined before 

conducting the MPC-based trajectory planning algorithm based on the 

consideration of the trade-off between the algorithm difficulty and the model 

accuracy. Although a high fidelity model has a better precision of imitating and 

reflecting the response behaviour of the vehicle, the additional parameters will 

inevitably increase the cost of the planning. According to the studies which 

investigate and analyse the performances between the kinematic and the 

dynamic bicycle models, the kinematic one has been indicated of requiring less 

computational power and still providing a similar performance with the dynamic 

one under the driving circumstances with small lateral acceleration [84][85]. 

Since the target of this PhD research is the lane change on the motorway which 

merely requires small lateral accelerations to complete the manoeuvre, the 

above studies adequately support the motivation of choosing the kinematic 

bicycle model instead of the dynamic one within the trajectory planning 

algorithm. 

6.1.1 Vehicle Model 

A typical sketch of the kinematic bicycle model is presented in Figure 6-1. 𝑿 and 

𝒀 are the axes of the global frame. The coordinate of the vehicle centre of 
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gravity (CoG) is denoted as (𝒙, 𝒚) and the lengths from the CoG to the front and 

the rear axles are indicated as 𝒍𝒇 and 𝒍𝒓 respectively. 𝑶 is the turning centre, 𝒗 

is the velocity and 𝜽 is the heading of the vehicle. The angle of the vehicle 

velocity at CoG with respect to the wheelbase axis of the vehicle is 𝜷, which is 

also known as the slip angle of the car. 𝜹𝒇 and 𝜹𝒓 are the steering angles of the 

front wheel and the rear wheel. As the rear wheels of the ordinary vehicle do not 

have the functionality of steering, 𝜹𝒓 is usually assigned to be 𝟎 in the kinematic 

bicycle model. Thus, the motion of the ego vehicle can be described by four 

nonlinear equations [83], as shown in Equation 6-1 to 6-4. 

 

Figure 6-1  The kinematic bicycle model. 

 

𝒙̇ = 𝒗 𝐜𝐨𝐬(𝜽 + 𝜷) (6-1) 

𝒚̇ = 𝒗 𝐬𝐢𝐧(𝜽 + 𝜷) (6-2) 

𝜽̇ =
𝒗 𝐜𝐨𝐬(𝜷) 𝐭𝐚𝐧(𝜹𝒇)

𝒍𝒇 + 𝒍𝒓
=
𝒗

𝒍𝒓
𝐬𝐢𝐧(𝜷) 

(6-3) 

𝒗̇ = 𝒂 (6-4) 
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where 𝜷 can be acquired in Equation 6-5. 

𝜷 = 𝐭𝐚𝐧−𝟏 (
𝒍𝒓

𝒍𝒇 + 𝒍𝒓
𝐭𝐚𝐧(𝜹𝒇)) 

(6-5) 

6.1.2 Vehicle and Environment Configuration 

Considering the above equations of motion of the kinematic model, the two 

constant parameters 𝒍𝒇  and 𝒍𝒓  have to be specified. These numbers of the 

experiment vehicle (i.e. 2017 Land Rover New Discovery) can be acquired from 

the specifications provided by Jaguar Land Rover company; the wheelbase, 𝒍𝒇 

and 𝒍𝒓  are 𝟐𝟗𝟐𝟓 mm, 𝟏𝟒𝟔𝟎 mm and 𝟏𝟒𝟔𝟓 mm respectively. Furthermore, the 

steer ratio between the hand steering wheel 𝜹𝒉𝒂𝒏𝒅  and the front wheel 𝜹𝒇  is 

𝟏𝟕. 𝟔 ∶ 𝟏, which bridges the vehicle model and the recorded steering data of the 

human participants in the planning algorithm. 

Apart from the indispensable parameters of the experiment vehicle, the 

environmental information has to be defined in the meantime. Since the 

simulations are focused on the lane change manoeuvre on the motorway, the 

environment configurations are stated as follows so as to recur the driving 

scenario of the M1 motorway in the previous experiment as similar as possible: 

(1) The platform is a straight and extended motorway which respects left-

hand traffic regulations. 

(2) Containing 3 lanes and the width of each lane is 3.5 metres. 

(3) The ego vehicle starts with driving in the middle of the centre lane. 

6.1.3 The framework of the MPC-based trajectory planning algorithm 

Based on the analysis outcomes in Section 5.4 that reveal different traffic 

conditions merely have minor impacts on the participants’ control during the 

lane change manoeuvre on the motorway, having no adjacent vehicle or 

obstacle is therefore a sensible configuration to standardise and simplify the 

simulation. 

Referring to the block diagram of a model predictive controller in Figure 2-21, it 

is worthwhile mentioning that both the internal and the system model utilise the 
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same kinematic bicycle model. Though the general formula of the kinematic 

model takes the slip effect into account, the slip angle 𝜷 of the vehicle during 

the lane changing in the following simulations is assumed to be 𝟎. It is another 

reasonable assumption due to the fact that merely a slight steering is required 

to complete the lane change manoeuvre on the motorway and the focus of this 

PhD research is the trajectory planning instead of the tracking control of 

autonomous vehicles. 

Hence, the utilised model has six state parameters: 

𝒙 : Global 𝑿 position of the vehicle centre of gravity (CoG). 

𝒚 : Global 𝒀 position of the vehicle centre of gravity (CoG). 

𝜽 : Heading angle of the vehicle; where counter-clockwise is positive and 

𝟎 when facing east. 

𝒗 : Velocity of the vehicle. 

𝒂𝒙 : Longitudinal acceleration of the vehicle; where positive and negative 

represent accelerating and decelerating respectively. 

𝜹𝒇 : Front wheel steering angle of the vehicle; where counter-clockwise is 

positive and 𝟎 is aligned with the heading of the car. 

and has two manipulated inputs: 

𝜸𝒍𝒐𝒏𝒈𝑨𝒄𝒄 : Rate of the longitudinal acceleration (i.e. longitudinal jerk) of 

the vehicle. 

𝜸𝒔𝒕𝒆𝒆𝒓 : Rate of the front wheel steering angle of the vehicle. 

The reason of merging both 𝒂𝒙  and 𝜹𝒇  into the model states and selecting 

𝜸𝒍𝒐𝒏𝒈𝑨𝒄𝒄  and 𝜸𝒔𝒕𝒆𝒆𝒓  as the system inputs is to provide the convenience of 

controlling and tuning the outcomes in the following simulations. After 

determining the states and the control inputs of the nonlinear model, its 

equations of motion are then linearised at the nominal operation point through 

analytical Jacobians and transformed into state space representations: 



 

125 

[
 
 
 
 
 
 
𝒙̇
𝒚̇

𝜽̇
𝒗̇
𝒂𝒙̇
𝜹𝒇̇]
 
 
 
 
 
 

=

[
 
 
 
 
 
 
 
𝟎 𝟎 −𝒗 𝐬𝐢𝐧(𝜽) 𝐜𝐨𝐬(𝜽) 𝟎 𝟎
𝟎 𝟎 𝒗 𝐜𝐨𝐬(𝜽) 𝐬𝐢𝐧(𝜽) 𝟎 𝟎

𝟎 𝟎 𝟎
𝐭𝐚𝐧(𝜹𝒇)

𝒍𝒇 + 𝒍𝒓
𝟎

𝒗(𝐭𝐚𝐧(𝜹)𝟐 + 𝟏)

𝒍𝒇 + 𝒍𝒓
𝟎 𝟎 𝟎 𝟎 𝟏 𝟎
𝟎 𝟎 𝟎 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 ]

 
 
 
 
 
 
 

⏟                                  
𝑨

[
 
 
 
 
 
𝒙
𝒚
𝜽
𝒗
𝒂𝒙
𝜹𝒇]
 
 
 
 
 

+

[
 
 
 
 
 
𝟎 𝟎
𝟎 𝟎
𝟎 𝟎
𝟎 𝟎
𝟏 𝟎
𝟎 𝟏]

 
 
 
 
 

⏟    
𝑩

[
𝜸𝒍𝒐𝒏𝒈𝑨𝒄𝒄
𝜸𝒔𝒕𝒆𝒆𝒓

] 

(6-6) 

According to the previous assumption that all the vehicle states can be 

measured by on-vehicle sensors, the measurement equations can be written 

as: 
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⏟    
𝑫

[
𝜸𝒍𝒐𝒏𝒈𝑨𝒄𝒄
𝜸𝒔𝒕𝒆𝒆𝒓

] 

(6-7) 

The above linearised continues state-space model has to be converted to the 

discrete form in order to assign to the internal model in the MPC algorithm. 

Here, the Simpson's rule is applied to obtain the discrete matrices 𝑨𝒅, 𝑩𝒅, 𝑪𝒅 

and 𝑫𝒅. 

The MPC controller starts to calculate the solution of the finite-time optimal 

control problem through minimising the objective function in Equation 2-10, 

once the linear-time-invariant (LTI) discrete-time, state-space matrices of the 

vehicle model are derived. The specified objective function for the following lane 

change simulations is rewritten as Equation 6-8: 
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𝐦𝐢𝐧
𝒙(𝒌+𝒊),𝒖(𝒌+𝒊)

∑(𝒙(𝒌 + 𝒊) − 𝒙𝒓𝒆𝒇(𝒌 + 𝒊))
𝑻
𝑸(𝒊) (𝒙(𝒌 + 𝒊) − 𝒙𝒓𝒆𝒇(𝒌 + 𝒊))

𝑵𝒑

𝒊=𝟏

+ ∑ (𝒖(𝒌 + 𝒊))
𝑻
𝑹(𝒊)(𝒖(𝒌 + 𝒊))

𝑵𝒄−𝟏

𝒊=𝟎

 

(6-8) 

where 𝑵𝒑 is the Prediction Horizon; 𝑵𝒄 is the Control Horizon; 𝒙𝒓𝒆𝒇(𝒌 + 𝒊) is the 

reference of the system state; and 𝑸(𝒊) and 𝑹(𝒊) are the weighting matrices 

related to the system state and the manipulated input with time step 𝒊 ahead 

from the current time respectively. Both 𝑸(𝒊) and 𝑹(𝒊) are time-invariant, and a 

reference for the manipulated inputs are not required to generate a feasible lane 

change trajectory in this research. 

6.2 Ordinary Trajectory Planning for the Right Lane Change on 

the Motorway 

The first simulation presents the ordinary method of planning a right lane 

change trajectory on the motorway through MPC technique. The word “ordinary” 

here represents the algorithm generates a trajectory for an autonomous vehicle 

without adding the human factor (e.g. the driving style, the ride comfort, the 

preference, etc.).  

Although the overall framework of the algorithm was configured in the previous 

section, appropriate values still require to be assigned to several variables to 

obtain the simulation results. As each right lane change on the motorway is a 

short period driving manoeuvre, the sampling time 𝑻𝒔 has to be limited within a 

small value so that the fidelity of the essential signals can be retained. 𝑻𝒔 = 𝟎. 𝟏 

s was first conducted and the outcome specified that it might not be an 

adequate number to guarantee the detailed information. Furthermore, the log 

rate of the recorded driving data in the experiment was set to 𝟐𝟎 Hz. Hence, 𝑻𝒔 

was nominated as 𝟎. 𝟎𝟓 s in the following simulations. 

On the other hand, the reference path and the execution point of the lane 

change manoeuvre for MPC have to be determined in the meantime. The initial 

conditions of the ego vehicle were set as 𝒙(𝟎) = [𝟎 𝟎 𝟎 𝟑𝟎 𝟎 𝟎]𝑻 and 



Motorway Lane Change 

5.25 

3.5 

1.75 

>- 	0 

-1.75 

-3.5 

-5.25 

0 

       

       

   

Reference Path 

 

       

       

       

       

       

       

       

       

       

30 60 90 120 150 180 210 240 270 300 330 
X 

   

 

127 

𝒖(𝟎) = [𝟎 𝟎]𝑻; which indicates that the vehicle starts from the origin and is 

driven east at a constant speed of 𝟑𝟎  m/s with no manipulated inputs. By 

considering the fact that when the idea of making a lane change occurs to a 

human driver, the destination on the target lane has already been determined in 

the meantime. As a result, a standard step-line was selected to be the control 

reference in the algorithm. Ideally, the reference path for a right lane change 

should be a line with different slopes or any possible curve so as to monitor the 

dynamic correction of a human driver towards the destination during the lane 

changing. But this inevitably raises another discussion of how to imitate the 

human-like calibration process, which is not the primary concern of this PhD 

research and could be investigated in the future work.  

While focusing on the response and the performance of the controller, the 

reference signal 𝒙𝒓𝒆𝒇 was first assigned as same as the initial conditions (i.e. 

[𝟎 𝟎 𝟎 𝟑𝟎 𝟎 𝟎]𝑻) with the purpose of maintaining the forward driving in 

the centre lane. Once the vehicle reaches 𝟑𝟎 m (i.e. after 𝟏 s driving), 𝒙𝒓𝒆𝒇 was 

immediately altered to [𝟎 −𝟑. 𝟓 𝟎 𝟑𝟎 𝟎 𝟎]𝑻 so as to trigger a right lane 

change manoeuvre and designate the target state for the vehicle. The reference 

path is plotted in Figure 6-2. 

 

Figure 6-2 The reference path for a right lane change on the motor way. 
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By modifying the adjustable parameters in the MPC controller, the algorithm is 

able to theoretically generate infinite numbers of different trajectories to achieve 

the target reference. Any of them can be seen as the correct answer to solve 

the lane change problem on the motorway if there is no additional restriction or 

particular consideration. In other words, these trajectories are purely based on 

the mathematics and some of them might not be feasible for real humans, 

which is the primary drawback for the ordinary trajectory planning algorithm. 

The following paragraphs present one of these trajectories and demonstrate its 

response while tuning the value of the adjustable parameters. It is worthwhile 

mentioning that the control horizon 𝑵𝒄 was determined as 𝟏 since most of the 

outcomes contained the ripple effect when 𝑵𝒄 ≥ 𝟐, which was also confirmed in 

the relative research [86]. 

An instance of the right lane change trajectories which is obtained from the 

ordinary planning algorithm is shown as the red curve in Figure 6-3. This 

trajectory is generated through assigning the prediction horizon 𝑵𝒑 = 𝟐𝟎 and 

the state weighting 𝑾𝑸 = [𝟎 𝟐𝟓𝟎 𝟎 𝟐 𝟎 𝟎]𝑻; the only hard constraint can 

be found in Equation 6-9 which restricts the ego vehicle not to exceed both the 

right and the left boundaries of the motorway. 

 

Figure 6-3 The lane change paths with different number of the prediction horizon. 
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−𝟒. 𝟐𝟓 𝒎 = 𝒚𝒎𝒊𝒏 ≤ 𝒚 ≤ 𝒚𝒎𝒂𝒙 = 𝟒. 𝟐𝟓 𝒎 (6-9) 

Each tuning of the adjustable parameters will lead to another possible trajectory 

for the lane change manoeuvre. For instance, it is almost impossible to acquire 

the identical trajectory when 𝑵𝒑 is varied but the value of 𝑾𝑸 is retained the 

same. To visualise the relationship between the performance and the prediction 

horizon, three different trajectories with the same 𝑾𝑸  (i.e. 

[𝟎 𝟐𝟓𝟎 𝟎 𝟐 𝟎 𝟎]𝑻) were plotted in Figure 6-3 which are 𝑵𝒑 = 𝟒𝟎, 𝑵𝒑 =

𝟔𝟎 and 𝑵𝒑 = 𝟏𝟎𝟎. It can be seen that the larger the prediction horizon 𝑵𝒑 is, the 

smaller curvature the trajectory will have. In general, the algorithm with a longer 

prediction time has the ability to provide a smoother trajectory; however, the 

duration of completing the lane change manoeuvre is increased in the 

meantime. 

Figure 6-4 and 6-5 depict the variations of both the state parameters and the 

manipulated inputs which are corresponding to the trajectories in Figure 6-3. It 

is obvious that the trade-off for delivering a quick response to the target 

manoeuvre (i.e. short prediction time) is that the vehicle has to perform large 

amplitude of both the states and the control inputs. 
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Figure 6-4 The state performance of the trajectories with different number of the 

prediction horizon. 
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Figure 6-5 The manipulated inputs of the trajectories with different number of the 

prediction horizon. 

 

Similarly, preserving the same prediction horizon 𝑵𝒑  but altering the state 

weighting 𝑾𝑸 can also affect the outcomes of the algorithm. The trajectories 

which have the same prediction horizon 𝑵𝒑 = 𝟐𝟎 but different state weighting 

𝑾𝑸  (i.e. [𝟎 𝑾𝒚 𝟎 𝟐 𝟎 𝟎]𝑻 ; 𝑾𝒚 = 𝟐𝟓𝟎 , 𝑾𝒚 = 𝟐𝟎𝟎 , 𝑾𝒚 = 𝟏𝟓𝟎  and 𝑾𝒚 =

𝟏𝟎𝟎 ) were drawn in Figure 6-6. These trajectory are still constrained by 

Equation 6-9. 
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Figure 6-6 The lane change paths with different weighting of the lateral position. 

 

Within the above four trajectories, the one with the largest value of the lateral 

position weighting 𝑾𝒚 performs the harshest curve to approach the reference 

path and the one with the smallest value is on the contrary. This result aligns 

with the fact that the weighting describes the importance of a particular variable 

in MPC. The variations of the vehicle states and the input variables during the 

lane change manoeuvre can be observed in Figure 6-7 and 6-8, which 

illustrates the trend that the amplitudes of both the states and the control inputs 

expand when increasing the weighting of the lateral position. 

Again, the ordinary trajectory planning algorithm is able to produce alternative 

solutions to reach the target reference through altering the combination of the 

tuneable parameters, even though it is slightly changed. As a result, this 

algorithm requires further modification to fulfil the primary objective of this PhD 

research, which is the human-like trajectory planning and will be illustrated in 

the next section. 
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Figure 6-7 The state performance of the trajectories with different weighting of 

the lateral position. 
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Figure 6-8 The manipulated inputs of the trajectories with different weighting of 

the lateral position. 

 

6.3 Human-like Trajectory Planning for the Right Lane Change 

on the Motorway 

The trajectories that have been discussed in the previous section can all be 

accepted as the robotic solutions of completing a right lane change on the 

motorway. However, some of them become unacceptable options while taking 

the human factor into consideration. To generate a human-like trajectories 

which are feasible for real drivers or passengers, the MPC-based trajectory 

planning algorithm requires further adjustments and has to equip human-related 
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restrictions. This section introduces how to improve the ordinary trajectory 

planning algorithm to the human-like one based on the collected driving data 

from the experiment. 

The aforementioned values of the sampling time 𝑻𝒔, the control horizon 𝑵𝒄, the 

initial conditions 𝒙(𝟎)  and 𝒖(𝟎)  of the vehicle (i.e. 𝑻𝒔 = 𝟓𝟎 , 𝑵𝒄 = 𝟏 , 𝒙(𝟎) =

[𝟎 𝟎 𝟎 𝟑𝟎 𝟎 𝟎]𝑻  and 𝒖(𝟎) = [𝟎 𝟎]𝑻 ) and the reference path 𝒙𝒓𝒆𝒇  are 

adopted as the baseline of the human-like trajectory planning algorithm in this 

section. In order to provide the algorithm an ability to be operated in real-time, 

its computational cost has to be taken into account during the modification. The 

𝒕𝒊𝒄 𝒕𝒐𝒄  command in MATLAB was therefore applied to the algorithm and 

confirmed that the longer prediction horizon consumes more power to generate 

results. On the other hand, Figure 6-3 indicates that the prediction horizon 𝑵𝒑 

significantly affect the duration of reaching the target reference. According to 

the collected 𝟐𝟕𝟎  right lane changes, the average time for a participant to 

complete a lane change manoeuvre is 𝟕. 𝟓𝟒  s. This observation and the 

concern of the processing time gave the guidance of choosing an appropriate 

𝑵𝒑  for the human-like trajectory planning algorithm; 𝑵𝒑 = 𝟒𝟎  were therefore 

selected. 

Apart from 𝑵𝒑, another adjustable parameter is the state weighting 𝑾𝑸. This 

factor describes how important a state variable is while solving the optimising 

problem to reach the target reference and has a major influence to the 

amplitudes of the vehicle state. Since the objective of the algorithm is to mimic 

the behaviour of a human driver and generates a human-like right lane change, 

the tuning of 𝑾𝑸 has to refer to the driving data as well. Though the original 

dataset has 𝟐𝟕𝟎 right lane change in total, part of them has to be filtered and 

only the ones that are close to the initial state 𝒙(𝟎) are put into consideration. 

This data refinement guarantees that the human-related information is mined 

under the similar condition. Figure 6-9 and 6-10 present the data cloud of 𝟔𝟐 

right lane changes out of 𝟐𝟕𝟎, which have the initial driving velocity between 

𝟐𝟗. 𝟓 m/s and 𝟑𝟎. 𝟓 m/s. 
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Figure 6-9 The real driving data for the state parameters. 

 

It is clear that most data points that are generated by the human participants 

appear within a certain amplitude for each parameter. This information instructs 

the rough range of tuning the state weighting 𝑾𝑸 for the human-like trajectory 

planning algorithm. Particularly, the weighting of the lateral position 𝑾𝒚  was 

determined in accordance with the hand steering wheel angle 𝜹𝒉𝒂𝒏𝒅𝒓𝒆𝒂𝒍 and the 

hand steer rate 𝜸𝒉𝒂𝒏𝒅𝒔𝒕𝒆𝒆𝒓; the weighting of the vehicle velocity 𝑾𝒗 was based 

on the longitudinal acceleration 𝒂𝒙 and the longitudinal jerk 𝜸𝒍𝒐𝒏𝒈𝑨𝒄𝒄. The overall 

weighting of the vehicle state was therefore finalised as 𝑾𝑸 =

[𝟎 𝟏𝟓𝟎 𝟎 𝟏𝟎 𝟎 𝟎]𝑻. 
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Figure 6-10 The real driving data for the manipulated inputs. 

 

After tuning the adjustable parameters, the algorithm requires an additional 

restriction to prevent generating a trajectory which is not feasible for humans. 

Since the analysis results in Chapter 5 concluded the marginal values of the 

selected signals for different driving styles, these numbers can be implemented 

as the boundary constraints in the MPC controller. The constraints for Mild 

driving style are stated in Equation 6-10 to Equation 6-13, and the other two 
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sets can be written in the similar way. It should be noted that the vehicle velocity 

𝒗 is not constrained in the algorithm. 

 

−𝟎. 𝟕𝟔𝟒𝟒 𝒎
𝒔𝟐⁄
= 𝒂𝒙𝒎𝒊𝒏 ≤ 𝒂𝒙 ≤ 𝒂𝒙𝒎𝒂𝒙 = 𝟏. 𝟐𝟐𝟖𝟗 

𝒎
𝒔𝟐⁄

 (6-10) 

−𝟎. 𝟎𝟎𝟒𝟔 𝒓𝒂𝒅 = 𝜹𝒇𝒎𝒊𝒏
≤ 𝜹𝒇 ≤ 𝜹𝒇𝒎𝒂𝒙

= 𝟎. 𝟎𝟎𝟓𝟎 𝒓𝒂𝒅 (6-11) 

−𝟏𝟒. 𝟓𝟖𝟎𝟒 𝒎
𝒔𝟑⁄
= 𝜸𝒍𝒐𝒏𝒈𝑨𝒄𝒄𝒎𝒊𝒏

≤ 𝜸𝒍𝒐𝒏𝒈𝑨𝒄𝒄 ≤ 𝜸𝒍𝒐𝒏𝒈𝑨𝒄𝒄𝒎𝒂𝒙

= 𝟏𝟒. 𝟓𝟔𝟕𝟕 𝒎
𝒔𝟑⁄

 

(6-12) 

−𝟎.𝟎𝟐𝟔𝟏 𝒓𝒂𝒅 𝒔⁄ = 𝜸𝒔𝒕𝒆𝒆𝒓𝒎𝒊𝒏 ≤ 𝜸𝒔𝒕𝒆𝒆𝒓 ≤ 𝜸𝒔𝒕𝒆𝒆𝒓𝒎𝒂𝒙 = 𝟎. 𝟎𝟐𝟔𝟕 
𝒓𝒂𝒅

𝒔⁄  (6-13) 

 

 

Figure 6-11 The human-like right lane change path. 

 

With the above configurations and modifications, the planning algorithm is now 

able to produce a human-like trajectory for an autonomous vehicle to perform a 

right lane change on the motorway. The generated human-like path is schemed 

in Figure 6-11. Its state variables and the manipulated inputs are plotted in 
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Figure 6-12 and Figure 6-13 together with the previously selected 𝟔𝟐  lane 

change data. The purple dash lines are the constraints for Mild driving style. It 

can be seen that both the state variables and the manipulated inputs of the 

human-like trajectory did not violate the configured thresholds. Furthermore, the 

hand steering wheel angle 𝜹𝒉𝒂𝒏𝒅𝒓𝒆𝒂𝒍 and the hand steer rate 𝜸𝒉𝒂𝒏𝒅𝒔𝒕𝒆𝒆𝒓 of the 

trajectory match the overall trends that were performed by the human 

participants. Since these two parameters play important roles in the lateral 

control, the above comparison results validate the human-like characteristic of 

the trajectory which is obtained from the aforementioned algorithm. 

Nevertheless, the figures also point out the main difference is that the human-

like parameters seem to be the compressed version in longitudinal direction (i.e. 

𝑿) of the ones from human participants. This observation might due to the slow 

response time or the long prediction time of human drivers while executing the 

lane change manoeuvre, which should be investigated in the future work. 
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Figure 6-12 The state variables of the human-like trajectory. 

 



Longitudinal Jerk of the Vehicle 

U) 
a) 
2 
rn 
a) 
0  20 

77) 
c 10 

C) 
 .c 

a) 
(/) -10 

ca -20 

15 
a) 
ca 

0 30 60 90 120 150 180 210 240 270 300 330 360 

X (m) 

Hand Steer Rate of the Vehicle 

••• 
	 • Human Participants 

• • 	• • •• 	• • 

• 	• 

• 	 • 	Human-like Trajectory 
• • 	 • • 	••• OD • 	 • • • 

-•Threshold • •• •• 	••• • • • • 	• 0 	• 	• • •• • • 	• • 

• • 	.• MO • 	•••••••••• 	• • 	•• ••• 	• 	• • In • • • 

- N.. • - • - _ • - • - _ • - •- •- • .. • 

• . 	 -- • _ 	 _ • • _ • 

• • ••••• ••••• 

••••• ••• ••• •• •40 ••• • • • • • •••• •••••••••••• •••••••••••••••••• • •••••• MM. •••••• 	• • 	• 

•••••••• ••••• •• • • • ••• 	•• ••• • • IM••• 	 •••••••• •••• ••••=.=••••••••1=••• • • • •••• • • • • 

• • • • • 	• • • 	• •• •• 	• Se 11•••••••••••••• 	•••• MOO& 	 • 	•• 

• On • • ••• • •• • • 	 • OM • • • • • • • •• • in• ••• •• •• • • • • • OM • 	• 	• • 
• • • 	 • 	• • 	do 	• • • am e ma., .6 	 • • 

• 0010 • • 	Ole • 	 • • 
• • 	 • 	 •• • 

• • • 

• 

• 

I 	I 	I  
0 30 60 90 120 150 180 210 240 270 300 330 360 

X (m) 

 

141 

 

Figure 6-13 The manipulated inputs of the human-like trajectory. 

 

To further verify the performance of the human-like trajectory planning 

algorithm, two different initial driving velocity 𝒗(𝟎) were applied to the algorithm. 

The velocities were selected based on the lowest and the highest values from 

the Mild driving data, which are 𝟐𝟓. 𝟑𝟏𝟖𝟏 m/s and 𝟑𝟑. 𝟔𝟕𝟏𝟎 m/s respectively. 

For each velocity, the algorithm was commanded to deliver two trajectories; one 

is without taking the constraints of Mild driving style into account and the other 

is to obey the boundaries. The outcomes are demonstrated in Figure 6-14 to 

Figure 6-16. It can be observed that all trajectories are able to reach the target 

reference. Figure 6-15 shows that the two trajectories which were obtained 
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without configuring the constraints perform large variations in the longitudinal 

acceleration 𝒂𝒙. On the contrary, the other two accelerates the vehicle while 

respecting the marginal values of Mild driving style. Although the boundaries of 

other state variables and manipulated inputs did not be violated by all 

trajectories, they still require to be applied in the algorithm in case an 

emergency is happened during the lane change period. This comparison 

highlights the functionality and the necessary of implementing feasible 

constraints to the human-like trajectory planning algorithm, not only to mimic the 

human behaviour but also to guarantee the driving safety. 

 

Figure 6-14 The human-like right lane change paths with different initial 

velocities and the usage of the Mild constraint. 

 



Figure 6-15 The state variables of the human-like trajectories with different initial 

velocities and the usage of the Mild constraint. 
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Figure 6-15 The state variables of the human-like trajectories with different initial 

velocities and the usage of the Mild constraint. 
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Figure 6-16 The manipulated inputs of the human-like trajectories with different 

initial velocities and the usage of the Mild constraint. 

 

6.4 Discussions and Summary 

Before starting the technical discussions, it should be emphasised that the slip 

effect was not put into consideration in the simulations. The primary reason is 

that the vehicle merely requires a small steering angle to accomplish a right 

lane change manoeuvre on the motorway. Furthermore, this small steering 

angle demand of the manoeuvre recommends to select the kinematic bicycle 

model as the vehicle model, which is able to provide a similar performance with 

less computational power while comparing with the dynamic one.  
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Based on the conception in the project framework, it can be seen that the 

proposed human-like trajectory planning algorithm originates from the standard 

one. Hence, the ordinary MPC-based trajectory planning algorithm was first 

investigated and simulated. Starting with determining the feasible numbers to 

the essential parameters of the algorithm and declaring the reference path for 

the controller to solve the optimising problem. As each right lane change on the 

motorway is a short period driving manoeuvre, the sampling time 𝑻𝒔 has to be 

limited within a small value so that the fidelity of the essential signals can be 

retained. Then, two simulations were carried out to evaluate the effects while 

varying the values of the adjustable parameter (i.e. 𝑵𝒑 and 𝑾𝑸). The results 

concluded that the prediction horizon 𝑵𝒑  has a significant impact on the 

duration of reaching the reference, and the weighting factors 𝑾𝑸 mainly affect 

the amplitudes of the state variables and the manipulated inputs. Theoretically, 

the combinations of different values of 𝑵𝒑 and 𝑾𝑸 are able to generate infinite 

trajectories for a vehicle to complete the right lane change on the motorway. 

However, part of them can be claimed as the robotic trajectory which is not 

feasible for humans. 

To filter those robotic trajectories and deliver the human-like ones, the ordinary 

planning algorithm requires further adjustments and has to be constrained by 

human-related restrictions. Yet, the initial condition, the reference path and the 

configurations were remained the same. The collected human driving data and 

the analysis results in Chapter 5 were conducted at this stage so as to provide 

the algorithm the human-like characteristic. The average duration of the 

collected 270 right lane changes for a participant to complete the manoeuvre is 

𝟕. 𝟓𝟒 s, suggesting the prediction horizon 𝑵𝒑 = 𝟒𝟎 for the human-like trajectory 

planning algorithm. While referring to the driving data with similar initial 

conditions, the overall weighting of the vehicle state was able to finalise as 

𝑾𝑸 = [𝟎 𝟏𝟓𝟎 𝟎 𝟏𝟎 𝟎 𝟎]𝑻 . Additionally, the human-related constraints 

which were obtained from the experiment have to be implemented as the 

boundaries in the MPC controller. With the above refinements, an enhanced 

trajectory was then produced. This trajectory has the similar trend to the driving 
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data that was performed by the human participants, which can be verified as a 

human-like trajectory. Another two different initial driving velocities were also 

applied to the proposed human-like trajectory planning algorithm so as to 

demonstrate its functionality and the stability.  

It should be noted that the values of the adjustable variables which were used in 

the last simulation are not the identical solution to achieve the human-like 

trajectory. Moreover, either one of the three driving styles’ constraints can be 

applied to the algorithm, depending on the objective of the planning. Unlike 

most of the traditional methods which simply focus on the efficiency without 

considering the human factor, this algorithm tries to mimic the performance of 

human drivers. Although the human-like trajectory might not complete a driving 

manoeuvre as quick as the robotic one, it has the unique ability to personalise 

the driving performance. The main contribution of this chapter is presenting a 

novel approach of constructing a human-like trajectory planning algorithm in 

accordance with the real human driving data and providing other researchers 

the draft marginal values of the essential parameters while a human driver is 

performing a right lane change on the motorway. 

To sum up, this chapter combined the methodology of MPC and the human 

driving data analysis so as to complete the picture of the human-like trajectory 

planning algorithm. A short discussion about the configurations of the vehicle 

and the environment was provided at the beginning; the kinematic vehicle 

model was selected to be applied in the algorithm while considering the trade-

off between the computational cost and the performance. Two major 

simulations were then implemented to accomplish the task of changing lanes on 

the motorway. The first one demonstrated the lane change planning without 

considering the human factor and the second one was refined from the ordinary 

planning algorithm and constrained by the human-related restrictions. Finally, 

the generated human-like right lane change was compared with the real human 

driving data that has similar initial conditions, showing the reliable performance 

of the proposed human-like trajectory planning algorithm. 
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7 CONCLUSIONS & FUTURE WORKS 

This chapter concludes the entire PhD research and its contribution. The 

proposed human-like trajectory planning algorithm is constructed through a 

novel approach, which takes the human drivers’ driving data into account and 

provides the MPC the boundary values of three different driving styles. The 

refined algorithm is now able to obtain the trajectories without violating the 

applied human-related boundaries. The generated trajectory was validated to 

be similar to the driving data that is performed by the human participants, which 

can be verified as human-like trajectories. The potential future works are stated 

in the meantime, providing clear directions for other researchers who are 

interested in continuing this research work. 

7.1 Conclusions 

To fulfil the conception of combining the trajectory planning technique and 

human characteristics, the database that contains human drivers’ driving data 

has to be constructed in advance. Since the precision of the collected data 

affects the performance of the planning algorithm, the experiment of capturing 

lane changes on the motorway was carefully planned and carried out. Although 

the targeted scenario of this research is the lane change on the motorway, the 

data within the rural area during the entire driving period was also recorded. 

This spare driving data might have a chance to be used in future research 

projects.  

Based on the obtained results from both the pre-trial and the main experiment, 

the signal of the turn indicator cannot be used as the index to verify a lane 

change manoeuvre. This is due to the fact that the turn indicator is often 

activated by human drivers with either a positive or a negative time-shifting 

during a lane change manoeuvre, moreover, some of the drivers even violate 

the safe regulation and do not switch the indicator on before executing the 

manoeuvre. On the other hand, the experiment results indicated that most 

participants performed merely a small variation on the hand steering wheel to 

change a lane on the motorway. This observation hindered the usage of the 
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hand steering wheel angle in the lane change identification. Ultimately, the 

variation of the distance from the vehicle to the left lane boundary was applied 

to extract each lane change from the original driving data. 

To investigate the most representative lane change, only the right single-lane 

change was considered in this study. Two data statistics techniques were 

applied to the lane change data so as to analyse the relationships between 

each available variable and eliminate the irrelevant signals and the duplicate 

ones with the same human characteristic. After the data refinement, the 

remaining signals (i.e. the vehicle velocity 𝒗, the hand steering wheel angle 

𝜹𝒉𝒂𝒏𝒅𝒓𝒆𝒂𝒍, the longitudinal acceleration 𝒂𝒙) plus 𝟐 post-processing variables (i.e. 

the rate of hand steering 𝜸𝒉𝒂𝒏𝒅𝒔𝒕𝒆𝒆𝒓  and the rate of longitudinal accelerating 

𝜸𝒍𝒐𝒏𝒈𝑨𝒄𝒄 ) were treated as the essential parameters that describe the 

characteristics of human drivers. Since the driving style is still a vague concept 

and does not have a unified definition, this research considered the overall 

variance as an index and took the advantage of the Gaussian distribution 

criterion to trisect the overall driving data into ‘Mild’, ‘Moderate’ and ‘Aggressive’ 

driving styles. The marginal values of the above essential signals which 

correspond to each proposed driving style were calculated, so as to form the 

off-line constraint table for the trajectory planning algorithm. On the other hand, 

the investigation of the traffic influence concluded that the surrounding traffic 

has minor impacts on the participants’ performance during the right lane change 

on the motorway. It is worthwhile mentioning that the average time for a human 

driver to complete a right lane change on the motor way is 𝟕. 𝟓𝟒 s. 

In accordance with the previous review among different planning techniques, 

MPC was selected to be the fundamental framework of the human-like 

trajectory planning algorithm; which has the capability of anticipating future 

behaviour of the system and is able to compute the optimal inputs while 

respecting the configured constraints. The kinematic vehicle model was used to 

monitor the motion of the vehicle since it provides a good balance between the 

computational cost and the performance. A number of simulations of the 

ordinary MPC-based trajectory planning algorithm were first carried out, and the 
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results indicated that the duration of reaching the reference is mainly affected 

by the prediction horizon and the amplitudes of the state variables, and the 

manipulated inputs depend on the corresponding weighting factors. Referring to 

the recorded human driving data, the adjustable parameters of the ordinary 

algorithm were tuned to the certain value so that the generated trajectory is 

operated within the similar amplitudes. This trajectory was verified as the 

human-like trajectory since its performance matches the overall trend of the 

data cloud that was performed by the human drivers. Though the trajectory did 

not violate the marginal value of the off-line boundary table, the constraints of 

‘Mild’ driving style was still applied to the algorithm; not only to ensure the 

driving safety but also to guarantee the feasibility. The functionality and the 

stability of the proposed human-like trajectory planning algorithm was then 

validated through varying the initial driving velocity. 

The main contribution of this study is not the detailed configurations of the 

trajectory planning algorithm but the novel approach of fusing the real human 

driving data with the traditional planning technique to achieve human-like lane 

change planning. Both the collected driving database and the driving styles’ 

constraint table can be seen as a unique resource for other researches. 

Furthermore, the driving styles classification method that was introduced in this 

PhD research can be applied to either a single driver or multiple drivers. If the 

driving data is collected from a particular driver, the classification results can 

help the vehicle autonomy to achieve individualised driving service. On the 

other hand, if the driving data covers thousands of different drivers, a general 

indication of the driving styles can be obtained; the more drivers are involved, 

the more generalised the results will be. Both the academia and the car 

manufactures can take advantage of it. 

7.2 Future Works 

As both the academic and the industry foresee the autonomous driving to be 

one of the ultimate goals in the field of transportation, amount of research and 

effort have been dedicated to maturing the relevant techniques in recent years. 

Since the work of this thesis covers a wide range of different knowledge, a lot of 
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future works can be extended from the study. For instance, the stage of 

decision making determines the manoeuvre that should be executed, which 

could refer to the decision that is made by human drivers and generate human-

like decision making. It would be interesting to view the comparison and 

understand the variances between the ordinary decision making and the 

human-like one. According to the regulation from the UK Department for 

Transport, a vehicle is prohibited to overtake by moving to a left lane on a 

motorway. This regulation reveals the potential difference of a drivers’ 

performance between the right lane change and the left one. Hence, a further 

investigation can be carried out to validate this conjecture. Additionally, the 

human-like trajectory planning algorithm in this work has been validate with 

software simulations, which can be further tested in an actual vehicle to verify 

its performance under real driving circumstances. Moreover, this algorithm can 

be integrated with a trajectory tracking controller so as to construct a human-like 

motion control system. Apart from the lane change manoeuvre, this novel 

human-like functionality could be extended to other driving scenarios. Thus, a 

higher fidelity dynamic vehicle model that takes the slip effect into account 

should be used to replace the kinematic vehicle model, which will dramatically 

improve the performance of the manoeuvres that contain large lateral 

accelerations. Also, it is clear that the proposed approach in this research 

obtains human characteristics from the real driving data analysis. In order to 

grow the size of the human driving database and improve the accuracy, a 

cooperation with industries is recommended.  
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APPENDICES 

Appendix A Potential Solutions of Sensors Installation 

for Autonomous Vehicle 

Theoretically, a person who would like to perform a well-organised action or 

decision must consider almost every impact factor towards the result in 

advance. For instance, if a human driver prefer to achieve a smooth and safe 

lane change manoeuvre while driving on motorways, almost every 

environmental features at the present moment (e.g. the distance to front 

vehicle, the relative speeds between ego and surrounding vehicles, the 

available space for vehicle to merge, etc.) should be taken into account; all the 

information is observed through the human’s perception system. Similarly, the 

autonomy of an autonomous vehicle is requested to analyse all the surrounding 

information before executing any specific action during self-driving; the 

combination of different types of sensors can be therefore treated as the 

perception system of autonomous vehicle.  

It is worthwhile mentioning that the FOV of an ideal autonomous vehicle’s 

perception system should reach 360-degree coverage in order to obtain all 

necessary information for motion planning and guarantee the driving safety. 

Moreover, the usage of different types of sensors has the capability to provide 

better perception performance due to individual strengths and weaknesses of 

sensors. Based on the previous sensory instruments investigation report and 

the related articles that have been reviewed in Chapter 2.4, this sub-chapter 

introduces three self-designed perception systems for the future autonomous 

vehicle research platform. 
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A.1 Basic Version 

 

App.Figure A-1 The Basic Version of sensors installation. 

The Basic Version design utilises only one video Camera, one long range 

Radar, and four short range Radars to form the perception system. Although 

this design is the simplest solution, it still fulfils the major requirement of 

reaching 360-degree sensing coverage. App.Figure A-1 and App.Figure A-2 

illustrate the precise location of each type of sensor: the forward-detecting video 

Camera is installed between the rear view mirror and the front windshield so as 

to capture essential images in front of the vehicle; one long range Radar is 

mounted into the front bumper to detect front obstacles and compensate the 

observation from the video Camera; four short range Radars are assigned to 

the corners of the vehicle to fill the blank perception area. 
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App.Figure A-2 The perception system coverage of the Basic Version. 

With the Basic Version, the autonomous vehicle is able to recognise front 

environment including lane marking, traffic signs, front vehicles and even 

pedestrians. Furthermore, surrounding obstacles can be detected within 80 

metres which will assist the motion planning for self-driving and enable the 

autonomy to achieve ACC and prevent collisions in motorway scenarios. The 

below tables summarise the Basic Version perception system as well as its 

general cost. 

 

The utilised sensors of the Basic Version are summarised as: 

 1 Camera GBP 850 

 1 Long Range Radars GBP 3,840 

 4 Short Range Radars GBP 13,400 

 Total: GBP 18,090 
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The primary features which can be achieved by the Basic Version are summarised as: 

 Adaptive Cruise Control and detect a leading vehicle in motorway scenarios 

 Lane markings, signs, and traffic lights perception 

 Front obstacles recognition and classification (including pedestrians, vehicles and 

barriers) 

 Surrounding obstacles detection within 80m (including their relative positions and 

velocities) 

 Free-space analysis 



 

164 

A.2 Medium Version 

 

App.Figure A-3 The Medium Version of sensors installation. 

The Medium Version design has a similar sensor distribution comparing to the 

Basic Version, but with a rotation Lidar added. This version contains one video 

Camera, one long range Radar, four short range Radars and one 360-degree 

rotation Lidar. The video Camera and the long range Radar remain in the same 

locations as the Basic Version. The added rotation Lidar is mounted on the 

vehicle roof with the purpose of scanning surrounding environment through 

laser beams. Since the Lidar can achieve 360-degree observation, the 

operational FOV of four short range Radars can be reduced to increase their 

sensing accuracy. The precise locations of above mentioned sensors are 

shown in App.Figure A-3 and App.Figure A-4. 
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App.Figure A-4 The perception system coverage of the Medium Version. 

This Medium Version equips all the Basic Version’s features and enlarges the 

detecting range of surrounding obstacle to 100 metres. By utilising a 360-

degree Lidar, a detailed-dynamic 3D map of the environment can be 

constructed. Moreover, any obstacles within 80 metres will be detected by at 

least two different types of sensors, which ensures the functionality of the 

perception system and guarantee the driving safety when an unpredictable error 

is happened to one or two sensors. The below tables summarise the Medium 

Version perception system, its general cost and the functionalities of using the 

Medium Version design. 

 

The utilised sensors of the Medium Version are summarised as: 

 1 Camera GBP 850 

 1 Long Range Radars GBP 3,840 

 4 Short Range Radars GBP 13,400 

 1 Lidar GBP 5,910 

 Total: GBP 24,000 



 

166 

The primary features which can be achieved by the Medium Version are summarised as: 

 Adaptive Cruise Control and detect a leading vehicle in motorway scenarios 

 Lane markings, signs, and traffic lights perception 

 Front obstacles recognition and classification (including pedestrians, vehicles and 

barriers) 

 Surrounding obstacles detection within 100m (including their relative positions and 

velocities) 

 Any obstacle within 80m will be detected by at least two different types of sensors. 

 Free-space analysis 

 Generate a detailed-dynamic 3D map of the environment 
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A.3 Advanced Version 

 

App.Figure A-5 The Advanced Version of sensors installation. 

 

App.Figure A-6 The perception system coverage of the Advanced Version. 

The last design is the Advanced Version; it tries to increase the accuracy of the 

front and back detection and enlarges the operation distance up to 150 metres. 

As depicts in App.Figure A-5 and App.Figure A-6, one backward-looking video 
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camera and two field Lidars that have longer effective distance are added. The 

added Camera and one of the field Lidars are assign to the rear windshield to 

record the environmental information behind the vehicle. The other field Lidar is 

arranged near the long range Radar which is located under the front bumper to 

extend the front perception distance. It should be noted that any obstacle within 

80 metres will be detected by at least two different types of sensors. The below 

tables summarise the Advanced Version perception system, its general cost 

and the functionalities that can be provided by the Advanced Version design. 

 

The utilised sensors of the Advanced Version are summarised as: 

 2 Camera GBP 1,700 

 1 Long Range Radars GBP 3,840 

 4 Short Range Radars GBP 13,400 

 1 Rotation Lidar GBP 5,910 

 2 Field Lidars GBP 25,600 

 Total: GBP 50,450 

 

The primary features which can be achieved by the Basic Version are summarised as: 

 Adaptive Cruise Control and detect a leading vehicle in motorway scenarios 

 Lane markings, signs, and traffic lights perception 

 Front & behind obstacles recognition and classification (including pedestrians, vehicles 

and barriers) 

 Surrounding obstacles detection within 100m (including their relative positions and 

velocities) 

 Any obstacle within 80m will be detected by at least two different types of sensors. 

 Enlarge the forward and backward sensing distance to 150m 

 Free-space analysis 

 Generate a detailed-dynamic 3D map of the environment 
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Appendix B Human Driving Data Analysis 

B.1 Histograms with a distribution fit of the remaining signals 

 

App.Figure B-1 Histogram of the Velocity for the right lane changes on 

motorway. 

 

App.Figure B-2 Histogram of the Hand Steering Wheel Angle for the right lane 

changes on motorway. 
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App.Figure B-3 Histogram of the Longitudinal Acceleration for the right lane 

changes on motorway. 

 

 

App.Figure B-4 Histogram of the Rate of the Hand Steering Wheel Angle for the 

right lane changes on motorway. 
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App.Figure B-5 Histogram of the Rate of the Longitudinal Acceleration for the 

right lane changes on motorway. 
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