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Abstract: Multibeam radar (MBR) systems based on waveform diversity require a set of orthogonal waveforms in order to generate
multiple channels in transmission and extract them efficiently at the receiver with digital signal processing. Linear frequency
modulated (LFM) signals are extensively used in radar systems due to their pulse compression properties, Doppler tolerance
and ease of generation. In this paper, we investigate the level of isolation between MBR channels based on LFM chirps with
rectangular and Gaussian amplitude envelopes. The orthogonal properties and the mathematical expressions of the isolation
are derived as a function of the chirp design diversity, and specifically for diverse frequency slopes and frequency offsets. The
analytical expressions are validated with a set of simulations as well as with experiments at C-band using a rotating target.

1 Introduction

Multiple input multiple output (MIMO) radars have attracted sig-
nificant research interest in the last decade. Taxonomically, MIMO
radar systems can be divided into several groups [1]. Monostatic
and quasi-monostatic MIMO radars deploy co-located, or nearly co-
located, antennas so that all nodes experience the same target radar
cross section (RCS) [2, 3]. Statistical MIMO radars deploy widely-
separated antennas and each radiating element sees a different target
RCS due to the different aspect angle [4]. Finally, MIMO radar sys-
tems can also be synthesised using a network of non-cooperative
radar systems.

A requirement common to all types of MIMO radars is high level
isolation between channels. This can be achieved with well estab-
lished techniques that provide almost perfect signal isolation, such as
time division multiplexing (TDM) and frequency division multiplex-
ing (FDM) [5–7]. However, the issue with these is they are often not
feasible in practice due to hardware and operational limitations. For
example, when a MIMO system is operated coherently, the target or
background response varies with time and frequency and this inhibits
the performance of TDM and FDM techniques. Another approach
to achieve channel isolation is based on code division multiplexing
(CDM) or, more generally, on waveform diversity (WD) techniques.
These are based on orthogonal codes, or signals, that interleave in
the time and frequency domain. For these systems, the design of the
waveforms employed and their orthogonal properties are the key to
provide the desired MIMO radar performance.

Coherent MIMO radar systems have arguably been the most
common subject of study because they can provide finer angular res-
olution by forming a virtual array with coherent processing based on
orthogonal waveforms [8]. Orthogonal waveforms are specifically
designed to cooperate with each other and their correlation proper-
ties can be used to achieve a desired radiation patterns [9, 10] with a
desired antenna gain and angular resolution [11]. In the literature,
coherent MIMO waveforms have also been proposed to improve
moving target indication (MTI) performance [12].

MIMO radar with non-cooperative radar channels or based on a
non-cooperative radar network can also use orthogonal waveforms
to mitigate the mutual interference between nodes [13, 14].

An approach used to design orthogonal waveforms is by the
formulation of an optimisation problem that accounts for the inter-
ference level through a cost function or a constraint. Cost functions
have been proposed to minimise the maximum sidelobe level (MSL),
the integrated sidelobe level (ISL) or the integrated cross-correlation

values between signals [15]. Additional constraints have been pro-
posed to limit the signal energy, provide a constant amplitude and
control spectral content [16]. The challenge with optimisation solu-
tions is that an optimal solution is guaranteed to exist only when
the problem is convex or can be relaxed to convex [9, 14]. However,
often the optimisation is too complex and heuristic methods based on
specific classes of waveforms are required. An example of this are
those employing polyphase signals [17]. An additional drawback of
optimisation methods is they often provide waveforms that are not
Doppler tolerant.

In the literature, noise-like stochastic signals have also been used
to generate orthogonal waveforms [18, 19]. However, with such sig-
nals, controlling the bandwidth and the Doppler tolerance properties
is a challenge.

LFM chirps offer good Doppler tolerance, relatively low sidelobes
and ease of implementation. They also benefit of quasi orthogo-
nal properties and, as a result, have been previously proposed for
use with multi-channel radars [20], MIMO synthetic aperture radar
(SAR) [21, 22] and as a possible solution for radar and communi-
cation signals coexistence [23]. It is known that up and down-chirps
offer a good level of isolation but can only provide two channels.
To generate a larger number of channels, combinations of chirp sig-
nals with different slopes to form saw-like waveforms have been
investigated [24] for MIMO SAR applications. Nevertheless, previ-
ous work has largely employed test and try solutions and a rigorous
study of the orthogonal properties and limitations of linear chirps
with diverse waveform design is missing.

In this paper, MBR systems are introduced as a subclass of MIMO
systems. The MBR analytical signal model is derived to show how
the cross-channel interference can be mitigated with orthogonal
waveforms. An analytical treatment of the orthogonal properties of
LFM waveforms is presented. The analytical expression of the cross-
ambiguity function between rectangular linear chirps with different
bandwidths and different frequency offsets is derived. The deriva-
tions are then extended to the case of linear chirps with a Gaussian
amplitude modulation. The derived cross-ambiguity functions are
used to provide the analytical expressions of the isolation and iso-
lation bound between channels. The analytical results are verified
with simulations and experiments at C-band.

2 Multibeam radars

MBR systems generate multiple beams in transmission by means of
a linear combination of orthogonal waveforms at each element. Each
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beam corresponds to a radar channel and is associated with a specific
waveform design to provide a designated functionality. The solution
allows the radar to provide multiple simultaneous functions whilst
managing radar resources at each channel. Channels are extracted on
receive by exploiting the orthogonal properties of the waveforms.

2.1 MBR signal model

We study an MBR radar consisting of an array of K antenna ele-
ments each one transmitting a narrowband signal sk(t), as shown in
Fig. 1. The transmitted signals are arranged in a vector

s(t) = [s1(t) s2(t) · · · sK(t)]T (1)

Let us consider a linear array arrangement and an ideal point target
at a distanceR from the radar in a direction θ. The signal intercepted
by the target is the superposition of phase-shifted delayed replicas of
the signals sk(t) and can be expressed as

ŝ(t) = aT (θ)s

(
t− R

c

)
exp

(
−j2πfc

R

c

)
(2)

with

a(θ) =

√
1

K
[a1(θ) a2(θ) · · · aK(θ)]T (3)

of elements

ak(θ) = exp

(
j2πfc
c

(k − 1)d sin θ

)
(4)

where fc is the carrier frequency, c is the speed of light and d is
the spacing between antenna elements. Similarly, on receive, each
antenna element receives a signal yk that is a phase-shifted delayed

(a)

(b)

Fig. 1: Schematics of a multibeam radar
a Processing on transmit
b Processing on receive

copy of ŝ(t) as

yk =

√
1

K
exp

(
j2πfc
c

(k − 1)d sin θ

)
ŝ

(
t− R

c

)
(5)

× exp

(
−j2πfc

R

c

)
=

√
1

K
exp

(
j2πfc
c

(k − 1)d sin θ

)
aT (θ)s

(
t− 2R

c

)
(6)

× exp

(
−j2πfc

2R

c

)
We define the vector of all received signals

y(t) = [y1(t) y2(t) · · · yK(t)]T (7)

and note this can be expressed as

y(t) = γb(θ)aT (θ)s (t− t0) exp (−j2πfct0) (8)

where

b(θ) =

√
1

K
[b1(θ) b2(θ) · · · bK(θ)]T (9)

γ ∈ C is the reflectivity of the target and t0 = 2R/c is the echo time
delay. For a monostatic system

bk(θ) = ak(θ) = exp

(
j2πfc
c

(k − 1)d sin θ

)
(10)

Each element antenna of an MBR transmits a linear combination of
M orthogonal waveforms x(t) (see Fig. 1a) and

s(t) = Wx(t) (11)

where W is a K ×M steering matrix whose columns are the
steering vectors

W = [a(θ̃1) a(θ̃2) · · · a(θ̃M )] (12)

Each element of x(t) is a waveform xm(t) that corresponds to a
beam pointing in the direction θ̃m. If a beam of the MBR points in
the direction of the target θ then there will exist a column of W such
that a(θ̃m) = a∗(θ). The received signal vector

y(t) = αb(θ)aT (θ)Wx(t− t0) (13)

with α = γ exp (−j2πfct0) is processed with a bank of matched
filters to separate the beams. Extraction of the mth channel is
achieved by matched filtering all signals at each element to xm(t)
before applying a weighting vector b̃ and summing them together as

zm(t) = b̃T
[
y(t) ∗ x∗m(−t)

]
(14)

= αb̃Tb(θ)aT (θ)
[
Wx(t− t0) ∗ x∗m(−t)

]
(15)

= αb̃Tb(θ)aT (θ)

[
K∑
k=1

a(θ̃k)xk(t− t0) ∗ x∗m(−t)

]
(16)

= αb̃Tb(θ)aT (θ)

[
K∑
k=1

a(θ̃k)Rkm(t− t0)

]
(17)

whereRkm(t) is the cross-correlation function between xk and xm.
When no weights are applied on receive b̃ = 1K with 1K being the
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K × 1 vector of ones. The received waveform can be expressed as

zm(t) = αb̃Tb(θ)aT (θ)a(θ̃m)Rmm(t− t0)

+ αb̃Tb(θ)aT (θ)

∑
k 6=m

a(θ̃k)Rkm(t− t0)

 (18)

and finally, considering that all the signals in x(t) are orthogonal, as

zm(t) = αb̃Tb(θ)aT (θ)a(θ̃m)Rmm(t− t0) (19)

This is the typical output of a standard phased array. The advantage
is that the MBR transmits different waveform designs in different
directions and waveforms can be selected to suit different radar func-
tions and better manage resources. Eq. (18) shows that cross-channel
interference components depend on the orthogonal properties of the
transmitted waveforms as well as on the steering vectors. This indi-
cates that, for practical applications that require very high levels of
isolation, the effects of the limitations of the waveform orthogonal
properties on cross-channel interference can be mitigated with the
joint use of spatial diversity. Similarly to standard MIMO radars, the
orthogonal properties of the transmitted waveforms remain the key
driving feature to guarantee very low cross-channel interference.

2.2 Channel isolation

The derivations presented in the previous section show that the
interference between different channels is described by the cross-
correlation function

Rij(τ) =

∫∞
−∞

x∗i (t)xj(t+ τ)dt (20)

The isolation Ii(τ) represents the level of isolation of the ith channel
with all other channels and is defined as the ratio between the peak
of the amplitude of the autocorrelation function and the amplitude of
the sum of cross-correlation functions as

Ii(τ) =

∣∣∣∣∣ Rii(0)∑
j 6=iRij(τ)

∣∣∣∣∣ ≥ |Rii(0)|∑
j 6=i

∣∣Rij(τ)
∣∣ (21)

Eq. (21) can be extended to account for the Doppler shift fD . It
can be shown that, in this case, the isolation is a function of the
cross-ambiguity function

χij(τ, fD) =

∫∞
−∞

x∗i (t)xj(t+ τ) exp(j2πfDt)dt (22)

and is defined as

Ii(τ, fD) =

∣∣∣∣∣ χii(0, 0)∑
j 6=i χij(τ, fD)

∣∣∣∣∣ =

∣∣∣∣∣ χii(0, 0)∑
j 6=i χ

∗
ji(−τ, fD)

∣∣∣∣∣ (23)

and thus

Ii(τ, fD) ≥ |χii(0, 0)|∑
j 6=i

∣∣χij(τ, fD)
∣∣ =

∑
j 6=i

1

Iij(τ, fD)

−1

(24)

where

Iij(τ, fD) =

∣∣∣∣ χii(0, 0)

χij(τ, fD)

∣∣∣∣ (25)

is the isolation between two channels.

3 Rectangular LFM waveforms

Rectangular LFM waveforms are widely used in radar systems
because a constant instantaneous power allows the transmitter to
operate in saturation.

3.1 General isolation derivation

Let us consider a multi-channel system, transmitting a combination
of linear chirps with the same amplitude A, duration T , bandwidth
Bi and frequency offset fsi. The complex envelope of each chirp is

xi(t) = A rect

(
t

T

)
exp

(
2πj(fsit+

1

2
µit

2)

)
(26)

where µi = Bi/T is the chirp rate and

rect

(
t

T

)
=

{
1, t ∈

[
−T2 ,

T
2

]
0, otherwise

(27)

Because all signals have the same amplitude and the same time dura-
tion, they have the same energy E = A2T . We study the isolation
properties between two linear chirps, xi(t) and xj(t), with different
chirp rates, µi and µj , and different frequency offsets, fsi and fsj ,
to investigate if these can be exploited for waveform diversity. An
example of chirps with different bandwidths and different offset fre-
quencies is shown in Fig. 2. The isolation between xi(t) and xj(t)
is found by replacing the expressions of xi(t) and xj(t) in (22) to
calculate the cross-ambiguity function as

χij(τ, fD) =

A2 exp

(
j2π(fsjτ +

1

2
µjτ

2 −
(fsj − fsi − fD + µjτ)2

2(µj − µi)
)

)

×
∫η2
η1

exp

(
jπ(µj − µi)(t+

fsj − fsi − fD + µjτ

µj − µi
)2
)
dt

(28)

The integration interval [η1 η2] is a function of τ as

[η1 η2] =

{
[−T2 ,

T
2 − τ ], τ ∈ [0, T ]

[−T2 − τ,
T
2 ], τ ∈ [−T, 0)

(29)

and is zero for all |τ | > T . Assuming with no loss of generality that
µj > µi and µj > 0, Eq. (28) can be further simplified with the
change of variables

ξ =
√

2(µj − µi)
(
t+

fsj − fsi − fD + µjτ

µj − µi

)
(30)

dξ =
√

2(µj − µi) dt (31)

to obtain

χij(τ, fD) = A2K(τ, fD)

∫ξ(η2)

ξ(η1)
exp

(
j
π

2
ξ2
)
dξ (32)

F
re
q
u
e
n
c
y

Time
0

0

Fig. 2: Time-frequency diagram of two LFM signals

IET Research Journals, pp. 1–10
c© The Institution of Engineering and Technology 2015 3



with

K(τ, fD) =

exp
(
jπ
(

2fsjτ + µjτ
2 − (fsj−fsi−fD+µjτ)2

µj−µi

))
√

2(µj − µi)
(33)

Noting that the integral in Eq. (32) is the difference between two
complex Fresnel integrals

F (α) =

∫α
0

exp
(
j
π

2
ξ2
)
dξ (34)

the final expression of the cross-ambiguity function becomes

χij(τ, fD) = A2K(τ, fD)
(
F (ξ(η2))− F (ξ(η1))

)
(35)

In the above equation, for 0 ≤ τ ≤ T

ξ(η1) =
√

2(µj − µi)
(
−T

2
+
fsj − fsi − fD

µj − µi
+

µjτ

µj − µi

)
(36)

ξ(η2) =
√

2(µj − µi)
(
T

2
+
fsj − fsi − fD

µj − µi
+

µiτ

µj − µi

)
(37)

and for −T ≤ τ < 0

ξ(η1) =
√

2(µj − µi)
(
−T

2
+
fsj − fsi − fD

µj − µi
+

µiτ

µj − µi

)
(38)

ξ(η2) =
√

2(µj − µi)
(
T

2
+
fsj − fsi − fD

µj − µi
+

µjτ

µj − µi

)
(39)

By replacing Eq. (35) in (25), with ∆B = Bj −Bi, fsj = 0 Hz,
and noting that χii(0, 0) = E = A2T , the expression of the isola-
tion for |τ | ≤ T can be written as

Iij(τ, fD)
∣∣∣
τ<0

=

√
2T∆B

∣∣∣∣∣F
(√

2∆B

T

(
T

2
+
Bjτ − T (fsi + fD)

∆B

))

− F

(√
2∆B

T

(
−T

2
+
Biτ − T (fsi + fD)

∆B

)) ∣∣∣∣∣
−1

(40)

and

Iij(τ, fD)
∣∣∣
τ≥0

=

√
2T∆B

∣∣∣∣∣F
(√

2∆B

T

(
−T

2
+
Bjτ − T (fsi + fD)

∆B

))

− F

(√
2∆B

T

(
T

2
+
Biτ − T (fsi + fD)

∆B

)) ∣∣∣∣∣
−1

(41)

It is also worth observing that Bi > 0 for up-chirps and Bi < 0 for
down-chirps and ∆B changes accordingly. The results are in agree-
ment with those presented in [25] for the case with no Doppler shift.

Note that the isolation is symmetric when fsi = fsj = fD = 0 Hz
and can be simplified as

Iij(τ, 0) =
√

2T∆B

∣∣∣∣∣F
(√

2∆B

T

(
−T

2
+
Bj |τ |
∆B

))

− F

(√
2∆B

T

(
T

2
+
Bi|τ |
∆B

)) ∣∣∣∣∣
−1

(42)

3.2 Upper cross-ambiguity bound

In this section, a bound of the maximum value of the cross-ambiguity
function in (35) is determined, to obtain the lower bound of the iso-
lation for rectangular chirps. To do this, we note that the amplitude
of the cross-ambiguity function can be expressed as a function of the
amplitude of the difference between two Fresnel integrals as

|χij(τ, fD)| =
√

T

2∆B
A2∣∣C(ξ(η2)) + jS(ξ(η2))

− C(ξ(η1))− jS(ξ(η1))
∣∣ (43)

where C(·) and S(·) are the real and imaginary parts of F (·). An
upper bound of the amplitude of the cross-ambiguity function can
be expressed with the following inequality

|χij(τ, fD)| 6
√

T

2∆B
A2
[∣∣C(ξ(η2)) + jS(ξ(η2))

∣∣
+
∣∣C(ξ(η1)) + jS(ξ(η1))

∣∣] (44)

Noting that the amplitude of the Fresnel integral admits an upper
bound |F (α)| < Fmax ≈ 0.9491, the inequality can be further
expressed as

|χij(τ, fD)| 6
√

T

2∆B
A2 [Fmax + Fmax] (45)

and therefore the isolation

Iij(τ, fD) =

∣∣∣∣ χii(0, 0)

χij(τ, fD)

∣∣∣∣ (46)

≥ A2T

2
√

T
2∆BA

2Fmax

(47)

>

√
T∆B

2
(48)

This is a key result that indicates that the lower bound of the iso-
lation is proportional to the square root of the pulse width and the
difference between the bandwidths of the waveforms

(Iij)min ∝
√
T∆B (49)

3.3 Up-chirp and down-chirp orthogonality

A special case of LFM signal orthogonality is the combination of
an up-chirp and a down-chirp, with the same bandwidth and oppo-
site chirp rates µ = µj = −µi with µ = B/T . When there is no
Doppler effect fD = 0 Hz, and the offset frequencies are fsi =
fsj = 0 Hz, the magnitude of the cross-correlation function can be
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expressed from Eq. (35) as

|Rij(τ)| = A2

√
T

B

∣∣∣∣∣F
(√

BT

(
1− |τ |

T

)) ∣∣∣∣∣ (50)

which corresponds to a known result available in [26]. Using the
limits of the complex Fresnel integral

lim
α→∞

|F (α)| = lim
α→∞

|C(α) + jS(α)| =
√

1/2 (51)

the isolation can then be approximated for BT � 1 as

Iij ≈ T
√

2B

T
=
√

2BT (52)

This result, together with those in Eq. (48) and Eq. (52), corrobo-
rates the results in [15] which found that waveform orthogonality
approximately improves with the square root of the time-bandwidth
product.

3.4 Simulation results

This section presents the simulation results carried out to verify the
orthogonal properties of rectangular linear chirps derived in Section
3.1. The case for two up-chirps with different bandwidths Bj =

Bi + ∆B and hence different chirp slopes is shown in Fig. 3a. The
results are relative to two LFM signals with the same time duration
T = 10 µs and the same offset frequencies fsi = fsj = 0 MHz.
The bandwidth Bj is fixed to 50 MHz and Bi is varied by sub-
tracting ∆B from Bj . A graphical representation of the resulting
frequency modulations is depicted in Fig. 2. The range cut of the
ambiguity function, that is the cross-correlation Rij , is plotted in
Fig. 3a.

The results in the figure show that the bigger the bandwidth differ-
ence ∆B, the better suppression of the second channel. Increasing
∆B results in longer sidelobes that extend towards negative and
positive delays. This behaviour can be explained by examining Eq.
(21) and the time-frequency modulation in Fig. 2. For positive time
delays, xi(t) moves to the left in the time-frequency plot until there
is no overlapping with xj(t). This causes energy decoupling in the
time-frequency domain which results in reduced channel interfer-
ence, hence the drop in cross-correlation. Energy coupling can be
similarly explained for the positive delays. To investigate the iso-
lation level as a function of bandwidth difference, Bj is fixed to
50 MHz and ∆B = Bj − |Bi| was varied. The corresponding iso-
lation levels are shown in Fig. 3b. Results show that the signal
combination of up-chirp and down-chirp results in better perfor-
mance when compared to a pair of chirps with slope of the same
sign, that is a pair of up-chirps or a pair of down-chirps. Additionally,
the isolation lower bound is correctly predicted by Eq. (47).

Waveform orthogonality was also analysed for up-chirps with a
different offset frequency. To test this, the bandwidths were fixed

-10 -8 -6 -4 -2 0 2 4 6 8 10

Time Delay [µs]

-70

-60

-50

-40

-30

-20

-10

C
ro

s
s
-C

o
rr

e
la

ti
o

n
 [

d
B

]

∆
B

=
 1

0
 M

H
z

∆
B

=
 2

0
 M

H
z

∆
B

=
 3

0
 M

H
z

∆
B

=
 4

0
 M

H
z

(a)

0 5 10 15 20 25 30 35 40 45 50

Bandwidth Difference [MHz]

5

10

15

20

25

30

35

Is
o

la
ti
o

n
 [

d
B

]

U
p-U

p

Up-Down

Up-U
p B

ound

Up-Down Bound

(b)

-10 -8 -6 -4 -2 0 2 4 6 8 10

Time Delay [µs]

-80

-70

-60

-50

-40

-30

-20

C
ro

s
s
-C

o
rr

e
la

ti
o

n
 [

d
B

]

f s
i
=

 -
1
0
 M

H
z

f s
i

=
 0

 M
H

z

f s
i

=
 1

0
 M

H
z

f s
i

=
 2

0
 M

H
z

(c)

-10 -8 -6 -4 -2 0 2 4 6 8 10

Offset Frequency [MHz]

21

21.5

22

22.5

23

23.5

24

24.5

25

25.5

Is
o

la
ti
o

n
 [

d
B

]

∆B = 20 MHz

∆B = 25 MHz

∆B = 30 MHz

∆B = 35 MHz

∆B = 40 MHz

(d)

Fig. 3: Simulated results for two LFM chirp signals
a Amplitude of the cross-correlation between signals with different bandwidths
b Isolation between a pair of LFM signals as a function of bandwidth difference
c Amplitude of the cross-correlation between signals with different offset frequencies
d Isolation between a pair of LFM signals as a function of offset frequency
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Fig. 4: Simulated isolation of up-chirp and down-chirp signals with equal bandwidth and fixed time duration
a Rectangular LFM signal
b Gaussian LFM signal

to Bj = 50 MHz and Bi = 10 MHz, and the offset frequency fsi
was varied for a set of values as indicated in Fig. 3c. The results of
this analysis relate to the Doppler tolerance properties of the cross-
ambiguity function. As discussed for the previous case, varying the
offset frequency of xi(t) results in a shift of the modulation curve up
and down in time-frequency domain, as can be seen in Fig. 2. There-
fore, increasing the offset frequency has a similar effect as moving
the cross-correlation curve to the right and this does not affect the
isolation properties. The frequency shift invariance is depicted in
Fig. 3d where the isolation is plotted according to (21) as a func-
tion of the bandwidth difference ∆B, whereBj = 50 MHz is fixed.
Increasing ∆B from 20 MHz to 40 MHz improves the isolation
from 21.5 dB to 24.6 dB. Additionally, when Bi = 20 MHz, all the
isolation values remain at about 23.3 dB.

Finally, a comparison of the isolation performance for different
time-bandwidth products was carried out. Fig. 4a shows the isola-
tion as a function of time for two chirps of the same time duration
T = 10 µs but opposite chirp rates for a range of time-bandwidth
products. Results show that isolation improves of about 25 dB from
BT = 10 to BT = 5000, corroborating the theoretical results that
the isolation increases when the time-bandwidth product increases.

4 Gaussian LFM waveforms

In this section, the orthogonal properties of Gaussian amplitude
modulated LFM waveforms are investigated. As for the linear chirp,
a general expression of the isolation will be derived to investigate
orthogonality properties between chirps of the same duration but
with different linear frequency modulation designs. A study of the
special case of up-chirps and down-chirps is also presented.

4.1 General isolation derivation

Let us consider a multi-channel system transmitting a combination
of Gaussian LFM chirps with unit energy of the form

xi(t) =

(
1

πλ2

)1/4

exp

(
− t2

2λ2
+ j

(
ait+ bit

2
))

(53)

where T = 2λ is the pulse duration and bi = πBi/T determines the
frequency slope of the chirp with bandwidth Bi. The signal model
follows the definition available in [27] except for the component that
depends on ai = 2πfsi which represents the frequency offset fsi of
the chirp at t = 0.
To derive the isolation between Gaussian chirps with different
bandwidths and offset frequencies, the cross-ambiguity function is

calculated from the definition in (22). The detailed calculations are
presented in the Appendix and provide the final result

χij(τ, fD) =

√
1

αλ2
exp

(
j(bjτ

2 + ajτ)− τ2

2λ2
+
β2

4α

)
(54)

where

α =
1

λ2
− j(bj − bi) (55)

and
β =

τ

λ2
+ j(ai − aj − 2πfD − 2bjτ) (56)

The amplitude of the cross-ambiguity function can be expressed as

|χij(τ, fD)| =
√

1

λ2
exp

(
− τ2

2λ2

) ∣∣∣∣∣
√

1

α
exp

(
β2

4α

)∣∣∣∣∣ (57)

It can be verified that for ai = aj and bi = bj the amplitude of the
cross-ambiguity function is

|χii(τ, fD)| = exp

(
− τ2

4λ2
− π2λ2(fD +

biτ

π

)2) (58)

and, as expected, this coincides with the analytical solution of the
ambiguity function of the Gaussian chirp available in [27].
Following Eq. (57) the general expression of the isolation can be
expressed as

I(τ, fD) = λ exp

(
τ2

2λ2

) ∣∣∣∣∣
√

1

α
exp

(
β2

4α

)∣∣∣∣∣
−1

(59)

For fD = 0 and ai = aj , Eq. (54) corresponds to the cross-
correlation between two Gaussian up-chirps with the same offset
frequency. In this case,

α =
1

λ2

[
1− jλ2(bj − bi)

]
(60)

β =
τ

λ2

[
1− j2λ2bj

]
(61)

and the cross-correlation becomes

Rij(τ) =

exp

((
1+2jbiλ

2
)(
j+2bjλ

2)τ2

4λ2
(
λ2(bi−bj)−j

) )
√

1 + jλ2(bi − bj)
(62)
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Fig. 5: Simulated amplitude of the cross-correlation between Gaussian up-chirp signals
a Different bandwidths

b Different offset frequencies

4.2 Up-chirp and down-chirp orthogonality

In this section, we derive the cross-correlation between a Gaussian
up-chirp and a Gaussian down-chirp with the same bandwidth and
opposite slope (b = bi = −bj and ai = aj ). In this case,

α =
1

λ2
+ j2b (63)

β = τα (64)

and (62) can be simplified to

Rij(τ) =

√
1

1 + j2bλ2
exp

(
−τ

2

4

( 1

λ2
+ j2b

))
(65)

As a result, the isolation between a Gaussian up-chirp and a Gaussian
down-chirp is

Iij(τ) =

∣∣∣∣√1 + j2biλ2 exp

(
τ2

4

(
1

λ2
+ 2jb

)) ∣∣∣∣ (66)

=
4
√

1 + 4b2λ4 exp

(
τ2

4λ2

)
(67)

The minimum of the isolation occurs for τ = 0 and is

(Iij)min =
4
√

1 + 4b2λ4 (68)

Finally, the isolation lower bound can be expressed as a function of
B and T as

(Iij)min =
4

√
1 +

π2B2T 2

4
(69)

and for BT � 1 can be approximated with

(Iij)min ≈
√
π

2
BT (70)

Eq. (70) corroborates that the isolation increases approximately as a
square root of the time-bandwidth product.

4.3 Simulation results

Simulations were carried out to investigate the cross-correlation and
isolation properties of the Gaussian chirp. Fig. 5a shows the cross-
correlation between two Gaussian chirps as a function of time and

for different values of ∆B, for fsj = fsi = 0 MHz, fD = 0 and
Bj = 50 MHz. Results show that, as expected, the peak of the
cross-correlation decreases when ∆B increases. They also show
that the peak values are lower than that of constant envelope linear
chirps given the same ∆B. The effect of varying the offset frequency
fsi on the cross-correlation properties is studied in Fig. 5b for two
up-chirps with ∆B = 40 MHz and fsj = 0. Results show that the
isolation properties of Gaussian chirps are not invariant with respect
to the offset frequency and this is due to the amplitude tapering.
Signal with fsi = 0 MHz has a maximum cross-correlation value
because, in this case, the spectrum peaks of both signals i and j
are aligned in the frequency domain. Fig. 4b shows the isolation
results for the Gaussian up-chirp and down-chirp signals with the
same bandwidth. Results show that the isolation values agree with
the analytical expression in (69).

4.4 Comparison of the rectangular and Gaussian AM

This section presents a comparison between rectangular and Gaus-
sian chirps based on the simulation results. Isolation performance for
up and down-chirp signals with the same bandwidth is presented in
Table 1. The table shows the minimum values of the isolation curves
in Fig. 4a and Fig. 4b. The results in the table show that the Gaussian
chirp on average offer slightly better isolation than the rectangular
chirp. However, the rectangular chirp has the advantage of allowing
transmissions in saturation mode.

Table 1 Simulated isolation for up-chirp and down-chirp signal pairs

BT Product Rectangular Gaussian

10 10.45 dB 11.97 dB
100 20.45 dB 21.96 dB
200 23.46 dB 24.97 dB
500 27.44 dB 28.95 dB

1000 30.45 dB 31.96 dB
2000 33.46 dB 34.97 dB
5000 37.44 dB 38.95 dB

The isolation performance are further compared in Fig. 6 for
the case with Bj = 50 MHz and ∆B = Bj − |Bi| = 25 MHz.
Results show the isolation of the Gaussian chirp is about ∼ 0.5
dB higher than that of the linear chirp although the sidelobes of
the Gaussian chirp are extended. A further improvement can be
achieved when the chirp rate of the signal with the smaller band-
width Bi = 25 MHz has opposite sign. Fig. 6 shows that, with
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Fig. 6: Comparison between cross-correlation functions

Fig. 7: Photo of the experimental setup

such combination, an improvement of approximately ∼ 5 dB can
be achieved.

5 Experimental results

Experiments were carried out to confirm the simulation results with
real data and to test the detection performance of the proposed wave-
forms for a rotating target with a two channel range-Doppler map.

5.1 Analysis of orthogonal properties

The measurement setup consisted of a universal software radio
peripheral (USRP) device connected to two identical transmitting
horn antennas and a receiving antenna placed at a distance of 4 m
from the transmitter. Orthogonal waveforms, one for each transmit-
ting horn, were transmitted and received with the receiving antenna.
Fig. 7 shows a photo of the experimental setup.

Signals were generated with a carrier frequency fc = 6.0 GHz
and the received signals were sampled at a rate of fs = 125 MHz.
The transmitted waveform parameters were selected to match the
simulations with a waveform duration of T = 10 µs and because
the setup was stationary with fD = 0. Fig. 8a shows the cross-
correlation results for a pair of rectangular linear up-chirps as a
function of time for different ∆B. The results are relative to the
case with Bj = 50 MHz and fsj = fsi = 0 MHz. The experimen-
tal results are in agreement with those of the simulations. Fig.
8b shows the output of the filter matched to xj(t), when a pair
of waveforms was transmitted simultaneously, for Bj = 50 MHz,
fsj = 25 MHz, Bi = 20 MHz and fsi = 20 MHz. Results show
the isolation reached a value Iji = 20 dB and this corroborates the
simulation results. The effects of the bandwidth offset and of the
pulse duration on the isolation performance for combinations of up
and down-chirps are shown in Table 2, where ∆B = Bj − |Bi|.
Results show that increasing the time duration T and the bandwidth
difference improves the isolation. Additionally, results show that the
combination of chirps with slopes of opposite sign performs better
when compared to pairs of up-chirps or down-chirps.

Table 2 Measured isolation for rectangular LFM waveforms

∆B = ∆B = ∆B = ∆B =
T Chirp 10 MHz 20 MHz 30 MHz 40 MHz

10 µs Up-Up 16.90 dB 20.32 dB 22.65 dB 23.46 dB
10 µs Up-Down 26.32 dB 26.86 dB 25.86 dB 25.67 dB
20 µs Up-Up 19.85 dB 23.59 dB 25.63 dB 26.67 dB
20 µs Up-Down 29.31 dB 29.82 dB 29.11 dB 28.47 dB

Additional experiments were carried out to compare the perfor-
mance between rectangular and Gaussian LFM signals. For these
measurements, the sampling frequency was set to fs = 75 MHz and
T = 10 µs. The bandwidth of the signal xj(t) was fixed to Bj =
10 MHz and the bandwidth of xi(t), Bi = |Bj −∆B|, was varied
as indicated in Table 3. It can be observed that the Gaussian LFM
performs better than the rectangular modulation. Isolation is increas-
ing with the time-bandwidth product if both signals have increasing
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Fig. 8: Experimental results for rectangular LFM signals
a Amplitude of the cross-correlation between up-chirps with different bandwidths
b Response of the matched filter in the presence of an orthogonal interfering LFM signal
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Fig. 9: Experimental two-channel range-Doppler maps relative to rectangular LFM signals
a Co-channel response to target
b Adjacent channel response to target

chirp rates. In the case of up-chirp and down-chirp, ∆B = Bj −
|Bi| does not have a significant impact on the isolation.

Table 3 Measured isolation for rectangular and Gaussian chirp signals

∆B = ∆B = ∆B = ∆B =
Type Chirp 2 MHz 4 MHz 6 MHz 8 MHz

Rect Up-Up 11.23 dB 14.12 dB 15.78 dB 16.63 dB
Rect Up-Down 20.74 dB 20.13 dB 19.58 dB 18.83 dB

Gauss Up-Up 11.91 dB 14.93 dB 16.69 dB 17.89 dB
Gauss Up-Down 21.39 dB 20.93 dB 20.31 dB 19.66 dB

5.2 Demonstration with a rotating target

In this experiment, data was collected to generate the monostatic
range-Doppler map of a rotating target when two orthogonal wave-
forms were transmitted. A train of pulses was transmitted with an
Anritsu signal vector analyser (MS2691A) and target echoes were
measured with the receiving channel of the USRP (NI 2943). The
target consisted of four rotating blades positioned 4 m away from
the radar. Data was collected for a carrier frequency fc = 5.0 GHz
and a sampling rate fs = 15 MHz. The transmitted waveforms
were an up and down rectangular chirps with T = 100 µs, band-
width B = 5 MHz, and pulse repetition frequency PRF = 1 kHz.
The range-Doppler map was obtained by integrating 30 pulses. On
receive, a matched filter to the up-chirp was used to detect the tar-
get response and to suppress the echo originated by the down-chirp.
The normalised results are shown in Fig. 9a in a dB scale and they
indicate the rotating target can be clearly detected. Because the trans-
mitter and the receiver were independent modules and could not be
synchronised, the x-axis represents only the apparent range of the
target but corroborates the expected range and Doppler resolutions
were achieved. The suppression performance of the unmatched sig-
nal is shown in Fig. 9b. To produce this figure, only the train of
down-chirps was transmitted and processing was achieved with the
filter matched to the up-chirp signal. The maximum value of the
suppressed channel amounts to -26 dB which agrees with the iso-
lation figure in Table 1 for a signal with BT = 500. Due to the
limited number of available transmitting elements, in this experi-
ment, the isolation is only provided by the properties of the wave-
forms. Increasing the number of transmitting elements would allow
beamforming and lead to a further improvement of the results.

6 Conclusion

In this paper, MBR systems have been introduced as a solution to
provide multiple radar functions by generating multiple channels
and multiple independent beams based on waveform diversity. The
MBR analytical signal model has been presented to show that the
cross-channel interference can be mitigated by transmitting a linear
combination of orthogonal waveforms.

The analytical expressions of the cross-ambiguity function
between LFM signals with different bandwidths and different fre-
quency offsets have been derived for linear chirps with a rectangular
and a Gaussian amplitude modulation. These have been used to
calculate the analytical expressions and the lower bounds of the iso-
lation between channels. The analytical results have been verified
with simulations as well as with experiments at C-band using a real
target.
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9 Appendix

The calculations start by applying the definition of cross-ambiguity
function as

χij(τ, fD) =

√
1

πλ2

∫∞
−∞

exp

(
− t2

2λ2
− jait− jbit2

)
× exp

(
− (t+ τ)2

2λ2
+ jaj(t+ τ) + jbj(t+ τ)2 + j2πfDt

)
dt

(71)

and by taking out of the integral all the terms that are not a function
of t.

χij(τ, fD) =

√
1

πλ2
exp

(
j(bjτ

2 + ajτ)− τ2

2λ2

)
×

∫∞
−∞

exp

(
−
[

1

λ2
− j(bj − bi)

]
t2
)

× exp
(
−
[ τ
λ2

+ j(ai − aj − 2πfD − 2bjτ)
]
t
)
dt (72)

We then define

α =
1

λ2
− j(bj − bi) (73)

β =
τ

λ2
+ j(ai − aj − 2πfD − 2bjτ) (74)

to obtain

χij(τ, fD) =

√
1

πλ2
exp

(
j(bjτ

2 + ajτ)− τ2

2λ2

)
×

∫∞
−∞

exp
(
−αt2 − βt

)
dt (75)

The integral is then written in a quadratic form as

χij(τ, fD) =

√
1

πλ2
exp

(
j(bjτ

2 + ajτ)− τ2

2λ2

)

×
∫∞
−∞

exp

(
−α

(
t+

β

2α

)2

+
β2

4α

)
dt (76)

and finally

χij(τ, fD) =

√
1

πλ2
exp

(
j(bjτ

2 + ajτ)− τ2

2λ2
+
β2

4α

)
×

∫∞
−∞

exp

(
−α
(
t+

β

2α

)2)
dt (77)

The integral in (77) is of a known form that converges to
√
π/α for

<(α) > 0 and this condition is verified for all values of τ and fD .
This leads to the final expression of the cross-ambiguity function

χij(τ, fD) =

√
1

αλ2
exp

(
j(bjτ

2 + ajτ)− τ2

2λ2
+
β2

4α

)
(78)

IET Research Journals, pp. 1–10
10 c© The Institution of Engineering and Technology 2015


