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ABSTRACT 

New trends in Knowledge-Based Engineering (KBE) highlight the need for decoupling 

the automation aspect from the knowledge management side of KBE. In this direction, 

some authors argue that KBE is capable of effectively capturing, retaining and reusing 

engineering knowledge. However, there are some limitations associated with some 

aspects of KBE that present a barrier to deliver the knowledge sourcing process 

requested by the industry. To overcome some of these limitations this research 

proposes a new methodology for efficient knowledge capture and effective management 

of the complete knowledge life cycle.  

Current knowledge capture procedures represent one of the main constraints limiting 

the wide use of KBE in the industry. This is due to the extraction of knowledge from 

experts in high cost knowledge capture sessions. To reduce the amount of time 

required from experts to extract relevant knowledge, this research uses Artificial 

Intelligence (AI) techniques capable of generating new knowledge from company 

assets. Moreover the research reported here proposes the integration of AI methods 

and experts increasing as a result the accuracy of the predictions and the reliability of 

using advanced reasoning tools. The proposed knowledge sourcing framework 

integrates two features:  (i) use of advanced data mining tools and expert knowledge to 

create new knowledge from raw data, (ii) adoption of a well-established and reliable 

methodology to systematically capture, transfer and reuse engineering knowledge. 

The methodology proposed in this research is validated through the development and 

implementation of two case studies aiming at the optimisation of wing design concepts. 

The results obtained in both use cases proved the extended KBE capability for fast and 

effective knowledge sourcing. This evidence was provided by the experts working in the 

development of each of the case studies through the implementation of structured 

quantitative and qualitative analyses. 
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1. Introduction 

1.1. Research context 

The increasing competitiveness in the aerospace industry is forcing organisations to 

seek their profits beyond manufacturing (MFG). As a consequence, aerospace 

companies are changing from being providers of products to providers of Product 

Service Systems (PSS) [1]. This new business model involves shifting efforts from 

manufacturing activities to those related to service systems such as Maintenance, 

Repair and Overhaul (MRO) [1],[2].  

In this direction, aerospace organisations are increasingly assigning MFG tasks to their 

suppliers, e.g. “Power8” established by Airbus in 2007 was fostering the use of 

suppliers to realise certain manufacturing processes. By adopting this strategy, Airbus 

shared the risks while raising its profits derived from those MFG processes [3]. In 

parallel, aerospace organisations are focussing their efforts on PSS [4] –e.g. Power-by-

the-Hour approach proposed by Rolls-Royce, aiming to increase the number of MRO 

tasks which have been traditionally carried out by airline companies (e.g. Lufthansa 

Technik, Monarch). A clear example of this business trend is the acquisition of aviation 

maintenance companies by aerospace companies – e.g. Vector Aerospace bought by 

Airbus in 2011. 

This new trend adopted by aerospace organisations together with the knowledge gained 

by the author as a result of performing the PhD while working in an aerospace 

organisation led to the identification of two major risks for future MFG. The first risk is 

associated to the reduced availability of MFG experts in the market. In many cases this 

implies the loss of relevant knowledge for the traditional aerospace leaders, most of this 

knowledge is now in hands of the few suppliers responsible for certain MFG activities. 

The second risk is the inefficient use of the knowledge for the development of future 

products and improvements, this may take form of: (i) decrease in the existent 



- 2 - 

engineering models (defining structure, behaviour of a system); (ii) increase of raw data 

from different manufacturers which require the use of advanced data mining tools in 

order to capture the required knowledge. In order to minimise the impact of these risks, 

the aerospace industry needs to source expert engineering knowledge in areas ranging 

from manufacturing to maintenance.  

Knowledge-Based Engineering (KBE) has been traditionally used to source engineering 

knowledge by integrating software and expertise, thus automating repetitive tasks and 

speeding up the engineering design process. The notion of “knowledge sourcing” here 

refers to the capacity to capture, retain and reuse engineering knowledge in KBE 

applications (see APPENDIX A for terminology). 

To adequately perform the knowledge sourcing process it is a must  to carry out efficient 

capture, manage and reuse of engineering knowledge [5]. In this regard, many of the 

existent KBE applications are not fully prepared for the industrial needs in a context 

where elicitation and management of both explicit and implicit knowledge have become 

a key feature to carry out fast and robust engineering [6]. In fact, it has been reported  

that designers spend around 30% of their time looking for information that is already 

available [7]. Thus, KBE tools will be effectively useful for the industry when designers 

can focus only on those tasks that add value to the innovation, while the knowledge is 

accessible and captured through the tools. In doing so, the time required to obtain an 

optimal design could be significantly reduced, KBE would then be supporting designers 

to quickly solve knowledge intense problems.  

In this context, beyond the mere automation benefits of KBE, some authors have 

argued the value of this technology as a flexible and adaptable method to capture, 

manage and reuse engineering knowledge [5] –current KBE tools encode engineering 

tasks through IF…THEN rules. As a result, research work has attempted to decouple 

the automation aspect from the knowledge management side of KBE by adopting  a 

strategy where the KBE software application works as an inference engine over a set of 

engineering rules managed in an external database [8]. Extended research on this 

concept considers KBE applications as self-contained resources, thus integrating the 

access to the knowledge and the automation tools [8],[9]. Despite the progress made in 
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the last decades to transform KBE to deliver automated knowledge-based capabilities, a 

set of challenges remain to be addressed by the research community in order to 

achieve an extended KBE development process as required by the industry [9]: 

 Robust and reliable methodology: KBE tools for industrial applications require 

methodological support to enable the capture, retaining and reuse of engineering 

knowledge in a systematic way. A successful methodological implementation 

could be applied beyond the mere automation of repetitive tasks, aiming at 

acquiring a sustainable stream of knowledge and to adapt to the needs and 

changes of the industry. This would also open new avenues in helping KBE tools 

to move from case-based solutions to methodology-guided projects. Currently, 

when developing KBE systems it is not frequent the use of already existing 

methodologies, this being one of the commonly existing challenges. 

 Efficient knowledge sourcing: Another major bottleneck for the existence of 

fully automated KBE solutions is the way the knowledge is being captured –task 

encompassed in the knowledge sourcing process as described in APPENDIX A. 

Even though some effort has been dedicated into standardising the techniques to 

correctly extract knowledge from the experts, this process can be both time 

consuming and exposed to subjectivity, which in the long run may produce 

biased KBE tools. Therefore the effective sourcing of data, information and 

knowledge has important implications with respect to the quality of the resulting 

applications. In this context, the appropriate use of Artificial Intelligence (AI) could 

potentially deliver a more effective knowledge sourcing process by acquiring 

expert knowledge more efficiently. By doing so, the time required to extract 

expert knowledge would be reduced, hampering the use of KBE in the industry.  

The research interest in this PhD stands at expanding the applicability of KBE 

technologies beyond the codification of rules with the mind set into their exploitation 

within industrial automated applications through an extended KBE development 

process. More precisely, the effort on this thesis will gravitate along:  
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 The sourcing of engineering knowledge through the use of automated reasoning 

tools and methods emerging from the Artificial Intelligence (AI) research field [10] 

[8]. 

 The methodological support to systematically manage engineering knowledge 

delivering a more reliable and robust KBE framework [8],[9],[11],[12]. 

1.2. Industrial motivation 

Within the context of the aerospace industry there are industrial challenges associated 

with the sourcing of knowledge to support decision making in design which became 

apparent to aerospace engineers, but need to be substantiated and extracted for future 

developments. Companies such as Airbus have implemented a different research 

programme to address this problem focused on the design, test and validation of future 

methods and tools to provide more efficient engineering knowledge. This thesis was 

particularly motivated by one of this programme that was carried out within the Airbus 

Group Innovations named Return of Experience (REX).  

Within the REX program, the focus was: (i) on the capture of knowledge from 

downstream engineering expertise (i.e. manufacturing, maintenance); and (ii) on the 

delivery of this knowledge to upstream phases of the Airbus products and services (i.e. 

design offices).  

An example of the KBE methods within REX  was the transfer of manufacturing lessons 

learned from the A350XWB aircraft program into the new design tools for future 

composite aircraft design; these tools were later used for the A30X aircraft concept [9]. 

Furthermore, in the design for manufacturing context, the REX program elicited the 

need for the sourcing of engineering knowledge and eventually for an efficient tool that 

would make knowledge explicit to future engineers.  

Indeed, the tools for REX had a double folded interest on tackling specific issues 

existing in traditional engineering design practice at aerospace organisations. On one 

hand, REX aimed to address the prevalent lack of knowledge at early design stages, 
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intrinsically related with the complexity of the products. This lack of knowledge at the 

conceptual engineering design stage has negative side effects and may derive into 

engineers being forced to make decisions based on low fidelity models. On the other 

hand, the implementation of novel aircraft programs (e.g. A30X) may as well use novel 

manufacturing technologies which have not previously been extensively used and may 

still be under development.  

These two issues represent real difficulties when it comes to establish design 

requirements and design solutions. For example, in this situation, some of the 

parameters of the models used to estimate the manufacturing time and costs have a 

short life and need to be constantly updated, thus substantiating the need of an efficient 

knowledge sourcing from the very early stages.  

In summary, the REX program is the ideal platform to establish best practices on how to 

capture and exploit knowledge through KBE methods and tools. In parallel, the 

complexity present in the definition and application of these tools in this early design 

context raises some challenges associated with the need to increase the efficiency of 

the knowledge sourcing practices. However, given the high impact of the design choices 

made at early stages, there is significant interest from aerospace companies to increase 

the knowledge sourcing for early knowledge exploitation. This thesis aims to contribute 

in this direction by building further understanding on the role of knowledge sourcing in 

the KBE research literature 

1.3. Research aim and objectives 

The aim of this research is “to develop a new and more efficient Knowledge Sourcing 

Framework (KSF) that supports KBE development and enables a better link between 

knowledge sourcing and KBE tools”. A list of specific objectives for the research which 

are required to fulfil this main aim is shown below:   

1. To identify the practice of knowledge sourcing in the industry. 
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2. To help engineers in identifying AI tools that are most appropriate for their 

particular problem.  

3. To enable efficient knowledge acquisition by exploiting AI tools capable of 

generating automated KBE rules from data assets.  

4. To enhance KBE reliability by the assessment of KBE rules, allowing the 

designers to identify the quality of the results obtained.  

5. To manage engineering knowledge separately from KBE applications by 

systematically storing KBE rules into a human readable format.  

6. To adopt a methodology to systematically source engineering knowledge. 

7. To validate the proposed KSF using two use cases shown in section 1.5  

(“Research methodology”).  

On one hand, the aim of developing a new and more efficient knowledge sourcing 

approach will be achieved by adequately performing the first three objectives listed 

above. On the other hand, carrying out objectives number 4, 5 and 6 will provide a 

better link between knowledge sourcing and KBE.  The last objective encompasses the 

realisation of two case studies and it addresses the validation of the research targets.  

In conjunction, all the objectives aim to tackle important aspects represented by the 

research problems presented in previous sections of this chapter, thus pointing towards 

a more convenient solution for KBE in the context of the aerospace industry. 

The achievement of the research objectives will confirm the hypothesis formulated in 

this work. This hypothesis assumes that a generic and extended KBE system, which 

delivers a more efficient sourcing of engineering knowledge, can be achieved by 

integrating Artificial Intelligence (AI) tools and methodological support (EKM 

techniques). The combination of these two elements will allow to systematically manage 

the knowledge (using the KM methods and tools) efficiently captured and modelled 

(employing AI algorithms and expert involvement). 
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1.4. Research approach 

According to the literature, two main research design strategies are widely used: fixed 

and flexible designs [13];  also known as quantitative and qualitative research designs 

[14]. 

A fixed or quantitative design strategy uses mainly data in a numerical format. In this 

type of approach the details of the study such as the procedure used to collect and 

analyse the data, and the details of each case are defined prior to the data collection 

process. In contrast, a flexible or qualitative design uses data in the form of words  [13] 

usually collected by interviewing experts or by observation. In this kind of approach the 

research questions and assumptions can evolve as data is being captured. Some 

additional characteristics of both approaches which were significant in the selection of 

the research design strategy are presented in Table 1 which are supported by [13],[14].  

After analysing the characteristics of the two different research design strategies 

considered for this thesis, three main aspects of this research were determined to adopt 

the flexible approach as the research strategy:  

 Nature of the research objectives. As commonly performed in researches 

adopting the flexible approach, this study explores in depth particular situations 

of interest for this work such as knowledge sourcing in the aerospace industry 

and artificial intelligence techniques for knowledge sourcing (objectives 1–3).   

 Use of a feasibility study to state the research hypothesis. The realisation of 

a feasibility study –presented as the first use case of this thesis– enabled the 

identification of the research gap and supported the formulation of the research 

hypothesis using collected data. This characteristic is often found in researches 

following a flexible strategy.   

 The type of data to be collected. In this research, the knowledge captured is 

provided by two different sources: experts and machine learning algorithms.  
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Consequently, it is important to be able to explore the interactions between 

experts and the advanced algorithms using qualitative analyses. Only the flexible 

approach provides a platform for such a natural combination of subjective and 

objective data.  

Table 1. Characteristics of fixed and flexible research design strategies  

Research design strategies 

Fixed or Quantitative Flexible or Qualitative 

It is based on precision (quantitative analysis) and 

control (sampling of experimental data). It is more 

reliable and easy to validate than the flexible 

approach. 

Significant events or situations related to the 

particular research are studied in details 

There is no discussion about the veracity of the 

facts proposed. 

The veracity of the facts can be dependent of the 

context. 

Hypothesis is stated before the data is collected. 

The hypothesis is stated using collected and 

analysed data (using a qualitative analysis). It often 

employs a feasibility study to define the initial 

research hypothesis. 

Researchers using this approach use only a few 

variables and many cases. 

Researchers using this approach use many 

variables and only a few cases. 

1.5. Research methodology 

The proposed research methodology was defined according to the design strategy 

selected. It is divided in six stages to accomplish the research outcome of developing a 

new knowledge sourcing approach. The research methodology is reproduced in Figure 

1; it shows the relationship between some of the research steps and objectives. 

Considering the characteristics of this research and following the appropriate guidelines, 

the steps followed in the research methodology are: problem description, literature 
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search, research gap analysis, framework development, use case validation, reporting 

conclusions and discussion.  

 Problem Description: In this stage the research problem is defined. 

Additionally, to support further investigation in the subject corresponding to this 

work a feasibility study was carried out. The feasibility study, which became the 

first case study of this work (see chapter 6), encouraged the author and the 

“Airbus Group Innovations” research team to proceed with the PhD project.  

 Literature Search: This stage is associated with the literature review process in 

which related research concerning the topic of this work is further investigated 

(see chapter 2 and chapter 3). In this case three different areas are related to the 

research topic: EKM, AI and engineering design. The analysis of the literature 

associated to the research areas enabled to narrow down the research and 

define two main research streams. The evaluation of papers classified within 

these main research streams permitted the identification of the practice of 

knowledge sourcing in the industry (see chapter 3) and the identification of a set 

of research trends which were essential in the research gap analysis phase. 

 Research Gap Analysis: The literature search process provides evidence of the 

main research issues that need to be tackled leading to the identification of the 

research gap. Within the literature review stage, the research gap is analysed 

prior to develop the methods and tools required to achieve the research 

outcome. An expert assessment process was carried out to further support the 

research gap previously identified. The assessment of a group of experts 

combined with the highlights obtained from the literature search enhanced the 

identification of research trends, opportunities and priorities, thus leading to the 

confirmation of a research gap on knowledge sourcing (further explained in 

section 2.4).  

 Framework Development: At this stage, methods and tools required to achieve 

the research aim were developed. Prior the development of the knowledge 

sourcing framework, a study aiming the detailed review of industrial examples of 

methodologies focused on sourcing knowledge in the context of the aerospace 
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industry was carried out. This study presented in chapter 3 enabled the 

identification of a set of research limitations representing the key barriers 

stopping KBE of being a widely used methodology in the aerospace sector, thus 

helping the author to develop KBE methodology considering the characteristics 

of the industrial context. This was followed by the realisation of a Knowledge 

Sourcing Framework (KSF) –described in chapter 4– which is divided in five main 

tasks. These tasks are directly related to the six first research objectives of this 

work as shown in Figure 1 . The proposed KSF employs state-of-the-art machine 

learning algorithms to provide new knowledge about knowledge-intensive 

problems. It also uses a established methodology to develop a more robust KBE 

system capable of managing the knowledge life cycle efficiently and source of 

engineering knowledge in a systematic manner.  

 Use Case Validation: Two use case studies (chapter 6) were used in this phase 

to validate the knowledge sourcing framework and prove the foundations of this 

research. These case studies are: MFG time estimation of aircraft wing cover 

designs and estimation of lightning strike effects (nut cap pressure prediction). 

The validation process is achieved by realising quantitative and qualitative 

analyses. Qualitative evaluations using the intervention of experts in charge of 

evaluating the framework and the AI model generated, and a quantitative 

analysis in charge of studying the results (time or pressure predictions) provided 

by the AI rules.  

 Reporting Conclusions and Discussion: Once the use cases were validated, 

reporting conclusions and discussion processes were carried out (presented in 

chapter 7). This stage discusses the key findings of this research including their 

evaluation regarding their quality, generality and applicability. Moreover, 

limitations and future work associated to the developed methodology are 

described. Finally, a summary of the performed framework and the evaluation of 

the objectives achievement are presented. 
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Figure 1. Research Methodology 

1.6. Contribution to Knowledge 

The outcome of this research is the creation of a KSF which supports KBE 

development. Two elements of the KSF are considered as the main contributions of this 

study. The first contribution is the use of AI tools and expert knowledge which provides 
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a faster knowledge acquisition approach and increases the AI method reliability. It is 

fast by factoring in data-oriented sourcing and reliable by enabling expert intervention in 

different phases of the methodology. The second one is the embedment of AI 

applications within a robust KBE system to efficiently manage the complete knowledge 

life cycle.  

In this study, Knowledge sourcing responds to the following three elements of the 

extended KBE development process suggested by the research community [6],[9]:   

1. Creating new knowledge: Enable knowledge sourcing not only from experts but 

as well from company data assets in which often relevant knowledge is hidden. 

2. Retaining the knowledge: Enable the sharing and the modification of the 

knowledge.  

3. Making the knowledge ready to be exploited into KBE applications: 

Capturing knowledge from experts and representing this knowledge in a human- 

and computer-readable language. It allows the exploitation of knowledge across 

different engineering problems. 

The realisation of the KBE elements highlighted above by integrating AI techniques and 

the required methodological support will enable the exploitation of automated reasoning 

methods to generate KBE rules. 

To achieve the extended KBE development process, a fourth element in charge of 

creating a better link between knowledge sourcing and KBE is needed. This element 

encompasses methods and tools representing the methodological support that 

effectively integrates the components of the KBE framework and manages the 

engineering knowledge captured in a systematic manner. Therefore, the supporting 

methodology will contribute to realise the fourth element of the extended KBE 

development process:  

4. Integrating KBE applications into engineering workflows. 

As a result of realising this research a more efficient extended KBE system was 

developed allowing engineering design teams at industry to: 
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 Reduce costs of the knowledge capture process: Capturing knowledge not 

only by interviewing experts but also by automating its extraction from data 

sources to generate KBE rules that otherwise: 

 Would have been extracted only from experts in high cost knowledge 

capture sessions. 

 Would have missed correlations from large amounts of data that are 

often missed by experts. 

 Solve knowledge intensive problems: Finding correlations in data in which 

knowledge is hidden, delivering a solution to those complex problems in which 

knowledge is limited. 

 Automate repetitive tasks: Automating engineering design processes in 

traditional KBE but based on robust provenance of the knowledge.  

1.7. Thesis structure  

This section presents a summary of each chapter with the aim of familiarising the reader 

with the contents of this research. In addition, Figure 2 shows the relationship between 

the thesis chapters and the main steps followed in this research providing the reader a 

better understanding of the thesis. 

 Chapter 1 starts with a description of existing challenges in the context of 

engineering design that led to the formulation of this research hypothesis. This is 

followed by the highlight of the industrial aspects that motivated the realisation of 

this work.  After that, research scope, objectives and research approach are 

introduced. Finally, the chapter ends with the specification of the methodology 

followed to achieve the defined objectives, and the contribution to knowledge of 

the research. 

 Chapter 2 explores relevant literature in this study, describing the process 

followed to identify and confirm a research gap on knowledge sourcing.  
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 Chapter 3 provides two industrial examples of knowledge sourcing capabilities 

presenting the research limitations previously identified which represent the key 

barriers stopping KBE of being a widely used methodology in the aerospace 

sector. The study presented in this chapter further motivated the author to carry 

out this PhD thesis and helped in the development of an extended KBE 

considering the characteristics of the aerospace context. 

 Chapter 4 describes the procedure followed to develop the knowledge sourcing 

framework. 

 Chapter 5 describes the achievement of the research objectives related to the 

knowledge sourcing framework implementation. More precisely, each section of 

this chapter shows clearly how the research target under study has been 

reached. Moreover, to provide the reader with a better understanding of the 

methodology proposed in this research a simplified use case using non real data 

has been implemented within the knowledge sourcing framework developed.  

 Chapters 6 and 7 introduce two case studies instantiating and further explaining 

the methodology presented in chapter 4. 

 Finally, chapter 8 discusses the research findings outlining their quality, 

applicability and generality. This is followed by a description of the limitations of 

the methodology proposed and future work recommendations.  Finally, the 

research conclusions are underlined. 
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Figure 2. Relation between thesis chapters and main steps of the research methodology 
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2. Literature review 

This chapter reports the literature survey which is relevant for the understanding of 

knowledge sourcing. Special attention is paid to knowledge-based engineering systems 

supporting the knowledge capture, retention and reuse. Research interest is also in AI 

technology for knowledge capture and its integration with knowledge management 

methods.  

The purpose of the literature review is double folded. On one hand the author wants to 

obtain some knowledge about the domains which are significant to this research. On the 

other hand the literature search is focus on identifying and analysing other works related 

to this study.  

The main outcomes of the literature review achieved through the collection and analysis 

of research studies are: (i) a basis for classifying and positioning this research among 

other industrial examples; (ii) identification of key research trends which analysis led to 

the validation of a research gap on knowledge sourcing. 

This chapter is structured as follows. First, a brief description of the survey approach 

followed in this research is presented in section 2.1. This is followed in section 2.2 by 

the description of the theoretical foundations of this study. Section 2.3 provides a clear 

view of how the findings are obtained through the detail analysis of the literature lead to 

the realisation of this research work. The identification of key research trends and the 

analysis of the research gap are shown in section 2.4. This is followed by the 

description of the research scope in section 2.5. Finally, a summary of the work 

described in this chapter is presented in section 2.6. 

2.1. Survey Approach. 

Identified challenges to deliver an effective and a more efficient knowledge sourcing 

capability led the author to the definition of a research scope. The research scope is 
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focus on two main topics: (i) the sourcing of engineering knowledge through the use of 

automated reasoning tools and; (ii) the methodological support to manage engineering 

knowledge and making it available to KBE.  These topics are related to the areas of 

knowledge management and artificial intelligence. Moreover, engineering design is an 

area of interest for this research as it is the context where this study is applied. 

The classification and analysis of researches associated to the research scope resulted 

in the definition of two research streams which represent the background (foundations) 

of this study.  The background of this research is on: 

 Knowledge management in engineering design. 

 Role of artificial intelligence for knowledge management in engineering design. 

The analysis of literature associated to the research background in form of tables and 

charts led to the identification of key research trends. Finally, the study of the key 

research trends in the research gap analysis stage ended with the confirmation of a 

research gap in knowledge sourcing (Figure 3).  

 

Figure 3.Survey approach 
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2.2. Background 

This section presents a review of the literature associated to the main research streams 

of this study. These were identified through the analysis of researches related to the 

research scope topics. More precisely, literature search was realised on: 

 Knowledge management in engineering design. 

 Role of artificial intelligence for knowledge management in engineering design. 

2.2.1. Knowledge management in engineering design 

Engineering design is usually defined as a systematic process where customer needs 

are the performance specifications and functions used to obtain optimised design 

solutions [15]–[20]. In the engineering design process there are four main steps  

[15],[21] (Figure 4): 

1. Clarification phase: Information captured encompassing design needs and 

constraints to be included as part of the solution. 

2. Conceptual design:  Definition of the functional structures, searching for 

suitable a solution principle or concept. This is the most important step of the 

engineering design process caused by the fact that around 80-90% of the 

production costs are determined at this stage [22]. 

3. Embodiment design: From the principle solution, the design is realised taking 

into consideration the technique, economic requirements and constraints.  

4. Detail design: At this stage further information is specified (such as the surface 

properties or part material) in order to complete the design description. Moreover, 

the technical and economical feasibility are re-checked. 

It was believed that 100% of the designer’s time was spent in the engineering design 

process steps [15]. However, later studies have proved that part of the designer’s time 

is used in non-technical tasks such as looking for information and attending meetings.  
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More precisely, by observing 27 designers –while they were working– it was concluded 

that 45% of the designers’ time is dedicated to perform the steps of the engineering 

design process  [23]. Moreover, it was observed that 21% of designer’s time was spent 

in tasks related with the management of engineering knowledge [23]. These facts 

support some author’s studies defining the engineering design process as a set of 

knowledge intense activities [24]. Consequently, more recent studies have been 

focused in capture the time spent by designers in knowledge management activities 

[22]. For instance, [25]  concluded by observing 13 engineers work that 33% of their 

time was spent in capturing knowledge and distributing it, including 9% on meetings.   

Each stage in the engineering design process requires technical knowledge and 

experience to be effectively captured, modelled and reused. This enhances the quality 

of the product development procedure while reducing time and costs of the production 

process [24]. A potential solution well known by the research community to address the 

effective elicitation (capture), model and reuse of engineering knowledge is the use of 

knowledge management methods and tools [26]–[28]. To facilitate the understanding of 

the literature review followed in this thesis, concepts at the interface between 

knowledge management and engineering design were analysed in details. 

 

Figure 4. Engineering design phases based on [29]. 
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Concepts between knowledge management and engineering design  

a) Knowledge capture 

In the knowledge capture process, engineering rules are generated by the 

extraction of knowledge from human expertise [30].  These rules are usually stored 

in a database to facilitate its later representation and reuse.  The knowledge 

capture process is often carried out using well known method such as interviews, 

observing but also using other techniques such as card sorting, protocol analysis 

and laddering [31],[32].  

 Card sorting: This method requires experts to write down on a set of cards 

objects, experiences or rules. Then they are asked to group them and 

explain to the knowledge manager the reasons or similarities between cards 

that take them to classify them in such a manner. The use of this technique 

enables experts to structure their ideas and therefore elicit expert 

knowledge. 

Card sorting has been successfully applied to explore attitudes towards the 

use of expert systems for aids diagnosis [33] and to facilitate in-depth 

exploration of teens’ experiences of asthma [34]. 

 Protocol analysis: To implement this technique, experts are think-aloud 

when solving an established task. All what the experts say is recorded and 

transcript to be further analysed using a specific procedure. The way the 

information is transcript must facilitate its access and retrieve by the 

participants. Moreover, in some cases the knowledge manager in charge of 

the activity writes down the physical movement of the experts. This is known 

as ‘motor protocols’ and can be useful to capture some additional expertise.  

After all the information is correctly stored and formatted experts are asked 

to go through this material to develop further on the key points that they 

considering more relevant to solve the proposed task.  

This type of technique has been successfully implemented in the 

development of expert systems [35] and providing a better understanding 
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about the influence of social learning on student nurses' acquisition of 

Information and Communication Technology (ICT) knowledge and skills 

[36]. However, using protocol analysis can difficult experts trying to solve 

complex task to think-aloud about something he/she is not completely 

aware or don’t know how to express [35]. 

 Laddering: This technique represents a way of gathering engineer’s view of 

a specific problem or even life in general. It is a semi-standardized interview 

where the relationship between attributes of products or services, the 

consequences this attributes represent to engineers and the values which 

are accomplished by the consequences are shown. In this method the 

knowledge manager asks experts to answer if an attribute is relevant and 

why in case of affirmation. Answers are used by the knowledge manager as 

starting point for further questions. Finally a Hierarchical Value Map (HVM) 

is created by synthetizing the cognitive concepts captured in the laddering 

interview. Laddering provides an easy and systematic way of mapping the 

beliefs of the participants. It has been widely used in the sales management 

[37] and services marketing [38]. For instance, [39] used laddering to 

explain choice option attractiveness by beliefs about the choice option  

whereas [40] combined laddering with an neural network technique as a 

strategy for acquiring customer requirement patterns. 

Knowledge capture methods can be divided into natural and contrived [32]. Natural 

methods are those in which the experts express their knowledge in a common and 

familiar way. Examples of natural techniques are interviews and observing. In 

parallel, contrived methods are defined as non-expert familiar techniques such as 

laddering or card sorting. All these methods require expert intervention in order to 

obtain a model that defines a particular engineering problem. However, other 

methods can be used to derive rules automatically [41],[42] such as automated 

learning algorithms.  

Traditionally, Rule-Based Reasoning (RBR) has been widely used in the context of 

KBE to extract expert knowledge in the form of rules [43]. These rules were 
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manually created by experts in the domain of the problem to be tackled.  This 

method involved the requirement of experts in intensive time consuming tasks. In 

this context, research has been undertaken to minimise the impact on experts to 

free them and enable them to use their time in added-value activities. An example 

of this is the use of AI methods and more particularly the implementation of Case 

Based Reasoning (CBR). CBR uses past experiences in the form of “cases” to 

predict the behaviour of new cases. For example, [44] integrates an ontology with 

a CBR tool to provide better accuracy and reliability of FEM analysis results 

whereas [45] supports engineers to define an appropriate production scheduling by 

implementing CBR within a content management systems containing successful 

past experiences. 

Although CBR is considered as a breakthrough in the knowledge acquisition 

problem acknowledged as the main bottleneck for the development of KBE 

systems, it stills requires a considerable amount of time of domain experts to 

express their ideas and weight the features considered in problem to be solved 

[46]. 

Additionally to the described techniques aiming the elicitation of expert knowledge, 

new methods and tools belonging to the entertaining context are gaining interest to 

elicit knowledge [47]. In this direction, Serious Games (SG) have been applied for 

knowledge acquisition areas such as production and logistic systems [48] and [49], 

manufacturing [50] and resource planning [51]. SG are games which primary 

objective has been mainly for learning but also for educational purposes and 

knowledge elicitation [47]. Regarding the use of SG for knowledge elicitation, [52] 

proposes a new approach for validating knowledge from a PLM using SG where 

experts are initially asked to provide an explicit assessment of the problem. The 

explicit assessment is later enriched by the users of the SG which provide implicit 

feedback rating. Although existing research on SG claim to provide an effective 

approach for knowledge elicitation there is a lack of rigorous evidence of its 

effectiveness [47]. 
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b) Knowledge modelling 

The main goals of KBE are first to automate repetitive tasks and second to 

retain the knowledge of a specific task for solving future problems in the same 

domain [31],[32]. To reach these objectives, knowledge must be properly 

modelled in order to ensure the quality of the rules extracted. These rules 

represent the required static knowledge (explicit representations of a domain) 

to be used within a reasoning process. 

Knowledge modelling is a highly researched topic where many methods have 

been developed to adequately represent engineering design knowledge.  

Frame-based, logical formalisms, semantic networks, production systems and 

object oriented representations are some of the existent knowledge 

representation schemes. The last two schemas are known for being the most 

used into KBE systems [32]: 

 Production systems: It refers to those techniques where IF...THEN 

rules are used to represent the model. 

 

Figure 5. Procedural model. 

 Object-oriented representations: It considers a problem as a set of 

associated objects that interact with each other [53]. An example of this 

is the UML (Unified Modelling Language) where a group of models and 
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notations permit the suitable visualisation, specification, documentation 

and communication of objects that define the information system. 

 

Figure 6.Object oriented model  based on  [53]. 

In short, production and object-oriented schemes represent two valid 

techniques delivering a methodology capable of generating a descriptive model 

of a design presenting its requirements and constrains. 

c) Knowledge reuse 

Knowledge reuse is defined as the process of sharing best practices including 

processes information and documentation aiming to support designers in 

solving knowledge intensive engineering problems efficiently [41],[42]. Some of 

the most common knowledge reuse techniques are [54]: 

 Computer Aided Design (CAD) and Computer Aided Engineering 

(CAE): Parameter-driven applications usually based on geometric 

models. These tools have embedded engineering rules enabling the 

user to reuse previous knowledge models. Well known commercial 

implementations are: CATIA, ICAD and Pro-Engineer. These software 

implementations are widely used when a high level of optimisation  is 

needed, thus delivering a solution to repetitive engineering problems. 
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 Functional techniques: Methods where knowledge structure is based 

on functional decomposition. In these types of techniques, flexible rules 

are used to define domain engineering problems. These rules are stored 

and managed in a knowledge based system as described in [11]. 

 Matching methods: Focused on the classification of new cases based 

on characteristics of preceding cases previously indexed. The most 

common technique is Case Based Reasoning (CBR) where a set of 

initial cases already known are indexed and, having a database of 

known cases or past experiences, a specific technique –such as the 

ones belonging to the artificial intelligence field– is used to find similar 

cases helping designers to make more informed decisions [46],[55],[56]. 

The knowledge reuse benefits are [57],[58]: 

 Duplication of efforts due to lack of knowledge retained: When a 

new problem to be developed is similar to previous cases already 

performed, organisations are forced to spend efforts on gathering 

information that could have been easily transferred. 

 Limited resources: The capture of new knowledge is acknowledged to 

be the major bottleneck of the knowledge sourcing process, thus an 

effective method is needed to reduce the development time of new 

products. This time could be reduced by efficiently reusing knowledge 

captured in past studies. 

2.2.2. Role of AI for KM in ED 

Artificial intelligence is usually defined by the research community as the art belonging 

to the field of computer science aiming to mimic human thinking, delivering a solution to 

problems such as decision making and problem optimisation  [59]–[63]. The ultimate 

goal of artificial intelligence is to achieve with machines what if realised by humans the 

use of intelligence is needed [64]. 
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In this context, Knowledge Management combines concepts from multiple disciplines, 

such as information technology and artificial intelligence to deliver a more efficient 

engineering design process [10]. It is acknowledged that AI provided tools are well 

suited for process optimisation but this can also be used to source expert knowledge 

[10],[65]. The role of AI in the knowledge management field can be summarised by the 

following two main contributions [10]:  

 Knowledge sharing: knowledge is captured and stored in a database enabling 

the knowledge to be exploited across different engineering problems within the 

company.  

 Knowledge discovery: AI-based methods can be used to source knowledge by 

looking for patterns in company datasets, thus obtaining some trends that could 

have been missed by experts creating new knowledge as a result. 

A potential solution to tackle the engineering design challenges identified in this 

research and provide engineers with a solution to manage engineering knowledge more 

efficiently, is the use of knowledge management methods combined with tools 

belonging to the AI [46],[66]–[70]. 

2.3. Knowledge Sourcing Role in the KBE context 

This section provides the reader with a better understanding of the work undertaken to 

source engineering knowledge effectively and more efficiently in the context of KBE and 

engineering design. 

2.3.1. Background on Knowledge Sourcing  

The complexity of the products in the engineering design context leads engineers to 

face with complex problems which requires knowledge sourced from different 

disciplines in order to provide an effective solution. Distributed and heterogeneous 

teams are required to work interactively as cross-functional teams with access to tools 

enabling intensive knowledge exchange [71] and [72]. 
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In this direction, wikis started to be used within the engineering design context enabling 

designers to find the right people with the required skills to solve a problem. An example 

of this are the expert yellow pages which enable to quickly create a multidisciplinary 

team with the required skills to solve a specific task. Engineering wikis also enable to 

represent product or service functional requirements, geometry, constraints, rationale, 

etc. [73]  proposes a Design Rationale editor (DRed) to facilitate the transfer of 

knowledge and the understanding of the “know how”. DRed enables the sourcing of the 

decision rationale at the time it was generated and it is currently used by an aerospace 

company. The users of the DRed software to create a graph of predefined nodes (issue, 

answer and argument) with directed arcs.   

In addition, methods and tools were created in the engineering design area to facilitate 

the capture and reuse of the functional behaviour and requirements of a product. An 

example of an approach for functional modelling is the presented in [74] where 

primary/carrier flow relationship is presented using functional basis design. The creation 

of functional models is key for retaining knowledge while permitting the reuse of this 

knowledge across different engineering problems within an organisation [75]. 

Many research studies have been undertaken regarding the storage and management 

of geometrical data in engineering design [76]. In this regard, [77],[78] propose an 

object oriented model aiming at sourcing knowledge from CAD models for automated 

process planning which is capable of classifying and modifying geometrical features to 

cavities that can be manufactured. 

Knowledge sourcing in the KBE context has been also carried out through existing 

knowledge elicitation techniques. These methods are described in section 2.2.1 and the 

knowledge extracted by their implementation has been traditionally hard coded within 

KBE applications also described in many cases known as expert systems [6].  

 [79] presents a KBE system using encoded rules (non-human readable) stored in a 

knowledge base to estimate MFG cost of CAD moulded parts whereas [80] also 

developed a KBE application considered as a “black box” (hard coded knowledge) using 
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CATIA V5 with the aim of estimate MFG cost and weight of a composite structure at the 

conceptual design.  

KBE allows the automation of repetitive tasks therefore enabling experts to use their 

time in added-value tasks. To avoid knowledge leaks due to the complexity of the hard 

coded knowledge within the KBE applications, newer research studies have stored the 

knowledge or rules used by the KBE application in a human and machine readable 

format. For instance, [9] describes the development of a KBE application as a software 

service where knowledge is elicited through interviewing is stored in an external 

knowledge repository used by the inference tool. [81] Presents a KBE system that 

automatizes the creation of the Finite Element (FE) model for the efficient design 

creation of automotive body structures where the knowledge is kept in a human 

readable format within a knowledge repository easily accessed by the users of the tool. 

Keeping the knowledge separated from its application and stored within formal and 

informal models adequately managed in a knowledge repository enhances the 

knowledge retain and reuse.  

However, these researches highlight as main limitation to implement KBE applications 

the knowledge elicitation phase which still represents a highly time consuming activity 

for the domain experts. In this direction, [46] discuss about the use of AI methods to 

considerably reduce the time employed in the expert knowledge extraction. Relevant 

papers for this PhD thesis aiming at using AI methods for a more efficient knowledge 

sourcing are described in details in the next section. 

2.3.2. Review of Knowledge Sourcing for KBE 

KBE is considered by many authors as much more than a mere system capable of 

automating some repetitive engineering tasks. [5],[6] review existent KBE applications 

highlighting the potential to use KBE to effectively capture and reuse engineering 

knowledge while automating many tasks in the engineering design process which are 

currently manually performed. Both researches point the main limitations stopping KBE 

to be often used where to tackle some of them it is required a more effective and 
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efficient knowledge sourcing process. These limitations are: the need for a faster way of 

capturing engineering knowledge reducing the time required by experts in the domain 

and the need for a transparent system enabling traceability of the knowledge.   

From this perspective, [82] presents a KBE system for generative model creation using 

CATIA and adopting MOKA methodology to manage the knowledge life cycle and 

therefore enhance the transparency and traceability of the knowledge. For that purpose, 

the work implements each step of the MOKA methodology focusing on the use of formal 

and informal models to facilitate the transfer and reuse of the knowledge captured using 

traditional knowledge elicitation techniques such as interviews and observation. With 

the same objective, [83] uses CommonKADS (Common Knowledge Acquisition and 

Documentation Structuring)  methodology to formalize a knowledge repository where 

the knowledge is structured and stored facilitating its reuse across different engineering 

problems. The research highlights the flexibility of the methodology due to, a difference 

to other methodologies to develop KBE systems like MOKA, it uses predefined 

templates to annotate knowledge. Apart from the benefits claimed by  [83] and [82], [84] 

presents an easier to implement methodology named as KNOMAD  which enables the 

creation of KBE systems with improved knowledge maintenance and reuse due to the 

integration of an ontology. These research studies focus on the use of the required 

methodological support to manage the complete knowledge life cycle but are not focus 

on the efficient knowledge capture.  

In this direction, several studies have aimed at implementing methods from the AI area 

to source engineering knowledge, delivering a solution to knowledge intensive 

problems. AI methods in engineering have traditionally used for optimization. In this 

context, [85]  uses AI algorithms for logistics optimization whereas [86] describes the 

use of algorithms to solve a supply chain optimization problem by looking for patterns in 

data. Both research studies behave as “black boxes” having the knowledge used for the 

optimization process hard coded within the application. Moreover, these two researches 

mention the difficulties to select an optimal algorithm to solve a specific problem due to 

they are context dependant. To provide a solution to that they both propose an 

algorithm portfolio which enables running different algorithms in parallel or interleaving. 
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In parallel, [73] and [74] provide several examples using different algorithms to provide 

the reader with a better insight about the applicability of each type of algorithms.  

More recently, AI algorithms and more particularly Machine Learning (ML) algorithms 

have been used for knowledge elicitation purposes providing a faster knowledge 

extraction process from company data assets. [70] proposes a rule-based knowledge 

system for retaining wall selection where the rules are automatically generated from 

data using Rule Induction (RI) method. RI method is a machine learning technique 

which enables the creation of explicit rules from data. The research integrates RI within 

a database management system to allow automated wall selection and generate a 

feasible solution for new retaining wall problems.  The approach enables the knowledge 

automatically extracted to be ready to use by any KBE system. This is achieve thanks to 

the storage of the knowledge in an external knowledge repository. [89] presents a KBE 

system for advanced structural design using an AI algorithm which also helps in the 

intelligent interpretation of the results provided by the platform. The platform uses a 

knowledge base to facilitate the access to the knowledge and its reuse.  

[90] also develops a KBE system using AI for automated knowledge generation 

focusing on the analysis task and how meaningful knowledge was elicited. He remarks 

that the data pre-processing is the most time consuming and challenging activity due to 

it is essential to perform several data mining tasks to ensure the quality of the data.  

[69] apart from automatically generate a set of rules from data using AI techniques, 

proposes a methodology to manage the life cycle of the knowledge captured. The 

research delivers a framework capitalizing on past experiences by formalising domain 

knowledge and representing it using conceptual graphs; and extracting new knowledge 

using a machine learning algorithm. [68] developed a KBE system for raising awareness 

of the priorities and needs of the members of a team. This study uses data mining 

techniques for automated knowledge extraction and it highlights the importance of the 

data preparation phase and the need for an expert or group of experts to analyse the 

meaningfulness and coherence of the knowledge extracted. Moreover, the research 

concludes that it is required that each rules has a small number of features to keep its 

meaningfulness and expert guidance is often required to discover patterns in data. In 
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this direction, [91] presenting a KBE application for intelligent failure mechanism 

detection and [92] describing a KBE system for medical diagnosis propose two different 

KBE systems where expert intervention is required to review, modify and validate the 

rules automatically extracted by the AI algorithms. In addition, both frameworks provide 

the user with an interface to easily modify the AI rules.  

In summary, the research studies discussed in this point show existing challenges 

between knowledge sourcing and kbe and provide some examples of how researchers 

are facing them. This discussion also supports the hypothesis of a research gap on 

knowledge sourcing in the KBE context. In order validate this assumed research gap a 

set of functional roles between KBE and knowledge sourcing have been defined and 

used to classify papers relevant to this research. These functional roles are described in 

details in the following points. 

2.3.3. Definition of functional roles between knowledge sourcing and KBE 

To facilitate the confirmation of the research gap, a review and analysis of tools aiming 

the efficient source of knowledge and the creation of a better link between knowledge 

sourcing and KBE was carried out. This activity led to the identification of a set of 

functional roles which are closely linked to the research challenges of this study. The 

defined functional roles are listed and described as follows: 

 Capture of Expert Knowledge: Use of methods and tools to elicit knowledge 

from experts via interviews and data forms.  

 Access to knowledge by KBE tool: It refers to implementations enabling the 

retrieval of information from an external data source which allows the knowledge 

to be exploited by a KBE application. 

 Knowledge lifecycle management: Presence of methods and tools aiming the 

methodological manage of engineering knowledge along its complete life cycle. 
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 Automated knowledge extraction from data: Employment of tools able to 

reason over large datasets extracting engineering rules, constraints or other 

logical correlations from data.  

 AI extracted knowledge ready for reuse: Use of tools to automatically codify 

rules from knowledge in a way that is directly reusable by KBE applications 

(knowledge is in a computable format) rather than only being employed by 

humans. 

 Advice on AI tool suitability: It refers to the use of applications to advice 

practitioners on the selection of AI tools to perform automated reasoning tasks.  

The first three functional roles listed above were identified through the review of the 

literature and considered as common KBE practices [5],[9],[28],[46],[66],[93]–[96]. In 

parallel, the fourth and fifth functional role were identified as common procedures when 

using AI knowledge-based tools to source engineering knowledge [67]–[70],[89]–

[91],[97],[98].The last functional role defined was identified by aerospace experts as a 

useful activity that would considerably increase the reliability of the results delivered by 

an AI implementation, thus supporting the efficient knowledge sourcing process. 

2.4. Key Trends and Research Gap Analysis 

This section presents the trends in the literature that contributed towards the research 

gap validation. To ensure the achievement of meaningful and reliable research trends, a 

systematic data collection process was required. In this regard, this section starts with 

the description of the methodology followed from the initial definition of the research 

scope to the identification of research trends and research gap confirmation (sub-

section 2.4.1). This is followed by the detailed description of the key research trends 

and the research gap analysis (presented in sub-sections 2.4.2 and 2.4.3 respectively). 

Finally, a discussion of the key findings obtained from the literature survey is presented 

in sub-section 2.4.4.  

2.4.1. Data collection process followed 
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Two paths were followed to realise the data collection process. First, a structured 

literature search focused on the use of external databases such as Scopus, 

ScienceDirect, SpringerLink, IEE Xplore and Taylor&Francis was carried out. Moreover, 

Google web and Scholar were used in order to complement the literature search.  

In addition to the systematic approach, an unstructured search of the literature was also 

performed. In this direction, references identified from the analysis of relevant papers 

were also reviewed. This procedure provided the author with a better understanding and 

consolidation of the main concepts and findings associated to this PhD thesis. 

The starting point of the literature search was the definition of a set of keywords which 

are in agreement with the research scope. Therefore, this set of keywords –used in the 

initial phase of the literature search– was used to compose searches such as 

“Knowledge management & engineering design” and “Artificial intelligence & Knowledge 

management”. A preliminary literature search in the areas of interest defined by the 

research scope led to the definition of the background topics. In order to reduce the 

number of research documents displayed on the browser –when carrying out an online 

search– and facilitate the finding of significant papers, several searches were realised 

using combinations of the keywords identified associated to the research scope.  

For instance, when searching in Scopus for “Knowledge Management AND Engineering 

Design” more than 3.000 articles appear on the screen. Thus it became apparent the 

need of filtering the files browsed. As a general rule applied in this work, the content 

type was constrained to articles from books, journals and conferences.  

When manually screening the results (ordered by their relevance) it was common that in 

most of the cases only documents in the first six pages (300 documents) were relevant 

for this research. After going through the first 300 documents on the search list, 

abstracts of those documents with titles concerning with the search performed were 

revised. Moreover, only those documents with relevant abstracts were stored and 

classified in a comparison matrix (described in sub-section 2.4.1.1). 

The analysis of the papers obtained using keywords associated to the research scope 

led the author to the definition of the background of this study (research foundations). 
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The same procedure of manually screening documents obtained through queries linked 

to the research scope was also carried with keywords associated to the research 

background. In addition, due to the huge number of documents obtained in the search 

process, the implementation of filters was required. In this regard, the number of results 

was often considerably reduced when excluding documents containing “mathematics”, 

“business management” and “economics” as subject areas.  

In this context, Table 2 presents the keywords (related to the research scope and 

background) which were used in the data collection process.  

Table 3  shows an example of the data collection process followed using Scopus search 

engine.   

Table 2. Keywords used in the literature search 

Keywords 

Engineering Design (ED) Knowledge Discovery (KD) / Elicitation (KE)  / Capture (KC)  

Knowledge Management (KM) Knowledge Reuse (KR) 

Artificial Intelligence (AI) Knowledge Modelling (KMO) 

Knowledge based engineering (KBE) Expert Collaboration (EC) /Involvement (EI) / Interaction (EIN) 

Knowledge Sourcing (KS) Machine Learning (ML) 

 

Table 3. Data collection using Scopus search engine 

Keywords used in 

Scopus search 

Initial 

number of 

documents  

Number of 

documents 

after filtering 

Areas excluded in the 

filtering process 

Relevant papers to 

be further analysed 

KM + ED 3.685 N/A  143 

AI + ED 17.589 N/A  171 

KM + AI 40.251 N/A  96 

KM + AI + ED 1.578 1.093 
Mathematics, Economics, 

Business Management 
46 

KS + ED 19 N/A  4 



- 35 - 

KS + AI 28 N/A  7 

KS +  AI + ED 3 N/A  1 

KBE 1476 N/A  178 

KBE + AI 555 442 
Mathematics, Business 

Management 
156 

KBE + AI + KD 39 N/A  21 

KBE + ML 78 N/A  16 

KBE + KC + AI 25 N/A  13 

KBE + KC + ML 3 N/A  3 

KM + KR 1430 1.027 
Mathematics, Economics, 

Business Management 
55 

KM + KMO 1304 918 
Mathematics, Economics, 

Business Management 
66 

KM + KC 1547 1.080 
Mathematics, Economics, 

Business Management 
81 

AI + (KD or KC or KE) 69.143 9.261 
Mathematics, Social Sciences, 

Business Management, 
Computer Sciences 

133 

AI + (EC or EIN or EI) 103 N/A  45 

ML + (EC or EIN or 
EI) 

425 237 
Mathematics, Social Sciences, 

Business Management 
11 

ML + (KD or KC or 
KE) 

56.458 9371 
Mathematics, Social Sciences, 

Business Management, 
Computer Sciences 

60 

Most of the relevant papers found using keywords derived from research scope and 

background topics were obtained using Scopus, Science Direct and Springer Link 

external databases.  

After reading in details those papers classified in  

Table 3 as “Relevant papers to be further analysed” more than 150 papers have been 

identified as important for this research. From those 150 papers including a description 

of a framework containing features closely related to the areas of KBE and knowledge 

sourcing where further analysed using a classification matrix (APPENDIX E) as 

described in section 2.4.1.1 which were used in the identification of research key trends 

and research gap analysis.  
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Documents used to identify the research background topics and key research trends 

were identified and classified as described in section 2.4.1.1 (“Data classification”). 

Together with the key trends identified, a list of functional roles associated to KBE and 

knowledge sourcing were employed in the research gap analysis in order to classify 

papers containing KBE applications.  

The use of the defined functional roles in the classification and analysis of the literature 

facilitated the identification of research trends and opportunities. Moreover, the research 

priority levels of each functional role were considered and evaluated, thus increasing 

the reliability of the research opportunities and trends.  The classification and analysis of 

relevant papers was realised by the combination of the following instruments: 

 Literature analysis and classification: 63 research articles reporting on KBE 

implementations were analysed and classified within the functional roles defined 

by the author.  

Expert assessment: 6 experts from various domains working in different organisations 

were selected to assess the importance of the functional roles identified in this study. 

The objective of the expert assessment activity was to support the research 

opportunities obtained through the analysis of the literature 

2.4.1.1. Data classification 

In order to support the assumptions made in this work, relevant papers found in the 

literature search process have been classified in a comparison matrix including 

information about the following aspects: 

 General information: Generic characteristics describing a paper such as title, 

author and location. 

 General area: Aspect encompassing information related to main areas covered 

in the research scope of this study. 

 Artificial intelligence tool exploited: AI method used in the research under 

analysis. 
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 Type of application implemented: Type of tool applied in the research under 

study (special interest on KBE applications). 

 Aspects of KBE applications: Set of functional roles aiming the efficient source 

of knowledge and the effective integration of a knowledge sourcing approach 

within a KBE framework. 

A comparison matrix (Figure 7 and APPENDIX E) was created with the purpose of 

enhancing the data analysis task by allowing the author to easily create graphs that 

facilitate the identification of the research background topics and key research trends.
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Figure 7. Comparison matrix 
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2.4.2. Key Trends 

To support and confirm the interest by researchers on the background of this study, four 

research questions were formulated: 

A. Is the context of this research appropriate to the proposed approach?  

B. Is the use of tools integrating KBE and AI methods of interest to the 

research community? 

C. What are the expected benefits to be delivered by the proposed extended 

KBE development process? How are these benefits compared to the 

benefits brought by existent KBE applications?  

D. Is the collaboration between experts and AI implementations of interest to 

the research community? 

A set of tables and charts –obtained as a result of the classification of papers found in 

the literature review– have been analysed aiming at answering the research questions 

defined above. The evaluation of these visual representations is described in the 

following points. 

A. Industrial context of KBE implementations 

Historically the use of KBE implementations has been limited to large companies such 

as aerospace and automotive [95]. Indeed, the applicability of this work is constrained to 

aerospace composite wing structures. Therefore, to validate the research gap it was 

important to identify studies where KBE applications are applied in the context of the 

aeronautic industry. In this direction, Figure 8 and Table 4 shows a classification of the 

KBE papers used in this research regarding their industrial context.   
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Figure 8. KBE application papers and their industrial context.  

Table 4. KBE application papers and their industrial context 

Industrial 

Context 

References 

Food Industry [99] 

Construction  [70] 

Ship building [100] 

Metal stamping [6],[98],[101],[102] 

Automotive [28],[81],[96],[103]–[105] 

Aerospace [9],[82],[93],[104],[106]–[112] 

  

After analysing papers containing KBE implementations it became apparent that the use 

of KBE tools is mostly employed by large companies, the aerospace organisations 
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being the ones with more interest in this type of technology. Consequently, the selection 

of the research scope –constrained to the aerospace industry– is supported. Due to 

KBE is a relatively new research area where methodological and technological 

considerations are constantly evolving it is mainly implemented by large companies [6].   

B. Historical use of AI in KBE implementations 

A few years after Knowledge Management was created, AI started to be used to tackle 

knowledge intensive problems efficiently [65]. However, the use of AI tools into KBE 

implementations has not been so evident. In fact, when searching for research papers 

combining KBE and AI not many are found. For instance, when looking in 

“ScienceDirect” search engine for KBE and AI keywords 92 articles were displayed on 

the screen, only 8 papers being relevant to this specific search. Figure 9 and Table 5 

show existent papers where AI is used in a KBE application since the appearance of 

KBE systems. 

 

Figure 9. Historical use of AI in KBE applications.  
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Table 5. KBE application papers and their industrial context 

Years range References 

2000-2008 [70],[97],[104],[113] 

2009-2016 [46],[66],[67],[89],[94],[107],[114] 

Observing the figure above, it became apparent to the author that the use of AI within 

KBE implementations is gaining interest, thus it supports the development of a 

framework integrating AI methods within a KBE system. However, further analysis is 

required to know if those KBE applications using AI techniques aim to deliver a more 

efficient source of engineering knowledge. This additional research needed is provided 

in the following point by analysing the benefits of the KBE applications using AI. 

C. Benefits of KBE implementations 

Airbus’s journey into “learning by doing” and “return of experience” is intended to bring 

some benefits. The benefits expected to be obtained by carrying out this study are 

described in section 1.6. To show which of the benefits planned to be achieved by this 

work are already accounted by current KBE applications, Figure 10 has been created. 

The charts below show the number of research articles providing a particular benefit. 

The top chart in figure below was performed taking into account all KBE papers found in 

the literature. In contrast, the chart at the bottom of the illustration was made using only 

those papers combining KBE and AI methods. 
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Figure 10. Benefits of KBE applications.  

When considering articles containing any type of KBE application, there was a higher 

number of papers focus on the design optimisation and automation of repetitive tasks. 

In contrast, taking into account only those KBE implementations that use AI methods, 

two benefits fostering the knowledge sourcing process (“Reducing costs correspondent 

to the knowledge capture process” and “Delivering a solution to knowledge intensive 

problems”) were the most repeated. By analysing the charts and tables corresponding 

to this point, two major remarks were identified: 

 Based on Figure 10 it can be deducted that there is interest in obtaining the 

benefits provided by the knowledge sourcing approach presented in this work.  

 Table 6 and  

 Table 7 show the lack of researches delivering a solution which integrates all the 

benefits provided by the research reported here. 
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Table 6. Benefits of KBE applications 

Benefit Associated references 

Reduce costs of the 
knowledge capture process 

[66]–[70],[89]–[91],[98],[115]–[118] 

Solution to knowledge 
intensive problems 

[9],[46],[66]–[70],[89]–[91],[97],[114],[117]–[120] 

Foster knowledge sourcing [28],[68],[69],[82],[94],[100],[102],[104],[111],[114],[115],[117],[118],[120]–
[128] 

Design optimisation [9],[46],[89],[93],[98],[103]–[105],[107],[109],[112]–
[114],[117],[119],[122]–[125],[128]–[139] 

Solution to multi-disciplinary 
problems 

[5],[9],[91],[94],[96],[113],[117],[120],[122],[123],[126],[131]–
[133],[136],[140] 

Automate repetitive tasks [5],[28],[68],[69],[82],[93],[96],[98],[102],[103],[111],[112],[115],[119]–[144] 

 

Table 7. KBE applications using AI tools: benefits classification. 

Benefit Associated references 

Reduce costs of the knowledge capture 

process 

[66]–[70],[89],[91],[98],[116] 

Solution to knowledge intensive problems [66]–[70],[89],[91],[97],[116] 

Foster knowledge sourcing [68],[69],[104] 

Design optimisation [89],[98],[103],[104],[107],[113] 

Solution to multi-disciplinary problems [91],[113] 

Automate repetitive tasks [68],[69],[98],[103] 
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D. Collaboration between experts and AI implementations 

Knowledge capture is acknowledged by researchers as the main bottleneck in the 

development of KBE systems. Hence, the use of AI techniques to obtain more efficient 

elicitation tools has attracted more attention in the last decades [68],[145]. However, to 

effectively realise the knowledge sourcing using AI applications it is advised the 

intervention of an expert or a group of experts [92].  

From this perspective, one of the key features of this work is the use of intelligent 

machine learning algorithms that allow the creation of new knowledge from non-

processed data. In the machine learning area there is a considerable amount of 

methods which can be used to automate the knowledge elicitation process. In this 

context, methods capable of creating explicit models or rules from raw data have gained 

engineers attention due to their higher reliability compared to other methods known as 

“black box” applications. “Black box methods” refers to the techniques where rules that 

drive the process are hard coded and not accessible by the user. 

Table 8 shows the classification of research papers integrating AI and KBE regarding 

their context and the interpretative information provided by the AI algorithm.  

Table 8. Characteristics of automated reasoning methods used in KBE applications.  

Id 
Rules can be 
managed by the user 

“Black box” 
method 

Use of explicit rules 
easy to understand 

Context 

[66]  x  Electronics 

[67] x  x Customer Satisfaction 

[68] x  x Services Moderator 

[69] x  x Maintenance 

[70]   x Construction Design 

[91] x  x Failure Detection 

[89]   x Structural Design 

[97]  x  Mould Design 

[98] x  x Design of dies 
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[90]  x  Chemical structures 

2.4.3. Research Gap Analysis 

The identification of a probable research gap on knowledge sourcing aspect of KBE led 

the author to the definition of a research hypothesis assuming that an extended KBE 

system, delivering the knowledge sourcing process requested by the industry, can be 

achieved by integrating methodological support (EKM methods) with AI tools. Moreover, 

the intervention of an expert or group of experts in the problem domain is also an 

element of the integrated solution enabling the knowledge sourcing framework to deliver 

more accurate and reliable predictions.  

To support the research gap presumed at the beginning of this research, a set of 

functional roles associated to KBE and knowledge sourcing tools were defined. The aim 

behind the definition of these functional roles was to facilitate the identification of 

significant research trends and opportunities (apart from the ones identified in section 

2.4.2). Moreover, the reliability of the trends and opportunities found was increased by 

asking six experts in domains related to this research ( 

Table 9) to prioritise each of the functional roles (Table 10). 

Table 9. Experts’ description. 

Expert id Area of expertise 
Academia/ 
Industry 

Experience in  

KBE / AI 

Years of 
experience 

Exp 1 
Through life services, concurrent engineering, 
rule based approaches and numeric data 
analysis 

Academia KBE + AI 10 

Exp 2 Sustainable design and manufacturing Academia KBE 20 

Exp 3 Advanced knowledge capture systems Academia KBE + AI 7 

Exp 4 
KBE systems in design for manufacturing and 
automated CAD tools  

Industry KBE 17 

Exp5 
KBE systems in design for manufacturing and 
manufacturing systems 

Industry KBE 15 
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Exp 6 
CAD applications and aerospace 
manufacturing optimisation 

Industry KBE 11 

Table 10. Experts’ assessment 

Functional Role 

Expert id 

Expert 1 Expert 2 Expert 3 Expert 4 Expert 5 Expert 6 

Capture of expert 

knowledge 
Low/Medium Low High Medium Low Low 

Access to knowledge by 

KBE tool 
Medium Low Low High Medium High 

Automated knowledge 

extraction from data 
High Medium/High High Medium High High 

AI extracted knowledge 

ready for reuse 
High Medium/High High High High High 

Advice on AI tool 

suitability 
High High Medium High High High 

Knowledge lifecycle 

management 
High Medium Low Medium Medium Low 

The level of research priority was defined by the combination of expert assessment 

together with the analysis of papers reporting KBE implementations. The expert 

assessment activity was realised in a focused session where experts were asked to 

score the priority of the tools using High/Medium/Low scores (Table 10). The “KBE 

expert assessment” column in Table 11 provides the averaged values of the outputs 

from the interview process described in Table 10. In parallel, the values of the column 

entitled as “Literature” in Table 11 represent the number of articles using each of the 

functional roles.  

The analysis of the results provided by Table 11 led to the definition of three main 

groups of researches. The first group is closely related to the knowledge management 

area and it includes three functional roles entitled as “Capture of expert knowledge”, 

“Access to knowledge by KBE tool“ and “Knowledge lifecycle management”. Special 

attention was paid by the author to some of the papers included in this group such as 

[5],[9],[28] where the use of the three functional roles mentioned is clearly visible. More 

precisely, in [9] it is well described how knowledge captured from experts is 
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systematically stored separately from the application. This knowledge is placed in an 

external knowledge repository within computable knowledge models, thus enabling the 

knowledge to be easily retrieved by any KBE application. 

The second group identified is related to the use of AI within knowledge-based tools. It 

includes two functional roles named as “Automated knowledge extraction from data” 

and “AI extracted knowledge ready for reuse”.  The integration of AI within KBE 

applications is a key feature of this work and, –as observed in the previous table– 

although experts are highly interested in this topic there are only a few papers present 

in the literature concerning this type of implementations. [66],[70],[90],[91] are the most 

significant papers found in which the two functional roles are identified. From this 

perspective, [67]–[69],[89],[91] apart from using a machine learning approach –to 

automatically extract knowledge from data and store it in a database–, include an extra 

functionality that allows the management of the rules extracted (e.g. Figure 11) .This 

extra functionality is of high interest to this research as it shows an example where 

machine and expert knowledge are combined. 

Table 11. Research priorities analysis. 

Functional roles  P KBE experts assessment  
N of 

Papers 
Literature 

Capture of Expert 
Knowledge: 

Low 

Not a particularly well understood tool in the 
context of KBE. However, often its use results 
on a costly process so automated approach 
would beneficial. 

62 

[5],[9],[28],[46],[6
6]–

[70],[81],[82],[89],
[90],[93]–

[98],[100],[102]–
[105],[107],[109]–

[115],[117]–
[144],[146],[147] 

Access to 
knowledge by KBE 
tool: 

Med 
Well understood tool at mainstream software 
development as interoperability. However, its 
realisation in KBE is limited. 

57 

[5],[9],[28],[46],[6
6],[68],[69],[81],[8
2],[89]–[91],[93]–
[98],[100],[102]–

[105],[107],[109]–
[114],[117]–

[144],[146],[147] 

Automated 
knowledge 
extraction from 
data: 

High 

A common tool in environments where large 
amount of data exist but no formal knowledge 
models are available, (i.e. maintenance, in 
service support). In engineering where 

7 
[46],[66]–
[70],[120] 
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knowledge models exist there is a high interest 
in transforming data into usable (computable) 
knowledge models.  

Advice on AI tool 
suitability: 

High 

The particular choice of AI algorithms to cope 
with engineering problems is based on the 
experience of experts. Tools providing advice on 
algorithm selection are of high interest and low 
availability. A sensible approach may be 
exposing to users a portfolio of problems and 
the algorithms successfully used to provide a 
solution. 

0  

Knowledge lifecycle 
management: 

Med 

Changes to the knowledge used by KBE 
applications are common. The ability to modify, 
select and deselect engineering rules on an 
offline process has interest. This capability is 
progressively being introduced into current 
applications.  

60 

[5],[9],[28],[46],[6
6],[68]–

[70],[81],[82],[89]
–[91],[93]–

[98],[100],[102]–
[105],[107],[109]–

[115],[117]–
[125],[127]–
[137],[139]–

[144],[146],[147] 

AI extracted 
knowledge ready 
for reuse: 

High 

Assuming that usable engineering knowledge 
can be extracted from data, still there is a 
challenge on how to utilise it. Research is 
needed to understand how the outputs from AI-
based knowledge extraction tools can be 
leveraged in KBE tools.  

9 
[67]–[70],[89]–
[91],[97],[98] 

Finally, the last group is related to the functional role termed as “Advice on AI tool 

suitability”.  Despite the high interest of the experts in this kind of applications, there is 

no research advising on AI algorithm selection which considers the knowledge 

management aspect. However, there are many papers presenting AI algorithm 

portfolios –constrained to a specific problem– that guide the method selection such as 

[85],[86]. Moreover, some research studies present applicable examples of a wide 

variety of AI algorithms, thus facilitating the task of selecting a particular technique 

[87],[88].   
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Figure 11.Rules’ management user interface [91] 

After analysing Table 11 in more detail, it became apparent to the author the interest on 

tools enhancing the knowledge management and knowledge sourcing aspects of KBE. 

This is supported by the fact that: 

 KBE applications presenting a methodology to manage knowledge life cycle 

(papers classified within “access to knowledge by KBE tool” and “knowledge 

lifecycle management” functional roles) don’t use AI tools to perform the 

knowledge sourcing process.  

 KBE papers focused on delivering a more efficient knowledge sourcing process 

using AI tools (classified within the functional roles entitled as “automated 

knowledge extraction from data” and “advice on AI tool suitability” and “AI 

extracted knowledge ready for reuse”) don’t present a generic methodology in 

charge of managing the engineering knowledge. 

In summary, the review of KBE papers classified using the defined functional roles 

confirmed the need for a more efficient knowledge sourcing approach, and the creation 

of a better link between KBE and knowledge sourcing.  
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2.4.4. Discussion 

The analysis of the existing literature enabled the definition of the research background 

and the identification of meaningful research tendencies. Besides, the analysis of the 

research trends found allowed the author to validate the research gap.  

Initially, a research gap on knowledge sourcing was identified as a response to the 

current limitations of KBE systems (listed in section 1.1). The research gap found 

represented an opportunity to extend the capabilities of current KBE systems often used 

only as inference implementations. To validate the research gap, research trends 

obtained from the literature analysis process were further analysed. The research 

trends identified, which are relevant to this study, are listed in Table 12. 

Table 12. Research trends. 

Research Trend Related Section and Visualisations 

Increasing interest of KBE within the Aerospace 
Industry 

2.4.2. A & (Figure 9) 

Increasing interest of using AI within KBE systems 2.4.2.B & (Figure 10) 

Interest of integrating AI and KBE to enhance the 
source of engineering knowledge 

2.4.2.C & D ( 

Table 7 &  

Table 8) 

High interest on tools enhancing knowledge life 
cycle and knowledge sourcing aspects of KBE.  

2.4.3 & (Table 11) 

The evaluation of the research trends led to the conclusion that there is high interest on 

KBE and more precisely in integrating AI tools and KBE methods within the context of 

the aerospace industry. This trend together with the inexistence of researches 

presenting a generic methodology –using advanced computational tools to source 

engineering knowledge– confirmed the existence of a gap on knowledge sourcing and 

represented an opportunity to develop a framework aiming the validation of the research 

hypothesis. 
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2.5. Research scope 

The detailed literature review presented in this thesis focused on identifying and 

analysing published work contributing to: 

 The sourcing of engineering knowledge through the use of automated 

reasoning tools. In particular, AI is a field of research delivering promising tools 

to acquire knowledge efficiently. In fact, the use of AI tools seems to enhance the 

extraction of knowledge finding correlations within large amount of data [10],[65]. 

Furthermore, it reduces costs related to the process of knowledge extraction from 

experts. In this thesis, only existing AI implementations will be applied (e.g. Weka 

and Scikit-learn) rather than developing new algorithms. 

 The methodological support to manage engineering knowledge and making 

it available to KBE. The route proposed to integrate the knowledge sourced is 

the combined use of existing Engineering Knowledge Management (EKM) tools.  

Literature on these topics is both associated to Artificial Intelligence and the Engineering 

Knowledge Management research communities. In addition to these specific topics, the 

application of this research in the engineering design domain will be surveyed in detail 

in order to build the foundations of the research cases presented. In summary, the fields 

of study related to the contribution to knowledge are: engineering design, artificial 

intelligence and Engineering Knowledge Management (EKM). 

Moreover, aiming at providing the reader with a better understanding of this research an 

explanation of the KBE, EKM and knowledge sourcing concepts and their relationships 

is provided in APPENDIX A.  

2.6. Concluding remarks 

This chapter presented the methodology followed in order to search, classify and 

analyse literature relevant to this work. Special attention has been paid to researches 
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aiming at enhancing the engineering design process through knowledge-based 

engineering capabilities. Two main conclusions have been extracted from the work 

described in this chapter: 

 KBE technology delivers a framework for automating design repetitive tasks but 

also supports the knowledge retention and reuse. One of the key features of KBE 

is the ability to manage engineering knowledge out of the application. This 

minimises the risk for knowledge loss and fostering its reuse across different 

engineering problems. Although KBE is mainly use for automation it has been 

also successfully applied to enhance knowledge sourcing. Despite the benefits 

provided by KBE, it still fails to provide an efficient approach for expert 

knowledge capture.  

 AI methods are well suited for knowledge capture which is an essential 

component of knowledge sourcing. However, they are often used as “black box” 

applications which don’t provide explicit knowledge. Moreover, when using AI 

techniques delivering interpretative information they are independently exploited. 

Although AI technology is capable of delivering a more efficient knowledge 

sourcing process, there is still a lack of integration of AI algorithms within a 

methodology supporting the management of the knowledge generated. 

These two concluding remarks highlight a research gap on knowledge sourcing in the 

engineering design context. Based on this, an extended KBE development process also 

defined in this research as a knowledge sourcing methodology – encompassing the 

adoption of a generic methodology for managing the complete knowledge life cycle and 

the use of AI techniques for knowledge capture– was proposed. Prior the development 

of the knowledge sourcing capability a set of research questions had to be answered. 

These research questions sought to identify if there is a real interest by the research 

community and the industry in the knowledge sourcing methodology proposed.  

To respond to these questions a detailed analysis of researches aiming at improving 

knowledge sourcing was undertaken. This review highlights the increasing interest in 

using KBE and AI in the context of aerospace industry for knowledge sourcing. While 

the literature survey supports the development of the knowledge sourcing proposed, the 
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next chapter seeks to support the realisation of this work from an industrial perspective. 

This is done by identifying and further analysing existing challenges in actual knowledge 

sourcing capabilities implemented in the context of the engineering design in 

aerospace.  
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3. Knowledge Sourcing: Industrial 

applications 

The purpose of this chapter is to present previous industrial research studies aiming at 

delivering an effective knowledge sourcing approach. Research studies including the 

description of industrial application belonging to various research contexts have been 

identified (APPENDIX E). Relevant studies to this PhD thesis (with special attention to 

applications developed in the aerospace industry) have been described being two key 

researches selected to be studied in more details. These researches selected to be 

further analysed that address the source of engineering knowledge are presented in this 

chapter, highlighting their benefits and limitations. 

The structure of this chapter starts highlighting the characteristics of existing KBE 

systems which consider knowledge sourcing as a priority with special attention on 

existing researches in the aerospace industry in section 3.1. This is followed in section 

3.2 by the description of the criterion followed to select the knowledge sourcing 

capabilities to be further studied. In section 3.3 the methodology followed regarding to 

analyse the capabilities selected for in depth review is described whereas their review is 

detailed in section 3.4. Finally, conclusions derived from the analysis of the industrial 

examples are presented in section 3.5. 

3.1. Introduction 

The analysis of the literature led to the identification of research trends denoting an 

increasing interest in KBE tools focused on the management aspect. Indeed, KBE is 

currently considered by the research community as a potential solution to enable the 

capturing, retaining and reusing of engineering knowledge.  

From an industrial perspective, this research has paid attention to KBE researches 

focus in delivering an effective knowledge sourcing approach. Two different strategies 
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followed by existing KBE applications aiming at improving knowledge sourcing have 

been identified:  

1. Encoding tacit knowledge into knowledge-based system. The objective of 

this type of approach is to retain expert knowledge within the organisation 

minimising the impact of knowledge loss caused by experts leaving or retiring. To 

do that, expert knowledge is captured and coded into an inference tool. In this 

context, [148] presents a framework for the management of Knowledge-Based 

Engineering applications as software services enabling the automation of 

repetitive tasks in the design for manufacturing context. It systematically 

manages the engineering knowledge life cycle management by using a content 

management system which facilitates the accessibility, traceability, review and 

reuse of the knowledge stored. The knowledge used in this capability was 

captured by interviewing experts in the domain. In this direction [135] also 

focuses on the automatization of repetitive and non-creative engineering tasks by 

proposing a KBE tool supporting engineering design application development. 

This KBE application was successfully applied for the design and manufacturing 

of aircraft wiring harnesses reducing the recurring time of the assignment 

process by 80%. [9] presents an effective and faster KBE cost estimation tool 

encoding expert knowledge within a knowledge repository as independent pieces 

(knowledge elements). The knowledge elements selected by the user are later 

on used for the automated estimation of the cost of composite wing structures. 

[141] also presents a KBE tool for weight and cost estimation of composite 

airplane structures including structural analysis where knowledge is externally 

stored within a knowledge based separately from its inference tool to facilitate the 

reuse of the knowledge across different engineering problems. [96] and [109] 

developed KBE applications focussed on design automation using decoded 

knowledge which is stored in an external knowledge base. [96] automates the 

design activity using flexible CAD models where the parameters used to 

iteratively create the objects that compose a design are encoded in a knowledge 

repository. In parallel,  the KBE application  developed by [109],  automating the 

design task, is built on top of two well-established methodologies for the effective 
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knowledge life cycle management: CommonKADS and MOKA which are further 

described in section 4.2. 

2. Decoding knowledge from company data assets. The loss of relevant 

knowledge is often caused by the reduction of experts’ availability together and 

the existence of tools or large data lakes which are not being effectively 

analysed.  In this direction  [149] developed a methodology to extract knowledge 

from company data assets generated from an aerospace application that 

estimates the wing structures. This approach proposes the use of Design of 

Experiments (DoE) to generate the required dataset and Response Surface 

Method (RSM) to create the explicit model of the problem. [89] developed a KBE 

system where a ML algorithm is used to create the rules modelling a finite 

element analysis problem for structural design. In the same direction [69] uses a 

machine learning algorithm for the automated decoding of expert knowledge 

while implementing a methodology for the systematic capture and reuse of 

engineering knowledge. However, this application does not support the 

systematic maintenance and update of the knowledge repository. Therefore, it 

does not supports the complete management of the knowledge life cycle. [91] 

apart from presenting a framework for the automated elicitation of engineering 

knowledge for the automated detection of a failure in a mechanism it enables the 

review, modification and validation of the knowledge decoded  by the ML 

algorithm.  

Recent KBE implementations developed either to encode or decode expert knowledge 

produced promising results regarding knowledge retention and retrieval. However, 

some key barriers still remain constraining the use of KBE to source engineering 

knowledge [9]. In this context, the detailed analysis of two industrial cases carefully 

selected (as explained in section 3.4) enhances the understanding of the existing 

constrains limiting the use of KBE for sourcing engineering knowledge. 
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3.2. Selection of knowledge sourcing capabilities 

The selection of the industrial researches to be further analysed in this chapter was 

based on two characteristics: a) the industrial context where the researches were 

applied and; b) the availability of the experts who carried out the studies. 

On one hand, the detailed evaluation of two case studies applied in the same context of 

this PhD thesis was realised. This pursued the identification of current practices 

targeting the identified KBE challenges in the context of the aerospace industry. In 

doing so, the framework proposed in this research is developed considering the relevant 

KBE aspects associated to the aerospace context.  

On the other hand, the researches under evaluation were carried out in the same 

company where the author of this work is based. This enabled a better access to the 

experts who developed the case studies, thus a more detailed analysis of the 

researches was permitted. 

3.3. Method followed to analyse the selected KBE capabilities 

A method was defined in this research to effectively select and analyse KBE capabilities 

belonging to the domain problems identified in section 3.1. The steps followed in this 

method are listed and described as follows (Figure 12): 

1. Identification of existing studies in the defined problem domains. 

Researches aiming at improving the knowledge sourcing process including the 

description of a use case applied in a real industrial scenario were identified and 

reviewed. 

2. Search and analysis of publish material related to the selected capabilities. 

In this direction a journal paper describing a case where expert knowledge is 

encode was identified [148] whereas in the case of decoding knowledge from 

company assets a master thesis describing the capability was found [149]. 
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3. Search and analysis of internal material. Documents such as “statement of 

work” or documentation created for the project deliverables were studied in 

details. The KBE selected for both domain problems were part of an industrial 

project therefore it was possible to gather useful information mainly from the 

documentation created as part of the requested project deliverables. More 

specifically, this documentation included detailed technical information regarding 

the architecture and functionality of the developed capabilities. 

4. Analysis of the existing capability. This was performed from the user point of 

view in order to identify the benefits and drawbacks of using such a framework.  

5. Informal interviews with the domain experts. After gathering some knowledge 

and understanding of the architecture and functionality of the capability it was 

useful to discuss about the identified advantages and disadvantages with the 

experts in charge of developing such a framework in order to get a better 

understanding of the real limitations of the tool. After each informal interview it 

was useful to go back to the analysis of the capability in order to gain a better 

understanding of what is stopping a wider application of KBE systems in the 

industry.  

 

 

Figure 12. Method followed to analyse the selected KBE capabilities 

In summary, the structured approach followed to review the selected industrial 

researches provided a more thorough understanding of the current practices to source 

engineering knowledge in the aerospace industry. This lead the author to the 

development of a more complete and adequate knowledge sourcing framework.  
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3.4. Examples of knowledge sourcing in the aerospace context  

A common background and purpose is shared by the two industrial cases described in 

this section. More precisely, both cases were developed in the context of an aerospace 

organisation aiming at the improvement of an existing cost modelling capability by 

realising a more efficient source of expert knowledge.  

The cost modelling tool was built to provide AGI with improved manufacturing systems 

supporting the conceptual design evaluation of wing designs: in short, manufacturing 

processes and products were optimised considering a specific driving parameter such 

as cost, time, etc. Initially, the number of parameters and operations considered in the 

cost model was small enough to allow the tacit knowledge –included in the tool– to be 

easily understood. However, the increasing growth of the cost model derived in more 

than 300 driving parameters and more than 1000 intermediate calculations to be 

accounted, thus resulting in too many combinations and possible iterations of 

knowledge elements. As a consequence of the cost model complexity, tacit knowledge 

became impossible to understand by those people not involved in the creation of the 

tool. Therefore, the costing capability became a “black box” application making the 

knowledge transfer and reuse difficult to achieve.  

Challenges linked to the research problem –caused by the cost model evolution– 

motivated engineering teams within AGI to propose solutions to decompose the 

knowledge encompassed in the costing application (Figure 13); changing implicit 

knowledge into explicit allowing the knowledge to be retained and transferred. In this 

direction, two different approaches addressing the knowledge sourcing process were 

undertaken as described below.   
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Figure 13. Cost model evolution  

3.4.1. Industrial case 1: Encoding expert knowledge 

The first case aiming an improved cost modelling tool was focused on transforming tacit 

into explicit knowledge [148]. The proposal tackled the inefficient sourcing of knowledge 

by adopting three main EKM foundations: knowledge life cycle management, knowledge 

visibility and knowledge exploitation. Moreover, to adopt the listed knowledge 

management foundations within a successful framework, three major elements are 

considered in the solution architecture: Knowledge Repository, Knowledge Reuse 

Engine and Knowledge Reuse Spreadsheet. The way this use case addressed these 

EKM principles and their relation with the architecture solution elements is described as 

follows [148]: 

 Knowledge visibility. The usability of the knowledge is increased by: 

 Storing knowledge independently from its application within an external 

knowledge Repository. 

 Decomposing cost model into knowledge elements or building blocks, 

enabling the creation of unique cost models having a specific purpose. 
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The decomposition of the cost model is a manual task realised by 

experts in the domain in collaboration with knowledge managers.  

 Knowledge life cycle management. It refers to the update of knowledge 

elements and storage of tailored cost models, to respectively: (i) facilitate the 

maintenance of the knowledge captured; (ii) allow the review of previous studies 

–listed in all the cost models performed. These benefits are achieved 

implementing: 

  Knowledge Reuse Engine using VBA scripts and Web Services to save 

specific cost model versions within the Knowledge Repository.  

 Content management system as a Knowledge Repository to update the 

knowledge elements used to build the cost model. 

 Knowledge exploitation. It encompasses the automated extraction of reliable 

and updated knowledge –from an external database– and the generation of user-

defined cost models. The adequate exploitation of the cost model was achieved 

using the following architecture elements: (i) Knowledge Reuse Engine in charge 

of driving the queries –defined by the user– to retrieve the cost model building 

blocks from the knowledge repository; (ii) Knowledge Reuse Spreadsheet in 

control of leveraging the selected building blocks and creating the corresponding 

cost model, including user defined values and options selected. Additionally, the 

solution also allows the execution of existing cost models. 

Overall, the resulting framework proved –by the realisation of a proof of concept– to be 

a capability able to realise the cost modelling exercise more efficiently. More precisely, 

the benefits provided by the developed solution are: 

 Less time required to compose a cost model. 

 Management of the model complexity. 

 Delivery of a more user friendly application.  

 Fosters reuse and transfer of relevant knowledge.  
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However, despite the benefits provided by the solution, the semiautomatic nature of the 

capability presenting non-value added and expert time consuming activities has limited 

its use in the industry. Experts were only required to take part at the beginning of the 

methodology in a time consuming task to decompose the knowledge model into building 

blocks. This means that any mistake made by an expert would remain in all the 

following steps of the procedure. 

In addition, the limited expert´s availability provoked the developed framework to be just 

partially completed; only taking into account a small fraction of all the existing 

processes. As a consequence, a research work emerged in AGI addressing the expert 

availability problem; decoding knowledge from the existing cost model using Design of 

Experiments (DoE) and data mining methods. 

3.4.2. Industrial case 2: Decoding knowledge from company data assets 

In this industrial case, the framework proposed is focused on the automated extraction 

(decoding) of knowledge from the costing tool, considering the cost model as a large 

database [149]. To do that, DoE techniques were employed to reduce the number of 

parameters whereas data mining methods were used to generate mathematical 

functions of the procedures contained in the cost model.  

The architecture corresponding to this study contains three elements: DoE engine, data 

mining application and knowledge reuse template. These elements were integrated 

within a semiautomatic methodology summarised in three main steps: 

 Parameter extraction and reduction. Prior the realisation of the DoE study, an 

analysis of the data and processes contained by the cost model was performed. 

The outcome of this evaluation process was the delivery of a list of parameters 

which experts believe are relevant for a specific process. The DoE procedure 

consisted of automated process in charge of reducing the number of parameters 

existing in the list provided by the experts. To do this, the impact caused by the 

parameters on their associated processes (when modifying the parameters 

values) was calculated, provoking the parameters with low impact values. As a 
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result a reduced list of parameters driving the cost modelling processes was 

generated. 

 Rule generation.  Before using a specific algorithm to create the rules describing 

the cost modelling processes, a set of data mining methods were evaluated with 

Response Surface Method (RSM) being the selected technique. RSM was 

considered as the more appropriate after realising an analysis based on 

method´s usability, processing time, accuracy and design limits (maximum 

population allowed in the analysis). The list of parameters provided by the DoE is 

employed by RSM to create a set of rules describing the costing tool behaviour. 

More precisely, for each process in the cost model a mathematical function was 

generated by RSM.  

 Knowledge reuse. To allow the reutilisation of the rules previously generated, a 

VBA script integrated within an excel template was created.  The purpose of the 

excel template is to store and enable the automated execution of the 

mathematical equations extracted by RSM. The knowledge reuse template 

represents a user friendly platform where users can generate MFG time 

estimations of new design configurations by modifying the values corresponding 

to the parameters used by the cost model capability. 

The capability developed in this industrial case demonstrated to be an effective tool to 

simplify the complexity of the cost model and enable the user to trace back the results 

obtained. However, the methodology followed contains several constraints limiting its 

use: 

 Lack of knowledge life cycle management. The systematic capture, retain and 

reuse of the knowledge is not supported. 

 No consideration of rule complexity in the data mining evaluation process. 

An identified limitation to the wide use of this capability was the difficulty found by 

experts to rely the complex mathematical functions modelling each of the 

manufacturing processes contained in the costing tool. 
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 Non expert intervention in the rule validation process. The validation of the 

data mining rules generated without requiring expert involvement permits the 

existence of not meaningful rules from an engineering point of view, thus causing 

the lack of reliability on the results provided by the framework. 

3.5. Concluding remarks 

This chapter has presented previous work addressing the efficient sourcing of 

engineering knowledge. In this regard, two industrial cases developed under the same 

context have been analysed and validated employing the same cost model capability. 

The access to the tools created in each use case, and to the experts involved in their 

development facilitated the understanding of the limitations representing the key 

barriers stopping KBE from being a widely used methodology to capture, retain and 

reuse knowledge. Indeed, the limitations associated with the industrial cases studied 

support the KBE research challenges identified in [9]  as shown in Table 13. 

Table 13. Case 1 and case 2 limitations regarding the identified KBE challenges  

KBE challenge  
Limitations associated with Case 1 
(Encoding expert knowledge) 

Limitations associated with Case 
2 (Decoding knowledge from a 
company assets) 

Need  for a more 
generic and reliable 
methodology 

Lack of an established methodology –such as MOKA (Methodology and 
Software tools Oriented to Knowledge-based engineering Applications) or 
KNOMAD (Knowledge Nurture for Optimal Multidisciplinary Analysis and 
Design)– to systematically source knowledge 

 

No expert involvement in the 
validation process. This 
characteristic is the main cause of 
the capability’s low reliability. 
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A more efficient way of 
sourcing knowledge 
(and especially 
capturing expert 
knowledge) is required. 

Highly time consuming approach: it 
encompasses the use of an EKM 
methodology to realise the 
knowledge retention and reuse 
aspects of knowledge sourcing more 
efficiently, and the use of an 
inference tool to automate repetitive 
tasks –integrating KBE applications 
into engineering workflows. However 
it becomes an unaffordable solution 
when considering expert availability. 

 

The table above presents the current limitations of two engineering capabilities realising 

the knowledge sourcing process in the context of the aerospace industry. It highlights 

the need for a knowledge sourcing approach delivering an efficient knowledge capture 

process and the need of a generic methodology capable of managing engineering 

knowledge in a systematic manner. Therefore it becomes apparent the requirement of a 

framework delivering a faster and generic knowledge sourcing process. 
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4. Knowledge Sourcing 

Framework Structure 

The literature survey performed in chapter 2 highlights a research gap in knowledge 

sourcing whereas chapter 3 remarks the limitations of industrial knowledge sourcing 

capabilities that support the conclusions gathered from the literature review. Based on 

this, this research takes the challenge of developing a knowledge sourcing framework. 

The outcome of this chapter is the architecture definition of the knowledge sourcing 

framework. The framework architecture is structured in three main blocks. These main 

blocks represent the required actions to accomplish the objectives of this research. In 

this regard, the actions to be taken together with their related research objectives are 

presented in Table 14. 

Table 14. Framework Structure: main blocks. 

Elements of the framework architecture 

Related 

research 

objectives 

Search, analysis and exploitation of machine learning methods to 

enhance knowledge capture. 
2 – 3 

Adoption of an existing methodology enabling the systematic 

knowledge life cycle management. 
4 – 6 

Development of a platform where experts and machine learning 

algorithms can interact, create, review and validate new 

knowledge. The platform also allows the access of relevant data, 

and the advanced analysis of information. 

2 – 6 
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4.1. Search, analysis and exploitation of machine learning methods 

The first task realised in the development of the proposed framework was to identify 

machine learning methods capable of generating an explicit model supporting the 

sourcing of engineering knowledge. To do that, a study of common ML methods widely 

used by the research community was carried out using as main resources books  

[87],[88],[150]–[152] and acknowledged open-source machine learning tools (Weka and 

scikit-learn).  

ML methods are generally classified in two main groups: supervised and unsupervised 

learning [150]. Algorithms belonging to the supervised learning group contain target 

values or labelled data. This means that these methods, in order to create a set of rules, 

use input data samples containing the sought output values in the learning process, 

thus the explicit model can be easily evaluated (e.g. using Cross-Validation method or a 

“Test Set”). Moreover, supervised methods assume that some observations (inputs) are 

the cause of the other observations (outputs). An example of this type of methods is 

presented when a supervised learning algorithm is used to predict next month weather 

forecast based on historical data. 

The second type of machine learning methods is known as unsupervised learning. 

These algorithms aim finding hidden structure within unlabelled data in cases where you 

don’t really know what you want to predict. These methods are often used to find 

commonalities in data, delivering as a result a set of clusters [151]. A typical example of 

this is the definition of shirt sizes or clusters (small, medium, large, etc.). The use of this 

technique helps to select the optimum number of clusters that would make the clients 

feel more satisfied, saving time and costs.  

In this research only supervised methods were used due to the characteristics of the 

problems faced in the 2 case studies implemented. These properties are: a) the nature 

of the data capture where observations are caused by other observations and; b) the 

data available was labelled. Supervised learning encompasses two types of techniques: 

regression and classification [150]. Regression algorithms aim at the prediction of 

continuous values. In manufacturing, an example of regression methods is the 
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prediction of the time required to perform a specific activity. In contrast, in classification 

the target is to identify the category of a particular observation. The diagnosis and 

detection of cancer is considered as one of the most common examples of classification 

techniques [153]. The categories are ‘YES’ or ‘NO’ which refer to the two possible 

symbolic values in the cancer prediction process. 

Within the supervised methods, many machine learning methods behave as ‘black 

box’s algorithms [154]. This means that the user introduces input data and only 

retrieves the predicted results without any interpretative information. This leads to the 

impossibility of tracing back the results generated. However, there are some methods 

which, on top of the prediction values, also provide an explicit model; thus the user is 

able to better understand how the results were obtained. In this research, the delivery of 

interpretative information provided by ML algorithms (in the learning phase) is a key 

feature necessary to achieve the established objectives for the reliability of the 

methodology.  

The explicit model or rules provided by some ML methods are usually found in the 

format of “IF THEN” equations or tree representation. Table 15 shows a classification of 

acknowledged and widely used supervised learning methods [120]–[122] which are 

embedded within web mining applications such as [155] and [156]. The classification of 

the techniques is based on the type of method that they can deal with and the level of 

understanding of the interpretative information provided. Most of the information of the 

table below was gathered from the researches specified in “References” column. The 

table was completed with knowledge captured from the experts involved in the 

development of the use cases implemented in this research (mainly knowledge related 

to the level of rule’s understanding).  

From the analysis of the table shown below it is observed that explicit rules can be only 

extracted from a few techniques. The existence of some methods providing the user 

with relevant information –about the problem-logic or the equations driving the target 

variable– represent an opportunity to carry out the knowledge elicitation process more 

efficiently (what is aligned with some of the objectives established in this study). 
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Finally, the methods presented in Table 15 –containing explicit rules– have been 

integrated within the platform developed (see section 4.3) to allow the improved 

knowledge capture. Moreover, a description of these selected methods is described 

below. 

Table 15. Classification of common supervised machine learning methods. 

Method 

Solve 

Classification 

Problems 

Solve 

Regression 

Problems 

Explicit Rules 

can be  directly 

extracted 

Level of rule’s 

understanding 
References 

Decision trees 
(REPTree) 

Yes Yes Yes Low / Medium 
[157],[158], 
[159] 

Random 
Forest 

Yes Yes No - 
[160] 

Naive Bayes Yes No No - [161],[162] 

Logistic 
Regression 

Yes No No - 
[163],[164] 

Support Vector 
Machines 

Yes Yes No - 
[165],[166] 

Linear 
Regression 

Yes Yes Yes 
It depends on 
the problem’s 
complexity 

[167] 

Gaussian 
Processes 

No Yes No - 
[168] 

Rule methods 
(M5R) 

No Yes Yes Medium / High [169]–[171]  

Neural 
Networks 

Yes Yes No - [166],[172] 

Fuzzy Rule-
Based 
Systems 

Yes Yes Yes Medium/High [173],[174] 
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A. Linear regression 

This statistical method is one of the oldest and it finds the best-fitting straight line by 

modelling the relationship between a dependant variable y and one or more explanatory 

variables x with their specific slope coefficient [175],[176]. 

There are different types of linear regression depending on their parameters: 

 Simple linear regression: It only uses one independent variable counting with 

two parameters expressed as follows: 

𝑌 = 𝐵𝑜 + 𝐵𝑖𝑋𝑖 + Ɛi 

Where Ɛi is the error associated to the Xi parameter and Bo and B1 are the 

coefficients of the equation. 

 

 Multiple linear regression: It considers the response variable as a linear 

function of the parameters of the model where there are no independent 

variables in the model. The equation of a multiple linear regression model is 

represented as follows: 

𝑌 = 𝐵𝑜 + 𝐵1𝑋1 + ⋯ + 𝐵𝑛𝑋𝑛 + Ɛi  

 

In short, simple linear regression investigates the linear relationship between one 

dependant variable and one explanatory or independent variable whereas multiple 

linear regression is focused on the relationship between one dependant variable and 

two or more independent variables. Due to the greater number of independent variables 

considered by multiple linear regression it also difficulties the achievement of a highly 

accurate model due to certain effects such as collinearity and detection of outliers [176]. 
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B. Fuzzy Rule-Based Systems 

Fuzzy Rule-Based Systems (FRBSs) are an extension of production systems which are 

classified as classical rule-based systems. FRBSs are based on fuzzy set theory 

introduced by [177]. Fuzzy set theory enables engineers the adequate representation of 

their knowledge (concepts, variables and rules) in a more natural language. To do that, 

a model in the format of IF-THEN rules in fuzzy set theory. This is in the form of “IF X 

THEN Y” where X and Y are fuzzy sets. The use of fuzzy sets shifting from only using 

members of the model with only two values (0 or 1) to use as many values from 0 to 1 

as desired. In fact, the number of values of a specific fuzzy set is determined by the 

membership function. 

For instance, having two parts of a rule X and Y known as antecedent and consequent 

respectively and assuming we are trying to solve a problem of calculating the distance 

to cover running we need features such as speed of the runner and time while he/she 

was running with linguistic values defined as follows: 

 Distance: short, medium, long. 

 Speed: low, medium, high. 

 Time: short, medium, long.  

Based on the specific conditions of the problem it is possible to define an IF-THEN 

fuzzy rule as: IF the speed in the runner speed is high but in a short period of time 

THEN the distance covered will be medium.  

The use of FRBSs has been used for solving problems regarding uncertainty, 

uncertainty, non-linearity and imprecision in wide range of areas such as pattern 

recognition [178], data mining [179] and control engineering [180] among others. The 

advantage of using fuzzy rules is their facility to understand them by experts due to the 

use of the fuzzy sets expressed in a format closer to the human language.  
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C. Decision Trees 

This type of method generates a model in the format of a tree which maps observations 

used to predict the value of a target value. It uses Divide-And-Conquer technique which 

consists on dividing the samples in a set of subsets and then it uses each subset to 

create a rule or set of rules. The rules created using each subset are finally merged. In 

the tree representation leaves target values whereas branches represent conjunctions 

of features that lead to the target values. The decision trees methods using numeric 

target values are known as regression trees. Some examples of this type of method are 

ADTree, Random Tree and REPTree.  

 ADTree: It applies boosting procedures to generate the classifiers which are in 

the form of majority vote over a number of classifiers what delivers smaller an 

easier to understand classification rules. 

 RandomTree: This algorithm creates a model considering a number of randomly 

selected attributes at each node and it does not perform any type of pruning.  

 REPTree: It constructs the predictive model by using information gain/variance 

and it prunes the tree by considering reduced-error with back-fitting. This method 

only sorts for numeric features once at the initial run and then uses the sorted list 

to decide the splits.  

The advantage of decision trees is that they are easy to interpret after a brief 

explanation and don’t need a large dataset to create a meaningful tree. It also enables 

the easy integration of new scenarios and its integration within other decision 

techniques such as Random Forest [157],[158], [159]. 

D. M5rules 

This method constructs a decision list for regression problems using Divide-And-

Conquer technique. It builds a model using M5 decision tree in each iteration and 

makes a leaf out of the best rule generated. M5 is a robust and efficient method [170] 

used for instance in the water sector [181],[182]. The “IF THEN” format of the explicit 
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rules generated by M5rules method often enables the quick understanding of the 

predictive model generated [169]–[171]. 

This algorithm uses an estimate of the expected error at each node using test data. This 

error is calculated using training data which leads to underestimating the real error that 

would exist when using testing data. To account for that a penalty is added by 

multiplying the error by a factor. Moreover, M5rules generates a linear model for each 

node of the unpruned tree.  This model is calculated using standard regression and it is 

simplified by dropping terms until error stops decreasing. After that, the model is pruned 

from the leaves as long as the estimated error decreases.  

4.2. Adoption of an existing methodology to manage the knowledge 

life cycle 

Two key features are considered as the foundations of this work: the use of AI 

knowledge-based applications to source knowledge, and the use of methodological 

support to adequately manage the knowledge generated. The adopted methodology 

allows the integration of KBE applications into engineering workflows, thus facilitating 

the adoption of the proposed framework in the industry.  

In the previous decades, several methodologies supporting the development and 

maintenance of knowledge based systems (KBS) have been realised [183]. In this 

context, three methodologies were analysed and one of them was selected as the most 

suitable to be adopted in this project.  The three methodologies studied are: MOKA 

(Methodology and Software tools Oriented to Knowledge-based engineering 

Applications), CommonKADS (Common Knowledge Acquisition and Documentation 

Structuring) and KNOMAD (Knowledge Nurture for Optimal Multidisciplinary Analysis 

and Design). MOKA methodology is based on eight KBE life cycles steps which are 

classified within 3 different stages [82] as shown in Table 16.  
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Table 16. MOKA methodology 

Stages Life cycle steps Description 

Stage 1 

Identify Knowledge identification and 
management approval to 
continue with the process. Justify 

Stage 2 

Capture Knowledge collection using 
elicitation methods and 
representation of the knowledge 
captured in a formal, consistent 
and standard manner. 

Formalise 

Stage 3 

Package 

Design and implementation of 
the KBE system. 

Distribute 

Introduce 

Use 

 

CommonKADS presents many similarities with the MOKA approach and it is also 

divided in three main layers [83]. The first layer, which is related to the organisation task 

and agent models, is similar to the first stage of MOKA where the opportunities to 

develop KBS are identified. The second layer is the most widely used component of 

CommonKADS. In fact, the expert model is created in the process linked to this layer. 

The expert model contains three different types of knowledge: task, inference and 

domain knowledge. The creation of the expert model is similar to the second stage of 

MOKA [183]. In this step, knowledge is captured and formalised to enable its later 

reuse. Finally, the creation of the design model and its posterior implementation are 

carried out in the third and last layer.   

MOKA and CommonKADS have been acknowledged by the research community as the 

most relevant methodologies when talking about KBE development [183]. However 

there are some challenges remaining related to their main drawbacks as described in 

[183]. In this context, CommonKADS provides the user with a set of guidelines and 

templates to complete the tasks improving repeatability. Nevertheless, the use of these 
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guidelines and templates decreases its flexibility. Users also complain that there are not 

enough templates to cover most of their current tasks. The main drawback of MOKA is 

identified in [183] where it is argued that this methodology is more focused on 

supporting knowledge engineers than the end user. Moreover, a common limitation to 

both approaches –MOKA and CommonKADS– is the incapacity to deal with knowledge 

change, not accounting for its origin and the repercussions of its change.  

Due to the limitations described, it is observed that a set of challenges in terms of 

developing KBE systems still remain open. A potential solution adopted in this study to 

overcome these challenges is the use of an updated version of KNOMAD methodology. 

A description of the KNOMAD methodology together with an explanation of why it was 

chosen to be used in this thesis is described below. 

4.2.1. KNOMAD Methodology 

As MOKA and CommonKADS, KNOMAD (Knowledge Nurture for Optimal 

Multidisciplinary Analysis and Design) is a methodology created to support the 

development of KBE systems [184]. This methodology encompasses a set of steps that 

might be repeated in order to achieve a proper management of the knowledge life cycle. 

It consists of the following steps [183]: 

 Knowledge capture. Scope, objectives and assumptions of the project are 

identified and knowledge is extracted from two different sources: explicit and tacit 

sources. To capture engineering knowledge efficiently this methodology advises 

the use of existing acquisition methods. On one hand, the use of natural 

techniques such as interviews and group meetings is convenient when trying to 

capture explicit knowledge. On the other hand, if tacit knowledge needs to 

acquired card sorting or three card trick are usually the methods employed. 

 Normalisation. After the knowledge is captured, it goes through quality control 

and normalisation processes where this knowledge is broken down into a set of 

relations removing data redundancies and ensuring data consistency. In the 

normalisation stage data is stored within informal and formal models defined by 
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the knowledge manager. The use of informal model enables the easy storage of 

unstructured data containing various data type format. In parallel, the use of 

formal models permits the use of knowledge elements within automated 

processes (e.g. storage of machine learning rules stored in formal models which 

are later on retrieved to automatically generate the requested predictions of new 

data samples). This task must be carried out to comply with the necessary 

requirements to proceed with the next stages of the methodology.  

 Organisation. In this step, the data structure is defined improving knowledge 

storage and accessibility. By defining the data structure, the knowledge becomes 

computable and independent from its application. This means that it is possible 

to retrieve relevant bits of this knowledge stored and use them in other problems 

across the organisation. At this stage, the use of ontology is advised in order to 

increase knowledge transparency and applicability (see 4.2.2). 

 Modelling. To model the knowledge, informal and formal models belonging to 

MOKA and CommonKADS are used at this point of the methodology. In this 

stage of the KNOMAD methodology three Enterprise Knowledge Resources 

(EKR’s) have been created: “Knowledge”, “Applications” and “Case Reports”. 

The EKR’s defined enhance a better management of the knowledge life cycle by 

allowing to independently store the elements of the proposed framework into 

knowledge packages managed in a central Knowledge Repository. Once the 

knowledge has been modelled, this phase is followed by the implementation of 

these models. 

 Analysis. The analysis of the methodology is a crucial task in order to achieve a 

suitable KBE system. Qualitative and quantitative analysis of the created EKR’s 

are realised in order to ensure the proper functionality of the system. This 

analysis is crucial to validate the case studies implemented in the knowledge 

sourcing framework developed in this study –see section 6.3 for more details 

about the validation process.  
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 Delivery. Finally, once the platform integrating the corresponding methods and 

tools is developed, and after the system is reviewed and validated by experts in 

the domain, the knowledge sourcing capability is delivered to the stakeholders. 

A detailed analysis classifying the three methodologies previously mentioned used to 

develop KBE systems are shown in  

Table 17. The decision criteria followed in the table below is based on the extensive 

analysis of MOKA, CommonKADS and KNOMAD carried out by [32],[184],[185] and 

specially by [183]. 

The outcome of the study presented in  

Table 17 shows the advantage of using KNOMAD compared to its competitors. This is 

due to KNOMAD integrates the best practices employed by MOKA and CommonKADS. 

Moreover, KNOMAD uses an ontology to properly account for knowledge change, 

improving its applicability and transparency. 

Table 17. Classification of methodologies supporting KBE development. 

Property 

Methodology 

MOKA CommonKADS KNOMAD 

Promotes 

Knowledge 

Reuse 

↑ 

Knowledge capture and 

formalisation stages of the 

methodology enable 

knowledge reuse. However it 

doesn’t use guidelines to 

support users. 

↑↑  

Use of engineering 

templates supporting 

the realisation of 

certain tasks, 

enhancing 

knowledge reuse.  

 

↑↑ 

It uses guidelines adopting 

a similar approach to the 

one employed by 

CommonKADS to capture, 

formalise and maintain 

knowledge. 

Promotes 

Knowledge 

Change 

↓ 

Not clear what happen when knowledge changes (no 

guidelines). 

Lack of investigation of the knowledge change 

consequences. 

A costly solution proposed to respond against knowledge 

update is to go through all the steps of the methodology 

↑↑ 

Use of Knowledge Lifecycle 

Model to cope with 

knowledge change. 

Implementation of a 

dynamic approach to face 

knowledge changes. 
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again. Static approach to face knowledge changes. 

Flexibility ↑ 

Use of a graphical object-

oriented technique (MOKA 

Modelling Language) to 

model the knowledge and 

display it at user level, thus 

enhancing the flexibility of 

the methodology. 

↓ 

The use of 

guidelines improves 

replicability but 

decreases flexibility. 

 

↑ 

Use of an ontology to 

deliver a more flexible 

approach. 

 

Applicability ↓ 

It doesn’t focus on user 

support. 

 

↑↑ 

Use of guidelines to 

solve complex 

problems employing 

easy steps. 

↑↑ 

Use of guidelines to solve 

complex problems 

employing easy steps. 

The use of ontology 

enables its wide 

applicability across different 

engineering problems. 

Transparency ↓ 

They are not focus on knowledge transparency and 

accessibility. 
↑ 

The use of an ontology-

based EKR approach which 

users can make 

annotations enhancing the 

knowledge to be accessed, 

traced and maintained at 

any time. 

Accessibility ↓ 

↑ Optimal; ↑↑Highly optimal; ↓Property not perform in an effective manner 

The conclusions derived from  

Table 17 together with two key characteristics of KNOMAD are the main reasons why 

this methodology was selected to be adopted in this research. These relevant features 

provided by the KNOMAD methodology are:  

 Applicability:  the methodology is simple enough to promote its use across 

different engineering problems within the organisation, thus enabling the transfer 

and reuse of engineering knowledge. Moreover, the use of an ontology enables a 

wider applicability of the developed capability across different engineering 

problems. 
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 Supports knowledge change: In the context of this work, this is the most 

important feature of this methodology. For instance, new data is often generated 

causing changes in the rules modelling a problem. Therefore, in order to allow 

the machine learning algorithm to create better quality rules, the effective 

management of knowledge update is a must. It is acknowledged by researchers 

that the knowledge created by machine learning methods is only as good as the 

data used in the learning process. Therefore, keeping knowledge updated enable 

machine learning algorithms the delivery of more accurate predictions. 

4.2.2. KNOMAD Methodology: KLC Ontology 

To improve knowledge transparency and support knowledge change and traceability, 

conceptual models were used to create a KLC ontology. This ontology was created in 

[183] as part of the updated KNOMAD methodology and it has been adopted in this 

research. The reason to re-use this ontology is due to the close link between the 

researches context.  

The language selected is UML which uses a set of classes representing KLC concepts. 

UML also contains certain aspects such as class attributes and relationships. The main 

classes of the UML diagram of the KLC ontology are (Figure 14): 

 Enterprise Knowledge Resource. This class is the backbone of the existent 

KLC ontology. It represents the ontology functionalities and encompasses three 

main classes:  EKR Knowledge, EKR Process and EKR Case. 

 EKR Knowledge. It stores the knowledge that can be used by any other EKR 

element. For instance, –in the first case study of this research described in 

chapter 6– a list of wing design descriptors collected and stored within the 

knowledge class are used by the process element when the application is 

executed. 

 EKR Process. It contains automated processes or applications. It is here where 

the user executes a specific inference tool such as the tool in charge of creating 

a new ML analysis report or the one that creates a new case prediction report. 
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 EKR Case. It collects data generated when the application placed in the EKR 

process element is run.  

 Product, Process and Resource: These three classes are used to annotate 

EKR’s and their subclasses. 
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Figure 14.UML class diagram of KLC ontology [183]
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4.3. Knowledge sourcing platform  

A knowledge sourcing platform has been realised with the aim of achieving an efficient 

knowledge acquisition process while enabling the systematic creation, capture and 

reuse of engineering knowledge. The main elements of the KSF architecture integrated 

within the platform are: 

 Content repository. It is a web-based content management system built on top 

of a database allowing the storage, access and modification of the knowledge 

captured. As described in section 4.3, it contains two different interfaces: 

administrator and user interface. The administrator interface permits the 

development of the platform functionalities and webpage composition within this 

content repository. In parallel, the user interface enables the interaction between 

the expert and the content stored, thus permitting the execution of any inference 

tool embedded within the platform. 

 Machine learning libraries. Two different ML libraries have been considered in 

this research: Weka and scikit-learn. The most common methods belonging to 

these libraries have been analysed in section 4.1. The selection of the methods 

belonging to these libraries is based on:  

 The accuracy of the results obtained in the learning process. 

 The meaningfulness and understanding of the rules provided which will 

be later used by the algorithm to generate the target class predictions.  

After the analysis is performed, the selected methods are encoded within the 

platform to allow their automated execution.  

 Scripts. Most of the scripts were developed with the aim of automating ML 

libraries. In this regard, the use of java and python scripts was needed to 

automate Weka and scikit-learn libraries respectively. The rest of the scripts were 

written in JavaScript and PHP to allow the expert and web-based platform 

interaction. These scripts are linked to the functionalities of the content repository 

such as searching, filtering and storing data.  
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The framework proposed was developed using a web-based content management 

system –open source– built on top of a database. This system contains two different 

interfaces named as “administrator interface” and “user interface”. In the administrator 

interface, the data structure and a set of html files describing how the data is displayed 

to the end user are created. In the web-based user interface, information is displayed to 

the end user as it is often done in a website (Figure 15). 

 

Figure 15. Content management system: User interface 

The procedure to be followed in order to create a new service and obtain the predicted 

results is divided in two main phases: offline and online stages that are explained in 

details below. In this work, a service is considered as any process containing three EKR 

elements: knowledge, tools and case reports. The aim of a service is to predict a 

particular event by combining machine learning algorithms and expert knowledge. For 

instance, the first use case (see chapter 6) –based on a service that predicts the 
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manufacturing cycle time to produce a wing cover– is composed of three EKR’s where 

the knowledge related to the service, the inference tool and reports generated are 

independently stored. 

4.3.1. Offline Phase 

The steps involved in this stage represent the framework backbone as they enable the 

creation of the EKR’s elements for a specific service. This phase encompasses four 

steps which are directly related to the KNOMAD methodology implemented in this 

platform. These four methodology steps are: 

1. Knowledge capture. Initially, there is a need to define the problem objective or 

event that the user requires to be predicted, and identify the parameters that 

drive that particular event. In this process, experts and knowledge managers are 

usually involved. More precisely, knowledge managers use acquisition 

techniques to extract tacit and explicit knowledge from experts. The knowledge 

acquired permits the definition of an initial set of parameters that drive the event 

to be predicted. The list of parameters defined –affecting the analysed event– 

constitutes an initial model of the problem. This model will be used by the ML 

algorithm to build a more complex one –describing the problem behaviour– that 

will be employed in the prediction process. 

2. Normalisation and organisation of the knowledge captured. Initially, the data 

capture goes through an extensive quality control. After it is reviewed by experts 

and knowledge managers, the specific ontology and data structure are created. 

The data structure is manually created within the content management system by 

using the administrator interface. The creation of the ontology and data structure 

facilitates the access to the data constituting the semantic backbone of the 

knowledge base implementation. 

3. Modelling of the knowledge. In this step the knowledge models correspondent 

to the EKR components (knowledge, tools and case reports) are created. The 

main models are: 
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 Knowledge articles containing relevant knowledge associated to the 

service. 

 Models including user interface functionalities (e.g. data upload) 

 Case report articles containing the results generated by the machine 

learning algorithm. 

The creation of these models enables the easy representation, storage and 

retrieval of the data captured and generated within the scope of a service.    

4. Implementation. This step encompasses the development of a set of 

applications which enable the online execution of the service. The tools created 

in this step are common for any service apart from the feature recognition tool 

which is in charge of automatically capture input design data. 

4.3.2. Online Phase 

The online phase encompasses all the steps carried out by the user utilising the user 

interface excluding the automated tasks running in the background. In the first place, 

the user uploads a file (“Training Set”) containing the data that will be used in the 

automated learning process (Figure 16). After that, it is time to proceed with the main 

tasks of the online process which are the selection of the machine learning method and 

the posterior management of the model automatically generated by the machine 

learning algorithm.  

 

Figure 16. User interface: Upload input data set. 
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To select the adequate ML algorithm, the intervention of an expert in the domain is 

required.  The expert will analyse the results obtained by the machine learning algorithm 

and will select the most suitable method (Figure 17).  

 

Figure 17. User interface: Method Selection 

The expert criteria used in the selection process is based on the level of understanding 

of the rules automatically generated and the accuracy of the results generated in the 

prediction process. The accuracy of the algorithms is assessed through the analysis of 

two machine learning scoring values: Root Mean Squared Error (RMSE) and Mean 

Absolute Error (MAE).  Once the method has been selected, the expert makes use of a 

set of data analytics tools to identify incoherencies in data and modify the rules in 

response (Figure 18). The review of the machine learning rules is an iterative process 

that ends with the rules’ pre-validation step that is achieved when an expert or group of 

experts are satisfied with the results obtained. 
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To achieve a reliable validation of the rules, the model generated –previously pre-

validated– is employed to predict the samples contained in the “Test Set” file. To avoid 

over fitting, the data contained in the “Test Set” file was not used in the learning process 

(not used in the creation of the rules). The validation of the explicit model is completed 

after the experts accept the accuracy of the results (predictions corresponding to the 

“Test Set” samples generated by the pre-validated rules) as acceptable from an 

engineering point of view. 

After the model is validated, in case the user wants to obtain the predictions of a new 

design configuration, it is necessary first to upload an input data file containing 

information regarding design descriptors of the new design case. After the file 

containing design data is uploaded into to system the prediction process is 

automatically triggered and as a result the predictions are displayed on the screen. 

When a file is uploaded for prediction, a python script uses the validated ML rules to 

generate the corresponding predictions. Next to these predictions, a set of tables are 

displayed presenting the input data (corresponding to the design descriptors), predicted 

values, rule applied to predict each sample and the list of validated rules employed in 

the prediction process (Figure 19). 
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Figure 18. User interface: Rules’ management Application 
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Figure 19. Case report generated when executing the prediction process of a new case. 
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4.3.3. Offline and online phases overview 

In summary, the capture and pre-process of the data together with the creation of the 

EKR’s models are classified as offline processes. The automated generation of AI rules, 

the review and validation of the rules, and automated prediction of new design 

configurations are included in the online phase. Figure 20 shows the procedure followed 

to create and execute a new service using the methodology proposed in this work.  

 

Figure 20. Service creation within KBE Platform: Process flow.  

All the tasks involved in the development of a new service within the KBE platform are 

described in more details in the following two chapters where two different case studies 

are presented. 

4.4. Contribution and novelty of the framework 

The presented methodology is composed by two main features. The first feature implies 

the adoption of a generic methodology which enables the adequate knowledge 

management through the systematic source of engineering knowledge. The adoption of 

a methodology permitting the management of the complete knowledge life cycle allows 

the effective knowledge capture, retention, reuse and update. In doing so, the risk of 
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knowledge loss and the time for carrying out the engineering design process are 

reduced. 

The second feature is the integration of AI techniques and experts. The use of AI 

algorithms reduces the time to capture engineering knowledge whereas the review and 

validation of the knowledge generated by the AI method increases the reliability of the 

predictions. Therefore, combining AI methods and experts delivers a more efficient and 

reliable knowledge sourcing process.  

The analysis of researches related to the first feature published in the last two decades 

denotes an increasing number of implementations adopting well established 

methodologies. In this regard, existing studies achieved the effective knowledge 

management through the implementation of established methodologies such as MOKA 

or CommonKADS [82],[109]. Literature related to the feature of the approach integrating 

AI methods and experts highlights the use of AI methods to create new knowledge 

[10],[65]. However, only a few researches consider the expert intervention as an 

essential feature [69],[70],[91].  

Although some researches aim to tackle the first or the second feature of the 

methodology proposed, studies targeting both features have not been found in the 

literature. Therefore, the integration of both elements into a single framework enabling 

the effective management of the knowledge life cycle and the efficient source of 

engineering knowledge is considered by the author as the novelty of this PhD thesis. 

The consecution of the integrated knowledge sourcing framework led to a set of 

research contributions described as follows: 

 Efficient creation of new knowledge. The use of AI algorithms, providing the 

user with explicit rules which model a problem, enable not only capturing 

knowledge from experts but also from company data assets.  Using these 

advanced techniques time required to capture expert knowledge is reduced. 

 Support engineers to use the most appropriate AI tool.  The knowledge 

sourcing framework encompasses a method which displays relevant information 
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about the executed AI algorithms such as explicit rules modelling the problem 

and some scoring values evaluating the accuracy of the results obtained by each 

algorithm. This interpretative provided facilitates the selection of a suitable AI 

technique for a specific problem. 

 Enhance KBE reliability. The reliability of the KBE application is achieved 

through the use of a methodology which enables experts to review, modify and 

validate the explicit model generated by the AI tool. To do so, the rule 

management application embedded within the knowledge sourcing platform 

provides experts with visual analytical tools that facilitate the data analysis 

process. 

 Effective knowledge retention. This is achieved through the adequate 

implementation of the formalisation KNOMAD step where knowledge is stored 

into informal and formal models.  

 Effective knowledge reuse. It is permitted by the use of domain ontology in the 

creation of the knowledge architecture (organisation stage), and the data storage 

into knowledge packages (EKR’s). On one hand, the use of a domain specific 

ontology enhances knowledge accessibility and traceability. On the other hand, 

the use of EKR’s allows to independently store the elements of the proposed 

framework into knowledge packages which are managed in a central knowledge 

repository where knowledge is ready to be used by any KBE application. 

 Integration of KBE tools into engineering workflows. KBE applications are 

embedded in a content management system set to follow KNOMAD steps. In 

doing so, KBE tools are ready to be used in workflows across different 

engineering problems.  

4.5. Concluding remarks 

The definition of the knowledge sourcing framework architecture has been reported in 

this chapter. Each element of the architecture has been design to fulfil the research 

objectives 2–6. The architecture created is divided in three elements: 
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1. Search, analysis and exploitation of AI methods for knowledge capture. 

2. Adoption of a well-established methodology for generic and effective 

management of engineering knowledge. 

3. Creation of a knowledge sourcing platform. 

The first architecture element aims the identification, classification, and analysis of 

methods and tools for capturing engineering knowledge more efficiently through the use 

of AI algorithms. In this regard, some of the most widely used machine learning 

algorithms [88],[150],[151]  were classified and analysed based on their ability to solve 

different type of problems (classification or regression problems), and generate an 

explicit model. Moreover, two well-known libraries for machine learning are integrated 

within the knowledge sourcing platform for automated knowledge capture. The research 

outcome related to this architecture item is the delivery of a method for fast knowledge 

capture reducing the need for expert availability. 

The objective of the second element of the architecture is to ensure the correctness and 

validity of the methodology used to manage the complete knowledge life cycle, thus 

delivering a framework that realises the effective capture, retain, reuse, and update of 

relevant knowledge.  

Finally, the objective of the third element of the architecture is to define the structure of 

the knowledge sourcing platform. The definition of the platform structure provides a 

baseline for the systematic and fast implementation of the case studies.  In doing so, 

the appropriate application of the use cases of this research is ensured. 

To provide the reader with a better understanding of how the established research 

objectives are achieved, technical contributions of the knowledge sourcing framework 

presented in this work are described in the following chapter. 
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5. Knowledge sourcing 

framework: Technical 

contributions  

This chapter describes in more details the technical work carried out to achieve the 

research objectives related to the implementation stage of the KNOMAD methodology 

(objectives 2-5) listed in the table below.  

Table 18. Description of the research objectives related to KNOMAD implementation. 

Research 

Objective 

Section Description 

5 5.2 To manage engineering knowledge separately from KBE 

applications by systematically storing KBE rules into a human 

readable format 

2 5.3 To help engineers in identifying AI tools that are most 

appropriate for their particular problem 

3 5.5 To enable efficient knowledge acquisition by exploiting AI tools 

capable of generating automated KBE rules from data assets 

4 5.4 To enhance KBE reliability by the assessment of KBE rules, 

allowing the designers to identify the quality of the results 

obtained 

Although the work performed towards the execution of these research targets is 

described in chapter 4, a more detail explanation focused on technical aspects is 
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required to prove their achievement. Therefore, the outcome of this chapter is to show 

the achievement of the research objectives 2–5 from a technical perspective. To do 

that, the functionality of the framework is demonstrated by using simplified engineering 

problem, thus making the accomplishment of the targets more comprehensive. 

This chapter is structured as follows. First a brief description of the engineering problem 

used in the demonstration of the knowledge sourcing framework is presented in section 

5.1. Sections 5.2, 5.3,5.4 and 5.5 describe, from a technical point of view, how the 

research objectives are achieved. Finally, in section 5.6, a brief summary highlighting 

the achievements described in this chapter is presented.       

5.1. Description of the engineering problem 

This chapter describes in details the implementation of the KSF developed in this 

research to solve an engineering problem. The context of this engineering problem is 

the aerospace industry. More precisely, the context is the quality estimation of Carbon 

Fibre Reinforced Plastic (CFRP) wing stringers. The values of the output class (quality 

class) belonging to the dataset –used by the machine learning application in this 

engineering problem to create a model of the problem– where provided by domain 

experts. These values corresponding to the quality class where defined by experts in 

the wing stringers manufacturing context by visually analysing each of the design 

samples. Certain characteristics of the wing stringers such as wrinkles on the surface 

and delamination issues where taken into account by the domain experts to define the 

quality value for each stringer sample. 

These stringers are manufactured using Advanced Fibre Placement (AFP) technology. 

AFP is considered by the engineering community as an immature technology requiring 

further research in order to identify the design features of a wing stringer that drive part 

quality. In this direction, the use of the knowledge sourcing capability developed in this 

research provides a solution capable of facilitating the understanding of what design 

parameters drive stringer quality.    
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5.2. Management of engineering knowledge separately from its 

application 

The effective management of the knowledge created within the KSF is considered an 

essential feature of this work. To do that, an established methodology to develop a KBE 

system has been adopted (KNOMAD). The use of this methodology enables the storage 

of the knowledge captured within formal and informal models.  

In the engineering case reported in this chapter (aiming at fast estimation of wing 

stringer quality) the list of the design descriptors experts believe have an impact on 

stringer quality are stored within informal models as shown in Figure 21. In parallel, the 

rules automatically generated by the AI tool and later review and validated by experts 

are stored within formal models in which knowledge stored is in a computer and human 

readable format (Figure 22). In doing so, the rules modelling the problem become more 

comprehensive and they can be directly executed by any KBE application. 

 

Figure 21. Informal model of stringer quality prediction service. 
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Figure 22. Formal model of stringer quality prediction service. 

These informal and formal models are contained within an Enterprise Knowledge 

Resource (EKR) class named as “Knowledge”.  EKR’s are knowledge packages that 

enable the knowledge to be stored separately from its application, thus fostering 

knowledge reuse and facilitating knowledge maintenance. Including the “Knowledge” 

class, the KSF platform created contains two more EKR’s named as “Applications” and 

“Case Reports” as shown in Figure 23. “Applications” class contains the models 

associated to the process integrating machine and expert knowledge in which new 

knowledge in the form of rules is generated, reviewed and validated. In parallel, “Case 

Reports” class contains models capturing the data used and generated in the machine 

learning process. 
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Figure 23. Front page KSF service aiming at predicting stringer quality. 

5.3. Support in the identification of a suitable AI algorithm 

A key feature of this work is the use of artificial intelligence algorithms which enable the 

creation of new knowledge from non-processed data. More precisely, the algorithms 

selected in this research belong to the machine learning (ML) field. In the ML area there 

is a considerable number of methods which can be used to automate the knowledge 

elicitation process as described in section 2.3.2 where a set of examples are described. 

However, techniques creating explicit models or rules from raw data have gained the 

engineers attention due to their higher reliability compared to the ones classified as 

“black box” applications [85] [86].  
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In this context, only the algorithms delivering an explicit model were employed in this 

work. The selection of these methods is described in section 6.4.2 where Table 15 

classifies some of the most common supervised learning methods based on the type of 

method that they can deal with and the level of understanding of the interpretative 

information provided. The methods evaluated in Table 15 delivering an explicit model 

were embedded within the KSF.   

The KSF platform developed encompasses a method where the user is guided in the 

selection of a suitable AI method and the review and validation of the model 

automatically generated by the AI technique. In the AI algorithm selection step, the user 

is asked to upload an input file containing design data samples and their corresponding 

stringer quality (output class values). In the case of the stringer quality prediction, the 

user uploads a file including 75% of all the samples gathered in the capture process 

which is composed of the values corresponding to the design descriptors (stringer type, 

blade angle, ramps, curvature and blade geometry changes) and the output values 

(stringer quality) as illustrated in Figure 24. 

 

Figure 24.Prediction of stringer quality service: Training set. 
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The design descriptors were automatically captured through the use of a feature 

recognition tool whereas the stringer quality predictions were generated by experts in 

the domain who scored from 0 (lowest quality) to 5 (best quality) each of the samples. 

The feature recognition capability developed in this case is in charge of extracting the 

design descriptors data that characterise a design. The feature recognition output is a 

file including the information displayed in the figure below. This tool consists of an 

algorithm developed in this research composed of a set of Python scripts. These Python 

scripts have the objective of opening an excel file containing the designs of the wing 

stringers and extracting the information corresponding to a set of design descriptors 

initially defined by the domain experts (stringer type, blade angle, geometry changes, 

curvature, width and length of the stringer elements, etc.).  More particularly, to gather 

the design descriptors data a python script goes iteratively through each line of the 

excel file containing the designs and retrieves the information in each spreadsheet cell 

to compute each of the design descriptors. For instance, the calculation of the ramps is 

made overlying each layer on top of the other and identifying the areas where there is a 

change in the number of plies below (identification of slopes in the material) as shown in 

Figure 25. 
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Figure 25.Feature recognition tool: Ramp calculation 
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Once the file is uploaded into the system, a set of algorithms are displayed in a table 

which contains relevant information of each algorithm (Figure 26). The information 

shown to the user includes a link to the explicit model created, the values of two ML 

scoring parameters (RMSE and MAE) and a link to a page containing information 

regarding how RMSE and MAE are calculated. Below it is described how RMSE and 

MAE are calculated in this research. 

Mean Absolute Error (MAE): Mean absolute error is the average of the absolute 

difference between predicted and actual value of the samples [186] (Equation 1). 

Equation 1. Mean Absolute Error 

 

Root Mean-Squared Error (RMSE): Root Mean Square Error, RMSE is the 

squared root of the average of the squared difference between predicted and 

actual value [186] (Equation 2). 

Equation 2. Root Mean Squared Error 

 

In the above equations “a” is the actual value of the output, “c” is the predicted value of 

the output. For MAE and RMSE a lower value means a more precise model where 

a value of 0 would be a perfect model. 

Using the information provided by the platform, the user selects a ML algorithm by 

evaluating the format and meaningfulness of the rules together with the accuracy of the 

predictions (RMSE and MAE). In the stringer quality prediction case, three algorithms 

were displayed on the screen together with their respective machine learning score 

values and models generated. After evaluation of the models and accuracy values, the 

experts selected “m5Rules” algorithm as the most suitable for delivering the required 

predictions. This decision was made due to the values for MAE and RMSE were the 
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lowest compared to the other algorithms and the model generated by “m5Rules” 

method was the more coherent and meaningful from the domain expert point of view. 

 

 

 

 

Figure 26. Explicit models displayed by the KSF platform  

5.4. Enhancement of KBE reliability 

The extended KBE development process proposed in this research encompasses the 

use of ML methods to capture engineering knowledge more efficiently. The analysis of 

some of the most common ML algorithms made apparent the lack of interpretative 

information (Table 15). These methods are known by the research community as “black 

box” applications and the use of these techniques in the engineering community has 

caused some reliability issues due to the inability to trace back the results delivered by 
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the AI tools. However, there are a few ML techniques which provide engineers with a 

set of rules describing the problem, not only allowing users to trace back the results but 

also enabling them to gain a better understanding of the problem. 

To enhance the reliability of the extended KBE methodology, this research proposes a 

combined approach integrating ML methods which deliver an explicit model, and expert 

knowledge in the form of expert intervention. A key feature of this work is the use of 

experts in the domain to carry out the analysis of the rules generated by the AI method. 

This task is realised using a web-based capability which enables the systematic review 

and validation of the rules. Figure 27 shows for the stringer quality prediction case the 

Rule Management Application (RMA) created and embedded within the KSF platform. 

This application permits the analysis of the results before and after the user creates a 

new rule or the user modifies or deletes any of the existing rules.  

In this example, the errors (RMSE and MAE) initially obtained were over 1 unit and 

experts considered as acceptable a model delivering accuracy values lower than 1. 

Therefore, it was required to reduce MAE and RMA scoring values. RMA supports 

experts in reviewing the rules by displaying a set of charts and tables with interpretative 

information. This helps users to understand how the changes made in rules affect the 

estimations generated. Moreover, the machine learning scoring values and 

visualisations are updated after the user modifies the rules, thus helping the user to 

rapidly identify if the changes made are giving the expected results.  

In the stringer quality prediction problem, experts observed in the RMA visualisations 

(hovering over the data points in the line chart) that the samples with higher deviation 

(observed when comparing the predicted values Vs actual values) were generated by 

the rule number 2 and belonged to the “hot roll forming” stringer type (“hrf” in the figure 

below). In addition, experts realised that the deviations were mainly caused by the 

“blade_geometryChanges” parameter which causes a higher impact on “hot roll 

forming” stringers. In this context, to reduce the deviations caused by rule number 2, the 

experts went through an iterative process of modifying this rule and evaluating how the 

changes made were affecting to the machine learning scoring values (RMSE and MAE) 

and to the data points in the line chart. Finally, experts achieved the reduction of the 
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errors by modifying rule number 2 (to only be applied for “double T” stringers) and 

adding a new rule (only applied for “hot roll forming” stringers). This can be observed 

comparing Figure 27 to Figure 28. 
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Figure 27. RMA: Rules initially created by the machine learning algorithms 
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Figure 28. Rule obtained after expert review and pre-validation activities 
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5.5. Efficient knowledge capture using AI tools 

Knowledge capture is considered together with knowledge normalisation as the major 

bottleneck for KBE development  [5]. Current approaches to generate new knowledge in 

the form of a set of rules modelling the behaviour of a specific problem are highly time 

consuming tasks for experts. Moreover, experts facing complex problems having poor 

theory understanding, usually involving immature technologies, often miss correlations 

in data leading to incomplete models that provide inaccurate estimations. In order to 

reduce the time in extracting knowledge and deliver solutions for complex problems, this 

research introduces a new knowledge sourcing framework that integrates experts and 

AI algorithms as presented in Figure 29. 

 

 Figure 29. Knowledge capture process: Traditional approach Vs Proposed approach 
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With the new approach, instead of asking experts to generate a set of rules modelling 

the stringer quality problem, experts are only required to provide a list of the parameters 

they believe are driving stringer quality.  Figure 30 shows the reduced list of parameters 

the experts believe have an impact on stringer quality that is obtained from an initial set 

of parameters related to the stringer manufacturing context. 

 

Figure 30. Stringer quality prediction: Data preparation. 

The data captured corresponding to the parameters driving stringer quality is divided in 

two files: “Training Set” and “Test Set”. The “Training Set” is used in the learning 

process where a machine learning algorithm creates a set of rules modelling the 

stringer quality prediction problem. In parallel, the “Test Set” is used to certify the model 

reviewed and pre-validated by experts. 

AI algorithms are well suited for process optimisation but these can also be used to 

source expert knowledge [10],[65]. The appropriate use of AI delivers a knowledge 

sourcing process which captures expert knowledge more efficiently. To do this, this 

research integrates two AI engines (WEKA and scikit-learn) within the KSF platform. 

Additionally, several java and python scripts were created to automate the execution of 

the WEKA and scikit-learn algorithms respectively (Figure 31).   
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Figure 31. WEKA and scikit-learn scripts 

Once each of the algorithms embedded in the KSF generates an explicit model, experts 

are asked to select the AI method they believe is the most suitable to predict the quality 

of a stringer. This selection criteria is based on the meaningfulness and understanding 

of the explicit model and the accuracy of the predictions. After the method is chosen, 

experts are required to review and validate the rules automatically created with the aim 

of increasing the reliability of the machine learning rules. 

Overall, the collaboration between AI algorithms and experts allows finding correlations 

in data, delivering a solution to complex problems by generating a set of rules that 

otherwise: 
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 Would need to be extracted from experts in high cost knowledge capture 

sessions. 

 Would have missed correlations from large amounts of data that are often 

missed by experts. 

5.6. Concluding remarks 

In this chapter, a detail explanation of the achievement of the research objectives 

related to the knowledge sourcing framework implementation is provided. More 

precisely, each section of this chapter shows how the research target under study is 

accomplished. In addition, to provide the reader with a better understanding of the 

methodology proposed in this research, a simplified use case has been implemented 

within the knowledge sourcing framework.  

Aiming at the validation of the proposed methodology, the realisation of two case 

studies instantiating the described framework is explained in more details in the 

following two chapters. 
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6. Knowledge Sourcing 

Framework: Case Studies  

The aim of this chapter is to prove the foundations of this research through the 

realisation of two case studies. The first use case intends to carry out the design 

optimisation of wing covers made of carbon fibre reinforced plastics (CFRP). After this 

use case was performed a second case study was developed aiming at optimising the 

design of Lightning Strike Protection of Composites (LSPC). 

In order to implement both use cases a Knowledge Sourcing platform was developed. 

The objective of this platform is the creation, capture and reuse of engineering 

knowledge by integrating expert knowledge together with knowledge provided by 

artificial intelligent methods. By achieving this objective, designers will make more 

informed decisions reducing the time required to select an optimal design. 

From this perspective, the case studies show in practice: (i) the main research 

challenges associated with the process of sourcing engineering knowledge; (ii) how the 

reliable source of engineering knowledge can be efficiently achieved by enabling the 

collaboration between experts and automated machine learning algorithms. The domain 

of this use cases is the aerospace industry. More precisely, the specific context of the 

first use case is the lay-up process involved in the manufacture of CFRP wing covers 

whereas the context of the second case study is the lightning strike protection of 

composites.  

This chapter starts with the description of the use cases background in section 6.1 

followed by the description of the application of both case studies shown in section 6.2. 

After that, the results obtained and the procedure followed to validate the case studies 

is explained in section 6.3. Finally a discussion of the findings and concluding remarks 

of this chapter are presented in sections 6.5 and 6.6 respectively. 
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6.1. Background of the use cases 

Although the general context of both case studies is the aerospace industry each of 

them has a specific background as described in the following two points. 

6.1.1. Case study 1: Background 

The general context of the first use case aiming at predicting the MFG cycle time 

of composite wing covers is the development of a new aircraft generation (Airbus 

A30X) that will substitute the current A320 model. Although the manufacturing the 

A30X model will start 20 years later, there is a need to investigate in advance 

technologies and capabilities that will be required to achieve the objectives of the 

A30X program. 

More precisely, the Airbus research team involved in the development of this use 

case is focused on the systematic application of design for manufacturing (DFM) 

knowledge into working KBE applications predicting the performance of designs 

from the manufacturing perspective. In this context, engineers are facing two 

major challenges in order to develop efficient KBE systems: 

 Lack of information at early stages of the engineering design 

process. To obtain an optimal design as quick as possible (decreasing the 

number of design iterations required to achieve it), it is required to make 

decisions based on relevant information. For instance, descriptions of the 

aircraft wing design are often given through analytical models. For 

example, some models describing the structural properties of a wing use 

Excel-based models rather than detailed CAD data. 

 Dynamic changes to the design requirements and design solutions. 

Technologies that will be used to manufacture the A30X aircraft are still 

under development. Therefore, knowledge used in the KBE applications is 

constantly changing and even the technologies to be used are often 

modified. For instance, in the context of manufacture of CFRP parts 



- 115 - 

Automated Fibre Placement (AFP) is progressively replacing Automated 

Tape Layup (ATL) since AFP is able to manufacture more complex parts 

and reduce the amount of material scrap produced.  This change of 

technologies provokes the need for updating, reviewing and validating the 

knowledge used by the KBE system efficiently. 

The objective of the extended KBE system developed in this case study is to 

predict the manufacturing time of Carbon Fibre Reinforced Plastics (CFRP) wing 

parts. The CFRP parts employed in this use case are composed of a finite 

number of plies which are laid one on the top on the other using a roller. In this 

domain, design practitioners use 3D design data to obtain mass estimation of the 

parts. In parallel, 3D simulations are also used to make machine layup 

simulations of the design in order to predict manufacturing time. However, in 

conceptual design 3D data is generally unavailable. Additionally, existing machine 

time simulation tools lack automation and need a week of dedicated work from an 

engineer to estimate the MFG cycle time of a new design. The uncertainties and 

the need for fast evaluation of designs in conceptual studies make the use of 3D 

simulations unaffordable in this context. Therefore, the approach for this use case 

was to produce a fast and accurate solution to evaluate design concepts.  

Another approach found in the literature supporting engineers in making more 

informed decisions –where there is a lack of knowledge–  is the use of Artificial 

Intelligent (AI) methods [187]–[189]. Within the wide range of AI methods, 

Machine Learning (ML) methods have been widely used in the aerospace 

industry [190]–[193]. In this direction, [190] successfully used an Artificial Neural 

Networks (ANNs) approach to developed a decision support system for 

ultrasound inspection of fiber metal laminates obtaining classification efficiencies 

of ∼99% where the misclassification of defects was practically null. The criteria to 

analyse the performance of the method was based on the normalized 

Efficiencies Product (EP) and the confusion matrix obtaining an 

EP = 0.9945 ± 0.0065 and misclassification accuracy of ∼0.08% by using 

Independent Component Analysis technique.  
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[191] also presented neural network approach in this case used for budget 

allocation of an aerospace company. The performance analysis was based on the 

Mean Squared Error (MSE) where the value obtained was practically null for 

training whereas for testing was of 1.6. Finally, [193] developed a Support Vector 

Machine (SVM) approach for the analysis of lead times of metallic components in 

the aerospace industry. The results of were analysed taking into account the Root 

Mean Squared Error (RMSE) obtaining a value of 2.29 (days) for training and 

3.32 for testing.  

The major limitation of these methods has been the lack of transparency and 

reliability. In fact, not being able to understand the rules to work out the predicted 

values, causes engineers to reject these advanced techniques. A potential 

solution to tackle the problems of current methods to predict design performance 

has been proposed in this work. The approach introduced in this research 

proposes the development of Knowledge Sourcing Framework (KSF) –considered 

in this study as an extended KBE system– enabling the collaboration between 

expert knowledge and machine learning algorithms while effectively managing the 

life cycle of the knowledge generated by experts and AI algorithms. The 

realisation of the KSF allowed the separation of the knowledge from its 

application (a machine learning algorithm in this case), storing it in a machine and 

human readable format. Therefore, the understanding of the knowledge created 

by machine learning algorithm is facilitated by the KSF.  

6.1.1. Case study 2: Background 

In current aviation industry, certification standards require evidence on the ability 

of an aircraft to withstand lightning strikes. Thus the change from metallic to 

composite materials on aircraft has initiated aerospace organisations to develop 

large clusters of expertise in the area. These developments have been carried out 

for programmes, both civil and military, and experts have identified the need to 

consolidate the learning made in this journey.  
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The validation of aerospace designs from Lightning Strike Protection of 

Composites (LSPC) perspective is mostly based on physical testing. A number of 

these tests can be virtual and based on previous instances. As result the amount 

of costly physical testing can be reduced. The ability to virtualise LSPC testing is 

a key input to this cost reduction. From this perspective, the case study 

developed in this research is to exploit the opportunity to use intelligent data and 

knowledge mining techniques and knowledge management methods to support 

the efficient and systematic source of engineering knowledge. In this direction, the 

main tasks carried out within the scope of this project were:  

 Systematically capture and curate data and knowledge coming from both 

field experts and physical LSPC testing events and transfer it into a virtual 

knowledge base.  

 Support field experts on ways to interpret the data, extract knowledge from 

it and transform it into a format that can be reused and marketed in future 

virtual versions of the physical testing. 

 Execute virtual testing trials to obtain solutions that would have been 

obtained at the physical level and assess their accuracy. 

 Transfer and exploit the knowledge gained in software tools and online 

service demonstrators.  

In this context, this use case facilitates the understanding of the parameters 

driving the existing pressure in the nut cap when a sample design containing a 

Carbon Fibre Reinforced Plastic (CFRP) plate and a set of fastener assemblies is 

hit by a lightning strike. The nut cap is a piece made of plastic whose function is 

to isolate the fastener to avoid the spark spreading out.  
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Figure 32.Sample design and fastener assembly. 

The use of the proposed methodology will facilitate the analysis of the results 

obtained in the experiments and will allow the experts to determine what are the 

variables impacting the pressure in the nut cap and predict the nut cap pressure 

in new designs. The use of the ML algorithms embedded in the platform to 

estimate the nut cap pressure of new samples will help engineers to select those 

more likely to be the optimal design. Following the proposed knowledge sourcing 

approach, experts will be able to reduce the number of required experiments 

needed to understand a physical event.  

In summary, to achieve an efficient sourcing of engineering knowledge, the solution to 

be developed must meet the following requirements: 

 Simple enough to foster its use. 

 Deliver fast and accurate predictions enhancing the optimisation of a wing cover 

design. 

 Allow the analysis of the knowledge and results obtained by the user to increase 

its transparency and reliability. 
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6.2. Application of the case studies 

To achieve the main goal of each of the use cases, knowledge sourcing methods and 

KBE applications must be properly integrated. The adequate integration of both 

elements is obtained using a well-established methodology (KNOMAD) described in 

section 4.2.1. In this regard, this section presents how the use of KNOMAD allows: (i) 

the management of the knowledge life cycle; (ii) the methodological collaboration 

between experts and ML techniques. To accomplish that, a KSF platform permitting the 

adoption of KNOMAD has been carried out (see section 4.3).  

6.2.1. Process description and analysis 

The aim of the case studies is to permit the user to efficiently perform the process of 

predicting the of a target or output class (MFG time in the first use case and nut cap 

pressure in the second case study) supporting the selection of an optimal design, 

saving time and costs. The approach proposed is embedded into a web-based platform, 

facilitating the access to different teams based in multiple locations. The process of 

predicting the MFG cycle time and nut cap pressure of CFRP parts is modelled in 

Figure 33 using IDEF0 (Icam DEFinition for Function Modeling, where 'ICAM' is an 

acronym for Integrated Computer Aided Manufacturing) representation. IDEF0 is a 

standard methodology for describing manufacturing processes using a functional 

approach [194]. The illustration below is focused on the overall process presenting the 

requirements to obtain the required predictions. These requirements are:  

 Input data. This refers to design data corresponding to a set of design 

descriptors defined by experts. Moreover, in the first case there was need for the 

machine time output values provided by a simulation software application 

whereas in the second use case data generated in lab experiments was required. 

 Resources in the form of expert involvement. Experts are required to initially 

define the parameters they believe are driving the output class. They are also 

needed to evaluate and validate the knowledge generated by the machine 

learning tool. 
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 Set of specific applications. This refers to the tools developed to enable the 

automated extraction of input data, machine learning process (including learning 

and prediction activities) and the advanced visualisation of the results provided 

by the knowledge sourcing capability. 

 

Figure 33.IDEF0: Main process. 

The main process is divided in six sub-tasks as observed in Figure 34 and Figure 35. In 

the first place it is required to identify what are the design descriptors that drive the 

output class. To do that, experts must intervene using their experience and input data 

(simulation and design data or experimental data) to understand and identify which 

parameters –from the wing cover design or fastener assembly– are the ones affecting 

the output class values. This task was realised following a method described in 

APPENDIX D. As a result, a list of design descriptors driving the output class were 

defined and stored within the Content Management System (CMS). After this, a feature 

extraction tool generates a file named as “Training Set”. This document is obtained as a 
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result of retrieving –from the design input file– the values corresponding to the design 

descriptors (input values) and output class values –from simulation log files in the first 

case and from files generated in the lab for the second case. 

The “Training Set” file is employed by the machine learning algorithm to create a set of 

rules describing the system behaviour. These rules are later reviewed and modified by 

experts. The rule review process is supported by a set of visual analytical tools that 

permit data filtering and visualisation. Moreover, the format of the generated rules 

enables their automated execution when output class values (predictions) 

corresponding to a new design configuration are required.      

 

Figure 34.IDEF0: Subtasks for the first case study. 



- 122 - 

 

Figure 35.IDEF0: Subtasks for the second case study. 

6.2.2. Adoption of KNOMAD methodology for the case studies 

The need for a generic methodology in charge of performing the systematic 

management of engineering knowledge has been established as one of the main 

challenges of this research. Moreover, due to the disruptive nature of the solution 

proposed, methodological support is required in order to effectively integrate the 

developed methods and tools within a common framework.  

From this perspective, KNOMAD has been adopted in this study aiming at providing the 

necessary methodological support.  This methodology is based on six main phases: 

Knowledge Capture (K), Normalisation (N), Organisation (O), Modelling (M) and 

Implementation, Analysis (A) and Delivery (D) as presented in Figure 36. 

In the knowledge capture stage, the scope, objectives and assumptions of the project 

are identified and knowledge is extracted from explicit and tacit sources. Once the 

knowledge is captured, the Normalisation tasks are initiated. In this phase, the 
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knowledge is transformed to comply with the organisation’s needs. This is followed by 

the definition of the data structure in the organisation step, which enhances the 

accessibility of the knowledge stored. At this stage, the use of ontology is advised in 

order to increase its transparency and applicability.  

The next step is modelling where Enterprise Knowledge Resources (EKR’s) are utilised 

to independently store applications and their corresponding knowledge, improving the 

management of the knowledge life cycle. Knowledge and tools are placed in the 

framework within three main EKR models: “Knowledge”, “Applications” and “Case 

Reports”. Models linked to the Content Management System (CMS) are also required at 

this stage to enable the interaction between the user and the knowledge sourcing 

platform. The creation of these CMS models enable web-based activities within the 

CMS such as automated creation of case reports, creation of tailored visualisations, and 

files uploading. Once EKR and CMS models are created, the KSF applications are 

integrated into a semi-automated process. 
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Figure 36.KNOMAD: process flow
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The final step entitled as “Analysis and Delivery” is a combination of the two last phases 

of the KNOMAD methodology. This stage encompasses quantitative and qualitative 

analyses aiming at the delivery of a robust and reliable capability.  

6.2.2.1. Knowledge capture 

The knowledge capture or acquisition process is acknowledged by the research 

community as an essential step to develop an efficient KBE system [26]. This is also 

supported by the fact that the sourcing of knowledge by machine learning algorithms is 

highly dependent on the quality of the data captured. Therefore, this process must be 

adequately realised to ensure the success of the prediction process performed by the 

ML method.  

The knowledge used to obtain the output class predictions is sourced by experts and 

ML algorithms. Expert knowledge was initially extracted through interviews which 

enabled the creation of a list of design descriptors. Expert knowledge was also provided 

in the evaluation of the explicit model generated by the AI algorithm. 

The acquisition of expert knowledge started with the interview of domain experts. The 

interviews aimed at identifying the design descriptors driving the output class. The 

process followed in the interview activity is explained in more detail in APPENDIX D. 

Although both use cases followed the same knowledge capture approach there are 

some details which differ. The details of each use case in terms of the knowledge 

capture are described in the following two points: 

A. Use case 1: Specific details of the knowledge capture process 

The interview process was carried by interviewing two experts with more than 15 

years of experience on KBE systems where a set of design descriptors driving the 

MFG cycle times were identified. 

To characterise the design of a composite wing cover, each layer of the composite 

cover was accounted as an independent sample. In doing so, it was possible to 
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obtain a generic set of design features describing a wide variety of design 

configurations (Figure 37).  

 

Figure 37. List of Design Descriptors  

 

B. Use case 2: Specific details of the knowledge capture process 

The capture of expert knowledge started with the interview of three experts with 

more than 10 years of experience on the electrostatics domain. The realisation of 

the interviews allowed the characterisation of the design and the identification of 

relevant design descriptors.  

The designs or samples analysed in this case study are composed of two main 

parts: CFRP plate and fastener assembly. The latter is composed of a nut cap, two 

washers, a nut and a bolt. The data is captured by a set of sensors, placed on the 

elements of the design, when a particular fastener is shot by a lightning strike.  
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The data captured is divided in two groups: direct parameters and inferred 

parameters. Direct parameters are extracted from experimental data without the 

requirement of performing a data pre-process activity. These parameters are 

commonly used in the LSPC domain such as voltage, current, and pressure. In 

contrast, inferred parameters are derived from direct parameters by experts in the 

domain as a result of a detailed analysis of the problem context. Examples of these 

two groups of data are listed in the table below. 

Table 19. Type of parameters captured 

Direct parameter examples Inferred parameter examples 

Peak voltage on the bolt 

Design complexity: It refers to the level 

of complexity of the design 

configuration. It can be subject to expert 

opinion. 

Resistance between nut and plate 

Derived current: Parameter that is 

obtained by applying an ad-hoc equation 

defined by the expert that captures the 

current in a fastener due to a shot in a 

different fastener. 

 

Traditionally, experts are asked to provide the equations modelling a specific problem 

(e.g. estimation of MFG time of wing covers). By realising the approach proposed in this 

work, less experts’ time is required as it is only necessary to identify the parameters 

which experts believe are driving the output class. 

Once the design descriptors are defined, an application was developed to enable the 

extraction (from the designs) of the information required to create the “Training Set”. 

The “Training Set” is the input file used by the machine learning algorithm to create a 

set of rules which emulate the problem behaviour. This input file contains data 
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corresponding to the design descriptors of each sample and their respective output 

class values obtained from simulations in the case of the first use case or from 

experimental data in the case of the second use case. The ML algorithm searches for 

data correlations using the “Training Set” producing as a result a set of rules or explicit 

model (Figure 38).  Finally, these rules are stored within the knowledge repository and 

go through an expert review and validation process before they can be used to predict 

the values of the defined output class of new design configurations Figure 39. 

 

Figure 38. Machine Learning Rules obtained in the first use case 
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Figure 39. Prediction task: Process flow 

6.2.2.2. Normalisation 

At this stage, knowledge previously captured is transformed to comply with the 

standards established by the stakeholders. This step enhances the data retrieval and 

facilitates the implementation of the ontology described in section 6.2.2.3.  

Normalising knowledge enables the storage of the knowledge extracted within formal 

and informal models, thus improving the knowledge accessibility and maintainability. In 

this study, informal models contain context data such as article owner, creation date 

and general information; all of them presented in a human readable language (Figure 

40). In parallel, formal models contain machine code in the format of “IF (condition) 

THEN” rules (Figure 41) which are encoded, thus enabling their automated execution. 
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Figure 40. Informal Model: List of Design Features for the first use case. 

 

Figure 41. Formal Model: ML Rules for the first use case. 
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6.2.2.3. Organisation 

The main task realised in the organisation phase is the data structure definition. An 

ontology defines a common vocabulary for engineers. Its use makes knowledge to be 

understandable by automated search applications, thus enhancing the accessibility and 

traceability of the knowledge stored while facilitating the knowledge update. KNOMAD 

fosters the use of an ontology to properly achieve the knowledge architecture. In this 

regard, a domain specific ontology is constructed in accordance with the main 

Knowledge Life Cycle (KLC) ontology described in 4.2.2 which specifies the domain 

concepts and their relationships. The design of a domain specific ontology defines the 

class hierarchies, relationships and, their attributes and behaviours. Three main classes 

were used to annotate domain knowledge.  These classes are named as “Product”, 

“Process” and “Resource”. 

A. First use case: ontology definition.  

  “Product” class: its scope is constrained to CFRP wing covers. This class is 

focused on the layers or plies that constitute a CFRP cover as shown in Figure 

42.  

 “Ply” class: it contains several attributes and behaviours which are related to 

the descriptors of a ply design. These parameters were previously identified by 

experts in the knowledge capture process.  In this work, behaviours are 

considered as functions or methods enabling the interaction between instances 

of a class. For example, the behaviour named as “get_aspect_ratio()” is executed 

within the class “ply” using as input values the attributes named as “length” and 

“width”, generating as a result the ply aspect ratio value.  
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Figure 42. Specific Domain Ontology: Product Class for the first use case 

 “Process” class: it encompasses a class describing a process objective and a 

set of sub-classes representing the processes corresponding to the applications 

integrated within the KSF platform (Figure 43).  

  “Resource” class: it groups a set of subclasses entitled as “Expert Resource”, 

“Application Resource” and “Document Resource” (Figure 44).  The “Expert 

Resource” class contains knowledge acquired in the knowledge capture process, 

essential to create the ML rules such as the parameters that drive the MFG cycle 

time. The “Application” class, includes tools such as the feature recognition 

application or the implementation in charge of generating ML rules automatically. 

The “Document Resource” class contains the case reports that are automatically 

generated when the applications are executed. 
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Figure 43. Specific Domain Ontology: Process Class 
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Figure 44. Specific Domain Ontology: Resource Class
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B. Second use case: ontology definition.  

 Product class: it only takes into consideration samples composed of a CFRP 

panel containing a set of fastener assemblies Figure 45.The “Shot” object is a 

subclass of the “Product” class and the data contained by this object is captured 

when a fastener assembly is shot by a lightning strike.   

 

Figure 45. Specific Domain Ontology: Product Class for the second use case 

The “Shot” sub-class contains several attributes and behaviours which are 

related to the main groups of descriptors previously mentioned: contextual and 

direct parameters. In the context of this work, behaviours are considered as the 

methods that allow the interaction between instances of a class. For instance, a 

behaviour named as “get_derived_current()” is executed within the class “Shot”. 

The output of this process is the data corresponding to the “derived current” 

parameter. To provide the “derived current” values, the “get_derived_current()” 

behaviour makes the required calculations using input data coming from the 

attributes named as “plate_length”, “plate_width” and 

“fastener_relative_positions” (Equation 3).  

Equation 3. Derived Current 

Derived Current = get_derived_current (plate_length, plate_width, fastener_relative_positions)  
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 “Process” class: it is the second main class within the defined ontology and it 

contains a set of sub-classes representing the capabilities created with the aim of 

predicting the pressure in the nut cap (Figure 43).  

 “Resource” class: it encompasses a set of subclasses named as: “Expert 

Resource”, “Application Resource” and “Document resource” (Figure 44).  

6.2.2.4. Modelling and Implementation 

This stage of the KNOMAD methodology encompasses the modelling and 

implementation of the EKR’s. 

Modelling 

The EKR’s created under the scope of this study have been annotated and 

modelled using the specific domain ontology specified in section 6.2.2.3. More 

precisely, the modelling step is focused on: 

 Enabling knowledge elements to be independently stored from its 

application, thus fostering the use of this knowledge across different 

engineering problems. 

 Providing users with a simple system which facilitates its usability and 

maintenance. 

 Permitting knowledge to be easily updated by allowing the review and 

validation of ML rules. 

The EKR classes modelled are:  

 EKR Knowledge. This class contains knowledge elements that can be used 

in multiple processes or problems. In this case study, the knowledge 

elements are the design descriptors identified by experts in the knowledge 

capture stage. Within this class, reports or articles utilised to create the list of 

design descriptors are also included. 

 EKR Process. In this class, three models are used: 
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 Input data model. This allows user to upload data into the content 

management system. 

 Execution model. This retrieves data from the CMS and executes a 

script that triggers ML algorithms belonging to WEKA and scikit-learn, 

thus generating the required predictions.  

 Data Analysis Model. This enables the visualisation and review of the 

ML rules that were used in the prediction process. 

 EKR Case. This class contains knowledge elements stored as reports which 

are automatically created when the process is executed. 

Implementation 

The implementation process involved the creation of a knowledge-based platform that is 

built on top of a content management repository. The CMS, containing the knowledge, 

applications and case reports elements, enables the implementation of the KNOMAD 

methodology and the consequent development of the KBE system. In fact, the CMS 

permits the data capture from experts and ML algorithms, the knowledge execution by 

the KBE applications, and the systematic storage of data. All these activities are 

possible thanks to the integration of a set of offline and online tasks within a common 

environment as described in section 4.3. The elements belonging to the “Process” EKR 

class are integrated within the system architecture as shown in Figure 46.  

 

Figure 46. KBE system architecture 
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To better understand the KBE system implementation, the elements present in the KBE 

system architecture are described below. The first three boxes of the illustration shown 

above are applications corresponding to the learning process. These three tools are 

essential to create a set of ML rules which will be used by the fourth element to 

accurately predict the output class values of a new design. A detailed description of 

each application is presented as follows: 

A. Feature recognition tool 

 The aim of this application is to provide the machine learning algorithm with a good 

quality data set. To do that, once the user uploads a new design within the system, a 

python script analyses the design input values and extracts the values correspondent to 

the design descriptors. The script uses a list of design features (previously identified by 

experts) to extract the values corresponding to the design descriptors. These design 

descriptor values (input values) are merged with their respective output class values 

that are extracted from a simulation log file for the first use case and from experimental 

data for the second use case. After the script is executed, a Comma Separated Value 

(CSV) file named as “Training Set” containing the values of the design descriptors and 

machine time for each sample of the design is generated. 

The same method is used by the feature recognition tool to generate the “Test Set” file 

used in the validation process. The specific feature recognition tools built for each use 

case are described in the following two points in more details. 

A1. First use case: Feature recognition tool 

In this case study the design data was stored in an excel file containing the 2D shape of 

each ply of a specific CFRP wing cover. To extract the data correspondent to the 

defined design descriptors a new algorithm was developed and written in Python. This 

algorithm is complex and it is in charge of analysing the each of the 2D shapes 

contained in the design excel file and retrieving information such as the length, width, 

discontinuity in the material (by identifying the areas within the shape not containing 

material), packing (considering the accumulation of material or how the material was 

packed in the direction the material was being laid) and number of ramps (areas where 
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the material was inclined due to the difference on number of layers under a specific 

area) among others (Figure 37). The calculation of the ramps was considerably difficult 

due to need for taking into account the data of previous layers to calculate the ramp 

area of a specific wing cover ply Figure 47.  

 

Figure 47. Design features of CFRP wing covers 

Once the design data was extracted there was a need of gathering data correspondent 

to the output class which was stored within simulation log files. In this case, the 

extraction of the simulated data was a straight forward process. Finally the design and 

manufacturing times (output class values) were integrated within a single file named as 

“Training Set” (Figure 48). 
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Figure 48. Feature Recognition Tool.  

A2. Second use case: Feature recognition tool 

In the second use case the feature recognition tool consists of a python script which 

analyses the design and extracts the values corresponding to the design descriptors. 

This script uses a list of design features (“Direct” and “Inferred” parameters) previously 

identified by experts, to create a Comma Separated Value (CSV) file named as 

“Training Set”. This file contains the values of the design descriptors and nut cap 

pressure for each sample of the design (Error! Reference source not found.). 
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Figure 49. Feature Recognition Tool. 

B. Knowledge creation engine.  

This tool is in charge of running the learning process where a set of algorithms are 

executed, creating their corresponding rules modelling the problem. The machine 

learning algorithm looks for data correlations, creating the minimum number of rules 

possible (high generality) while keeping a high accuracy rate (Figure 50).  This is 

achieved in many ways (depending on the algorithm applied), for instance when using a 

decision tree method this is achieved by creating initially a tree with a high number of 

branches and leaves which are later on pruned until the accuracy does not decrease 

anymore. This pruning process enables the model to be reduced in size (increasing its 

generality) while increasing its accuracy.  
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Figure 50. Knowledge Creation Engine.  

C. Method selection and ML rules management application.  

After creation of the ML rules, experts proceed with the analysis of the rules 

automatically generated. This evaluation process finalises with the selection of a ML 

technique which will be further analysed in order to validate the explicit model created. 

For this purpose, the Rule Management Application (RMA) focuses on the analysis of 

an explicit model through the utilisation of visual analytical tools. The main objective of 

RMA is to foster users to review, update and validate the ML model using the CMS. The 

use of a CMS, that enables the systematic review and validation of the model of the 

problem, facilitates the knowledge retention and reuse. Moreover, the use of charts and 

tables permitting the traceability of the results obtain increases the reliability of the ML 

rules (Figure 51).  
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Figure 51. Rules Management application: first use case example. 

The display of the model together with its corresponding visualisations facilitates the 

understanding of the rules. In addition, RMA fosters the improvement of the model by 
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enabling the modification of the rules that is supported by the visual analytical tools. 

This visual applications allow users to quantify the impact of the changes made in the 

rules through the analysis of the ML scoring parameters and the charts.   

D. Prediction tool 

This application encompasses the validation of the model using the “Test set” and the 

prediction of new cases using the validated rules. After pre-validation of the model using 

the RMA, the user uploads the “Test set” containing design descriptor and machine time 

values. Once the file is uploaded, the prediction tool executes a JavaScript function 

which triggers a python script in charge of retrieving the pre-validated rules stored within 

the content management system. Then another python script uses the rules retrieved to 

evaluate the samples contained in the “Test set” and generate the predictions. Finally, 

this script sends the predictions to the browser where a JavaScript function uses some 

charting libraries to display the predictions in an intuitive manner. 

Based on the accuracy values the experts will or won’t validate the model.  After the 

model is validated, the prediction tool is used to predict the machine times of new 

design cases. To achieve the predictions of a new design, where the machine time is 

unknown, a python script retrieves the validated ML rules (stored in the CMS) and 

executes them using as inputs only the design descriptors of the data belonging to the 

uploaded design (Figure 52). Every time the prediction process is executed, the script 

also creates a case report that is stored within the CMS. 

 

Figure 52. Prediction Tool. 
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6.2.2.5. Analysis and Delivery 

The review of this use case involved qualitative and quantitative analyses used to 

validate the demonstrator implemented, thus supporting the correctness of the 

methodology proposed. 

The quantification of benefits and costs delivered by the knowledge sourcing framework 

was not performed. However, a qualitative analysis was realised using a questionnaire 

completed by the users of the capability developed in the scope of this case study 

(APPENDIX B). Table 20 lists a summary of the benefits and costs related to the 

knowledge sourcing platform obtained from the analysis of the questionnaires.  

Table 20. Case study 1: Benefits and Costs 

Benefits  Knowledge Capture Exploitation of automated reasoning methods to automatically 
generate engineering rules that otherwise would have been 
extracted from experts in high cost knowledge capture sessions, 
such as interviews or observation. 

Knowledge Retain Knowledge captured from experts and ML algorithms is 
systematically stored using specific tools embedded in the 
knowledge-based platform. This methodological procedure 
enables the knowledge to be stored within a common data 
structure, providing users with a capability to easily retrieve and 
visualise the knowledge captured.  

Knowledge Reuse Knowledge is stored in a computable format within formal and 
informal models. This procedure facilitates the exploitation of 
knowledge across different engineering problems. 

Knowledge Update The capability enables the knowledge stored within formal and 
informal models to be updated through the employment of the 
user interface.  

ML Methods 
Reliability 

The model generated and used by the AI algorithm to generate 
the predictions is stored in the CMS in a human and machine 
readable format. This together with the ability of performing 
actions such as modifying, adding or deleting the automatically 
created ML rules increases the reliability of the predictions.  

Costs  Framework 
Implementation 

The development of a generic KSF for a new use case is a highly 
time consuming task which requires the creation of a new data 
processing application and the definition of data structure. 

Data Dependencies The accuracy of the results provided by this methodology is 
highly dependent on the quality of the data fed into the system. 
This data captured is used to carry out the learning process, thus 
trying to predict new designs which vary considerably from the 
ones used in the learning process could lead to inaccurate 
results. 



- 146 - 

6.3. Results and validation of the first case study 

This section shows the outcome achieved as a result of realising the first case study. 

Moreover, a methodological procedure followed to evaluate and analyse the KSF 

platform is also described. 

This section is organised as follows. In sub-section 6.3.1, a description of the data used 

in the learning and testing processes is presented. This is followed by a description of 

the method used to execute the ML algorithms and the selection of a ML technique in 

sub-sections 6.3.2 and 6.3.3 respectively. Finally, sub-section 6.3.4 presents the steps 

carried out to validate first the explicit model produced by the selected ML method and 

then the KSF.  

6.3.1. Dataset description 

Prior to obtain an appropriate set of rules modelling a problem, it is required to pre-

process raw data and define a set of features which drive the problem objective (e.g. 

area or curvature changes have an impact on MFG time prediction of CFRP wing 

covers). In fact, this task is essential to create a good quality dataset, containing 

meaningful features and low noise level, enabling ML algorithms to accurately predict 

the target values.  

The dataset used in this case study ,obtained as a result of the data pre-process carried 

out by knowledge managers and experts in the domain, consists of 269 samples 

containing data corresponding to 5 features (design descriptors) and their respective 

MFG times (output class).  The dataset was divided in two different files: “Training Set” 

and “Test Set”. The “Training Set” is used by the knowledge creation engine to generate 

an explicit model in a procedure known as “Learning Process”. In this case, the 

“Training Set” contains around 75% of the existing samples corresponding to 5 wing 

designs. In parallel, the “Test Set” is the input file utilised in the validation process and it 

contains 71 samples (2 wing designs). Although the “Test Set” encompasses data 

corresponding to design descriptors (input values) and MFG cycle times (target values), 

only design values corresponding to the design descriptors are used to calculate the 



- 147 - 

MFG times, since the target values are used to evaluate the accuracy of the rules 

employed.  

6.3.2. ML algorithm execution in the learning stage 

In the method selection stage and in the learning phase of the machine learning 

process the approach followed to pre-validate the model was the use of a Cross 

Validation approach and the intervention of experts to analyse the rules based on their 

meaningfulness (modifying the rules if required). 

Therefore, to allow a reliable comparison of the performance of the pre-selected ML 

algorithms in the pre-validation phase of the validation process, a technique entitled as 

Cross Validation (CV) was carried out in the learning process together with the expert 

evaluation. CV is an iterative process consisting of three phases. Firstly, the data 

belonging to the “Training Set” was randomly shuffled and divided into 10 cross-

validation folders or subsets each containing the same number of samples. Secondly, in 

each experiment or iteration of the CV, nine out of the ten subsets are used to train; the 

other subset is used to test the model generated. This activity is realised until every 

subset has been used to test the model created by a specific iteration (ten times is this 

case). Finally, a ML model is provided from the averaged performance of the ten 

models generated in the CV process.  

After every algorithm has applied the CV, the models produced were systematically 

analysed as described in the next section. 

6.3.3. ML algorithm selection 

The ML algorithms used in the learning process were selected after the realisation of a 

filtering process where only those ML techniques providing interpretative information 

where chosen.  The selection method starts with the upload of a “Training Set” file into 

the system. Once the data is uploaded, the ML engine runs a set of algorithms 

previously selected. As a result, relevant information belonging to these algorithms is 

displayed on the screen (Figure 53). The algorithms selected in this case study were: 
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Linear Regression, REPTree (tree method) and M5R (rule based method). The method 

followed by the experts in order to select an AI technique was to analyse the level of 

understanding and the prediction accuracy of the AI rules. 

 

Figure 53. Explicit models displayed by the KSF platform 

In this research, the evaluation of the prediction accuracy of the ML algorithms  follows 

a common criterion acknowledged by the research community [195][196]. This criterion 

is based on using Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE) 

as scoring values to rate the ML algorithms. Moreover, expert intervention is needed to 

analyse the performance and the level of understanding of the explicit models. In this 

case study three experts in problem domain reviewed the ML scoring values (MAE and 

RMSE) and the level of understanding of each explicit model created.  Table 21 shows 

MAE, RMSE delivered by the ML algorithm utilised. This table also displays an average 

of the level of understanding of each of the models generated.  MAE and RMSE were 
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automatically produced by the ML algorithm whereas the level of understanding was 

input by the users of the KSF platform.  

Table 21. Learning process: results obtained using CV. 

ML 
method 

MAE  RMSE  

Understanding of the model 

Level of 
understanding 

Description 

Linear 
Regression 

25.68 32.45 Medium 

Although the low number of parameters used 
in the model facilitates its understanding, 
experts believe that modelling such a complex 
problem into a single equation decreases the 
method’s reliability.  

REPTree 22.45 26.57 Medium 

The use of a model containing conditional 
operators helps the users to better understand 
which parameters are affecting the 
manufacturing time. However, the tree format 
used by this types of algorithms makes it 
difficult to quantify the impact of each 
parameter.   

M5R 21.07 27.44 High 

The use of a familiar method employing “IF 
THEN...” rules and linear equations to model 
the problem facilitate the understanding of the 
rules. 

Based on MAE, RMSE and the level of understanding of the models generated, experts 

selected M5R as the most suitable algorithm to be used in this case study. Although 

RMSE obtained by REPTree algorithm was lower than the one provided by M5R 

experts selected M5R due to from their point of view the rules generated by M5R where 

easier to understand and more meaningful than the ones created by REPTree and the 

difference in terms of MAE and RMSE was not relevant.  

In order to rely on the predictions provided by the algorithm, it is necessary to validate 

the ML model. In case the results obtained in the validation stage are not satisfactory, 

the knowledge sourcing application enables experts to select a different algorithm and 

realise the review and validation phases with the new set of rules. 
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6.3.4. Rule management and use case validation 

Manufacturing time predictions initially provided by the algorithm selected (M5R) had 

high accuracy rates (measured using MAE and RMSE scoring parameters) but still 

worse than the values considered as acceptable by the experts in the domain. 

Therefore, expert review and validation was required in order to allow engineers to rely 

on the model automatically generated. In this direction, three experts in the area of 

design for manufacturing reviewed and validated the created ML rules using the Rules 

Management Application (RMA) encompassed by the KSF platform. RMA enables 

experts to evaluate and validate the explicit model generated with the help of a visual 

analytical tool. The use of a visual analytical tool employing charts and tables allowed 

experts to: 

 Identify trends in data. 

 Understand the importance and generality of each of the rules generated. 

 Trace back the results thanks to the information displayed on the line chart 

relating to the output values with their corresponding rules. 

 Understand the cause of existing inaccuracies by comparing similar samples 

(e.g. using a table containing the input values used in the learning process). 

The ability to iteratively review and modify the rules together with the benefits brought 

by the visual analytical representations allowed experts to add new knowledge. This 

activity often increases the accuracy and reliability of the model. Indeed, experts are 

more confident to base their decisions on the results provided by this capability. 

The review and validation activities are part of an iterative process realised by experts 

consisting of (Figure 54):  

 Modification of the ML model if required. 

 Use of the visual analytical tool (e.g. charts, tables...) to better understand the 

model generated. It is also employed to identify trends in data and understand 

how the changes realised in the model affect the ML scoring values. 
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 Pre-validation of the ML model if MAE and RMSE values delivered by CV 

process are acceptable from an engineering point of view. The meaningfulness 

of the model is also a key factor taking into account for the pre-validation 

process. 

 Use of the pre-validated model to predict the values of new samples contained in 

the “Test Set” file. If the values of MAE and RMSE delivered using the “Test Set” 

as input are considered as satisfactory the model is validated. Otherwise, if the 

model is not validated the user can select a new algorithm and continue with the 

review and validation activities. 

 

Figure 54. Procedure followed to validate the model. 

The results of the learning and validation processes are summarised in Table 22. From 

this table, a reduction of MAE and RMSE is observed. This was achieved by experts 

who made the necessary modifications to the ML model in order to reduce the gap 

between the actual and the predicted values.  
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The modifications performed on the rules were carried out using the analytical tool 

provided by the KSF platform. In this regard, Figure 55 and Figure 56 show the results 

provided by the initial set of rules (delivered by the AI algorithm before expert review) 

,and the results delivered by the rules after expert pre-validation respectively. The 

results displayed on the images below include the rules used to generate the 

predictions, a pie chart describing how often has each rule being used, the accuracy 

values used to quantitatively evaluate the performance of the rules, and a table with the 

input data used in the learning process. In summary, these figures illustrate the 

improvement of the predictions accuracy when using a set of rules created through the 

collaboration between experts and machine learning algorithms. 

Table 22. Summary of M5R results. 

 Learning Process Validation Process 

ML model used MAE RMSE MAE RMSE 

Initial model provided by M5R 21.07 27.44 20.26 27.31 

Model reviewed and validated by experts 10.31 15.23 13.91 19.83 

The use in the validation process of the pre-validated rules of the M5R algorithm 

(obtained after expert review and modification of the model) showed a substantial 

reduction of the MAE and RMSE values (Table 22). The machine learning scoring 

values obtained in the validation phase were considered by the experts in the domain 

as acceptable from an engineering point of view.  

The pre-validated rules were also considered by the experts as meaningful. In this 

regard, experts realised that rule 5 in Figure 55 did not account for the impact caused 

by the direction the material is being laid (represented by the “orientation” parameter). 

This particular event identified by experts was causing some data inaccuracies which 

are visually shown in the charts displayed in the RMA user interface. As observed in 

Figure 56 the modifications realised regarding rule 5 provided better accuracy values 

(MAE and RMSE) and the deviations represented in the line chart were considerably 

reduced. Therefore, using the RMA, experts are able to correlate physical events 



- 153 - 

coming from their experience with the results represented in the visualisations.After 

expert evaluation of the MAE and RMSE scoring values, and the model 

meaningfulness, the rules were validated. 

 

Figure 55. Results generated in the CV process by non-reviewed rules  
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Figure 56. Results generated in the CV process using the rules reviewed and modified by experts 
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6.4. Results and validation of the second case study 

This section shows the outcome achieved as a result of realising the second case 

study. Moreover, a methodological procedure followed to evaluate and analyse the KSF 

platform is also described. The process followed in order to obtain the model and 

validate the results is the same as the one performed in the first use case. Due to data 

confidentiality, the names of the parameters used as design descriptors are not 

specified in this chapter. However, the rules and results described in this section are the 

ones obtained in the real case. 

6.4.1. Dataset description 

The dataset used in this case study was obtained as a result of the data pre-process 

carried out by knowledge managers and experts in the domain. It consists of 61 

samples containing data corresponding to 5 features (design descriptors) and their 

respective nut cap pressure values (output class). The dataset was divided in two 

different files: “Training Set” and “Test Set”. The “Training Set”, containing design 

descriptors and nut cap pressure values, is used by the knowledge creation engine to 

generate an explicit model. In this case, the “Training Set” contains around 70% of the 

existing samples (fastener assemblies). In parallel, the “Test Set” is the input file utilised 

in the validation process and it contains around 30% of the existing samples (not 

including the output class values). 

6.4.2. ML algorithm selection 

The ML algorithms used in the learning process were selected after the realisation of a 

filtering process where only those ML techniques providing interpretative information 

where chosen. The selection method starts with the upload of a “Training Set” file into 

the system. Once the data is uploaded, the ML engine runs a set of algorithms 

previously selected. As a result, relevant information belonging to the pre-selected 

algorithms is displayed on the screen (Figure 57). The information displayed on the 

screen belongs to three machine learning algorithms: Linear Regression, REPTree (tree 
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method) and M5R (rule based method). The method followed by the experts in order to 

select an AI technique was to analyse the level of understanding and the prediction 

accuracy of the AI rules (RMSE and MAE scoring values). 

 

Figure 57. Explicit models displayed by the KSF platform 

In this research, the evaluation of the prediction accuracy of the ML algorithms was 

realised MAE and RMSE as scoring values to rate the ML algorithms. In addition, due to 

expert intervention is required to validate the ML model generated three experts with 

more than 10 years of experience in engineering design for lightning protection 

reviewed the ML scoring values (MAE and RMSE) and the level of understanding of 

each explicit model created. Table 23 presents MAE, RMSE and an average the level of 

understanding delivered by each ML algorithm executed within the KSF platform. MAE 

and RMSE were automatically produced by the ML algorithm whereas the level of 

understanding was input by the users of the KSF platform. 
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Table 23. Learning process: results obtained using CV. 

ML 
method 

MAE  RMSE  

Understanding of the model 

Level of 
understanding 

Description 

Linear 
Regression 

2.31 2.84 High 
The low number of parameters used in the 
model facilitates its understanding.  

REPTree 2.71 3.26 Medium 

The use of a model containing conditional 
operators helps the users to better understand 
which parameters are affecting the 
manufacturing time. However, the tree format 
used by this type of algorithms makes it 
difficult to quantify the impact of each 
parameter.   

M5R 1.64 2.18 Medium/High 

The use of a familiar method like “IF THEN...” 
rules and linear equations to model the 
problem facilitate the understanding of the 
rules. 

Based on MAE, RMSE and the level of understanding of the models generated, experts 

selected Linear Regression as most suitable method to be used in this case study. In 

this case, Linear Regression was initially selected as the most suitable method due to 

from the domain experts’ point of view the model provided by the Linear Regression 

was the easiest to understand and the difference in terms of MAE and RMSE compared 

to M5R were not considerably different to decide which method would behave better. 

To rely on the predictions generated it is first required to validate the ML model. If the 

results obtained using the selected model the KSF platform enables the user to go back 

in the process and select a new ML algorithm and realise the review and validation 

phases with the new model created. 

6.4.3. Rule management and use case validation 

Nut cap pressure predictions given by the algorithm selected (Linear Regression) had 

promising accuracy rates (measured using MAE and RMSE scoring parameters). 

However, expert review and validation was required due to MAE and RMSE values 
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were slightly higher than the value considered as the maximum error accepted for this 

specific problem (defined by experts in the domain). In this case study, three experts in 

the area of lightning protection reviewed and validated the created ML rules using the 

Rules Management Application (RMA) included in the KSF platform.  

Using the RMA experts managed to improve the values of MAE and RMSE initially 

provided by the AI algorithm. However, the results obtained in the validation process 

using the “Test Set” were not acceptable from an engineering point of view as the 

maximum allowance established by domain experts for MAE and RMSE was a value 

not greater than 3 units (Table 24). This maximum allowance for MAE and RMSE 

scoring values was decided by experts in the domain based on the range of values of 

the output class (nut cap pressure) and the engineering design stage corresponding to 

this problem which in this case was the conceptual design phase. Therefore, the 

experts did not validate the model and proceed to the selection of a new algorithm.  

Table 24. Results summary. 

 Linear Regression  M5R 

Learning Process Validation Process Learning Process Validation Process 

ML model used MAE RMSE MAE RMSE MAE RMSE MAE RMSE 

Initial model provided 

by AI method 
2.12 2.66 3.87 4.71 1.64 2.18 1.89 2.21 

Model reviewed and 

validated by experts 
1.92 2.48 4.67 6.77 1.37 1.88 0.9 1.36 

After dismissing linear regression, experts selected M5R algorithm. This decision was 

made based on the low error values of M5R, and a level of understanding of the rules 

considered as “medium/high” by experts (Table 23).  

Figure 58 and Figure 59 show the results provided by the initial set of rules (generated 

by the AI algorithm before expert review) and the results delivered by the rules after 

expert pre-validation respectively (of the M5R algorithm).The figures below show the 

improvement of the prediction accuracy when using a set of rules created through the 

collaboration between experts and machine learning algorithms enabled by the . 
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Figure 58. Results generated in the CV process by non-reviewed rules 
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Figure 59. Results generated in the CV process using the rules reviewed and modified by experts 

The use of the M5R pre-validated rules in the validation process (obtained after expert 

review and modification of the model) showed a considerable reduction of the MAE and 
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RMSE values Table 24. Considering the maximum error allowance established by the 

experts for this specific problem, MAE and RMSE values of 0.9 and 1.36 were 

acceptable from an engineering point of view. In addition, experts considered rules to be 

meaningful. Therefore, after evaluation of the MAE and RMSE scoring values, and the 

model meaningfulness, experts validated the review rules provided by the M5R 

algorithm. 

6.5. Discussion of the results 

The potential of the methodology proposed is evaluated in this case study, showing the 

benefits of adopting a generic framework for knowledge management, and integrating 

machine and expert knowledge in a common environment. The use case was 

developed following the KNOMAD steps aiming at sourcing knowledge in a systematic 

manner. In this context, special attention was paid to the data preparation activity, 

carried out as part of the knowledge capture process. Indeed, the data preparation is 

considered as the most time consuming task in the development of the KSF service 

[197][198].  

To support the assumptions made in this study, the validation of the case study was a 

must. The use case verification was carried out through the acceptance of the ML 

model initially provided by the data mining tool and reviewed by experts. To validate the 

ML model, it was required to use testing data obtained under the same conditions as 

the training data. In this direction, the feature recognition tool and the simulation 

software used in the knowledge capture process to generate “Training Set” and “Test 

Set” did not go through any modification.  

The ML methods included in the KSF were executed using data contained in the 

“Training Set” to generate a set of ML models (one model per algorithm).  
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A. Discussion of the results obtained in the first use case 

The machine time predictions captured varies from 20 to 300. Considering this, 

experts established a MAE and RMSE lower than 20 as acceptable for the MFG 

cycle time prediction problem.  

The models automatically generated in CV process did not contain low error values 

as shown in Table 21. However, after the experts selected M5R algorithm and 

modified its model, the error of the predictions obtained in the CV was considerably 

reduced from MAE of 21.07 and RMSE of 27.44 to MAE of 10.31 and RMSE of 

15.23. 

To avoid over-fitting the model to the data, a validation process was performed using 

the pre-validated model to predict the samples of a new data set named as “Test 

Set”. The “Test Set” did not contain data utilised in the learning process. Therefore, 

the use of different samples in the validation process increases the reliability of the 

model. MAE and RMSE values obtained using the “Test Set” were lower than 20 

units. Therefore, taking into account the maximum allowance for MAE and RMSE 

(using a confidence level of 95%), the model was validated by experts. 

B. Discussion of the results obtained in the second use case 

The use case verification was carried out through the acceptance of the ML model 

initially provided by the data mining tool and reviewed by experts. Taking into 

account that pressure values varies from 0 to 12, experts considered an error (MAE 

and RMSE) lower than 3 units as acceptable for the nut cap pressure prediction 

problem. 

The ML methods selected after the filtering process were executed using data 

contained in the “Training Set” to generate a set of ML models (one model per 

algorithm). At the learning stage, the initial model automatically generated using the 

Linear Regression algorithm had already low error values. However, the poor results 

obtained in the validation process led the experts to reject the rules provided by the 

Linear Regression method. As a consequence, experts selected M5R as the 

algorithm to be further studied. Therefore, review and validation processes were 
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realised again but this time with a different model. After the experts modified the 

rules provided by the M5R algorithm (using CV to evaluate the model’s 

performance), the error of the predictions was reduced from MAE of 1.64 and RMSE 

of 2.18 to MAE of 1.37 and RMSE of 1.88.  

To avoid over-fitting the model to the data, a validation process was performed using 

a new data set named as “Test Set”. The “Test Set” did not contain data utilised in 

the learning process. The use of different samples in the validation process 

increases the reliability of the model. Using the rules modified by experts the error 

values in the validation phase were considerably reduced from MAE of 1.89 and 

RMSE of 2.21 to MAE of 0.9 and RMSE of 1.36 (see Table 24). From the evaluation 

(using a confidence level of 95%) of MAE and RMSE values generated in the 

validation process and the analysis of the significance of the rules, the pre-validated 

M5R model was finally validated. 

Based on the results, it is proved that the integration of machine and expert 

knowledge enables the reliable and fast evaluation of design concepts with 

acceptable accuracy values (obtained through evaluation of MAE and RMSE scoring 

values).  

6.6. Concluding remarks 

The creation of two different services providing predictions of manufacturing time for 

wing covers and the predictions of the pressure in the nut cap of a fastener assembly 

are presented in this chapter. The results obtained in the first use case supported the 

foundations of this research whereas the results obtained by the second use case 

confirmed the assumptions initially made in this report. These assumptions stated that 

the development of a KBE approach integrating ML algorithms and expert knowledge 

would deliver an effective and more efficient approach for sourcing engineering 

knowledge.  

Prior the development of this research, knowledge associated to the MFG cycle time or 

nut cap pressure estimation problems was kept in the minds of the domain experts or in 
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documents locally stored. These practices provoke knowledge leaks in the case of 

expert leave or retirement, thus making difficult to adequately retain and reuse 

engineering knowledge. Therefore, it became apparent the need for an effective 

approach for managing engineering knowledge. In this regard, this research proved to 

be an effective solution for managing engineering knowledge by providing experts with 

a methodology fostering the systematic capture, retain and reuse of knowledge. Using 

the proposed framework, experts are now asked to store the knowledge used by the 

capability in a human readable format within independent knowledge packages placed 

in a centralised web-based platform. In doing so, knowledge becomes easily accessible 

and applicable into different engineering problems across the organisation.   

In the case of the first use case, the previous approach used for time estimation lacks a 

model of the problem due to complexity issues. The complexity of the process is mainly 

provoked by the use of immature technologies –highly dependent in part complexity– in 

the manufacture of CFRP wing covers. Experts did not have enough knowledge to 

create an accurate model capable of predicting the manufacturing cycle time of wing 

covers. Moreover, any relevant knowledge used for the time estimation was not 

accessible for the experts as it was hard coded within the simulation software 

application. Based on these issues regarding the knowledge capture activity, the 

proposed knowledge sourcing capability proved to be able of efficiently capturing 

relevant and meaningful knowledge from company data assets and elicit expert 

knowledge. In this context, the knowledge sourcing platform integrates methods and 

tools supporting the capture of expert knowledge, and automating the knowledge 

creation using AI algorithms. Therefore, this research delivers a methodology for fast 

knowledge capture, thus providing a more efficient knowledge sourcing process. This 

approach is also a potential solution for problems which are knowledge intensive, 

complex and have poor theoretical understanding.  

The results provided by the knowledge sourcing capability highlight its ability for 

delivering fast, accurate and reliable evaluations of design concepts. The proposed 

methodology provides MFG time estimations in just a few seconds whereas the 

technology commonly used to do the same activity (fidelity simulation software tools) 
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requires more than a week of man work to generate the machine time estimations. 

Therefore, the knowledge sourcing framework developed is considered more efficient 

compared to current approaches as it provides faster MFG time estimations with 

accuracy levels considered as acceptable by experts in the domain.  

In parallel, in the context of the second case study before the KSF was implemented the 

rules modelling the nut cap pressure problem were manually created by experts. To do 

that, this group of experts used to identify trends in data through the analysis of the data 

gathered from the design and produced in the lab experiments. To facilitate the data 

evaluation process, the experts used a range of charts provided by the Excel tool. 

However, the poor results delivered by the model created led experts to realise about 

the limitations of using Excel spreadsheets to analyse complex problems which have 

poor theoretical understanding. More precisely, they considered that using Excel 

spreadsheets for data analysis makes difficult to identify and measure the impact 

caused by the parameters’ interaction.  Therefore, it became apparent the need for 

more advanced data analysis tools in order to realise the efficient capture of 

engineering knowledge. In this context, the AI techniques embedded within the KSF 

provide a solution to complex problems by generating a set of rules modelling the 

problem from company data assets. The AI algorithms account for data interactions, 

thus often they provide a more accurate model than using traditional approaches. This 

is supported in this research by the results provided by the application developed in this 

case study. Therefore, the new methodology proposed in this work provides a more 

accurate knowledge capture process, thus delivering a more efficient knowledge 

sourcing framework.  

Summarising, the research objectives 2–6 are accomplished through the development 

of a knowledge sourcing service following the steps of a well-established and generic 

methodology for KBE development, and the integration of methods and tools enabling 

the collaboration of AI techniques and experts. The validation of the case study and the 

research objectives associated was achieved by: 

 Providing expert feedback, generated as a result of the analysis of the ML rules 

and filling a questionnaire to assess the platform developed (APPENDIX B).  
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 Quantitative analysis of the results obtained in the review and validation of ML 

rules. 

  



- 167 - 

7. Discussion and Conclusions 

This chapter aims at providing the reader with a detailed analysis of the research 

achievements while describing the degree of quality, generality and applicability of the 

methodology proposed in section 7.1. This is followed by the description of the key 

research contributions in section 7.2. In addition, limitations and future work associated 

to this research are presented in section 7.3  and 7.4 respectively. The chapter is 

concluded with a summary of the work presented in this research in section 7.5. 

7.1. Research achievements 

The research reported here presents a new methodology for knowledge sourcing. The 

aim of the framework is “to develop a new and more efficient Knowledge Sourcing 

Framework, and create a better link between KBE and knowledge sourcing”. By 

implementing the new approach, engineering knowledge is systematically captured, 

retained and reused while providing engineers with a more efficient knowledge 

discovery method. 

The definition of research objectives led to the identification of a research challenge 

regarding the integration of the existing schools of thought aiming at a more appropriate 

management of engineering knowledge. The achievement of each of the research 

objectives reported in this research is synthetized in Table 25. 

Table 25. Achievement of the research objectives. 

Research 
Objective  

Chapter/ 
Section 

Description 

1 3 

Previous work addressing the efficient sourcing of engineering knowledge is 
analysed from an industrial perspective. In doing so, limitations representing 
the key barriers stopping KBE from being a widely used methodology to 
capture, retain and reuse knowledge were consolidated. 

2 5.3 

The knowledge sourcing platform reported in this research encompasses a 
method where the user is guided in the selection of a suitable AI method, and 
the review and validation of the model automatically generated by the AI 
technique. Using the information provided by the platform, the user selects a 
ML algorithm by evaluating the accuracy of the predictions, and the format and 
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meaningfulness of the rules. 

3 5.5 

A new method using AI for faster knowledge discovery is implemented within 
the knowledge sourcing framework. The AI algorithms deliver a set of explicit 
rules modelling the problem which provides experts with a better understanding 
of the problem. In doing so, the faster creation of a definitive model used to 
generate predictions is facilitated.    

4 5.4 

This research presents a combined approach integrating AI methods delivering 
an explicit model and expert knowledge in the form of expert intervention. The 
involvement of experts at different stages of the knowledge sourcing 
methodology increases the quality of the data used in the learning process and 
the reliability of the AI rules (after expert review and validation). 

5 5.2 

Knowledge and applications associated to the knowledge sourcing capability 
are stored in independent knowledge packages which are classified within 
three different engineering resources. This way of managing the elements of 
the framework facilitates their reuse across different engineering problems and 
their update. 

6 
4.2, 6 & 7 

 

The adoption of a well-established methodology supporting the management 
aspect of KBE is reported in this research. Following a structured approach for 
knowledge sourcing enables the systematic capture, retain and reuse of 
engineering knowledge.  

7 6 & 7 
The knowledge sourcing approach is validated as a result of the successful 
implementation of two case studies that prove the theoretical foundations of the 
research.  

In addition, the research objective achievement is assessed through the analysis of the 

knowledge sourcing framework regarding its quality, generality and applicability. 

7.1.1. Quality of the research process 

 To ensure the quality of the key findings obtained in this research, all the knowledge 

used in the knowledge sourcing framework was systematically captured. In this 

direction, questions planned to be asked in the meetings were discussed with the 

interviewees prior to performing the interviews. This step provided the interviewer with 

feedback regarding the suitability of questions and gave the experts more time to think 

about the answers, thus enhancing the elicitation of tacit knowledge. Moreover, experts’ 

answers were stored in a content management system, improving knowledge retention. 

The interviews were subject to expert’s availability, however this constraint was 

minimised as the author of this study was permanently based at the company were the 

case studies were carried out, thus facilitating the interaction with the experts. 
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The suitability of the methodology followed to develop the knowledge sourcing 

framework was ensured through to the use of a well-established and generic 

methodology (KNOMAD) which supports the development of KBE systems. The 

selection of this KNOMAD was carried out as a result of evaluating some of the most 

common methodologies used for KBE development. The evaluation process classified 

each of the methodologies regarding a set of knowledge management aspects such as 

the level of support for knowledge reuse and knowledge update. Moreover, these 

methodologies were also classified within general aspects such as their level of 

applicability and flexibility. 

To validate this research, two case studies were implemented within the knowledge 

sourcing framework. Both use cases face problems which are knowledge intensive, 

complex and have poor theoretical understanding. The characteristics of these 

problems and their context (aerospace industry) led to their selection as case studies 

and their posterior implementation within the framework developed in this research. 

The assessment of the achievement of all the specific research objectives of this study, 

apart from the first objective which is related to the literature review, was realised 

through quantitative and qualitative analyses. The aim of the quantitative analyses is the 

correctness of the results provided by the rules delivered as a result of the interaction 

between AI applications and expert knowledge. In parallel, two different procedures 

were carried out regarding the qualitative analysis. The first is focused on assessing the 

level of understanding of the automated ML rules whereas the second aimed at the 

collection of evidences about the usability and performance of the developed 

framework. The procedure followed to validate the outcome of this research is 

synthesised in Table 26. 

Table 26. Validation of the research outcome. 

Objective  

(see section 1.3) 

Type of 
Validation 

Description 

2. Help engineers to 
identify a suitable AI tool 
to solve a specific 
problem.  

Qualitative 
and 
quantitative 

The selection of a suitable ML algorithm performed by a group 
of experts was realised using a procedure which combines 
qualitative and quantitative features. The evaluation of ML 
numerical scoring values (RMSE and MAE) and the analysis 
of the ML rules based on their level of understanding 
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constitute respectively the quantitative and qualitative 
characteristics of the validation process.  

4. Increase the reliability 
of AI knowledge-based 
implementations, allowing 
experts to review and 
validate the ML rules 
generated 

Quantitative 

After the selection of a specific ML technique, the user (expert 
in the problem domain) evaluates the explicit model 
automatically generated and modifies the rules employing the 
RMA. In the iterative process followed when using the RMA, 
the pre-validation of the rules is achieved once the expert 
accepts RMSE and MAE as acceptable from an engineering 
point of view. The possibility of reviewing and validating the 
explicit model (responsible for generating predictions) 
increases the reliability of using machine learning algorithms to 
support engineers in solving complex problems. 

3. Enable the efficient 
sourcing of engineering 
knowledge using AI 
techniques. 

Quantitative 
and 
qualitative 

The verification of this objective encompasses the two 
objectives listed above and the validation of the explicit model. 
The validation of the explicit model is realised evaluating 
RMSE and MAE values obtained when using the pre-validated 
rules to predict the output class values corresponding to new 
samples contained in the “Test Set” input file. The model is 
validated as long as the experts consider this RMSE and MAE 
values as acceptable from an engineering point of view. 

2 – 7 Qualitative 

The applicability and performance of the presented framework 
were qualitatively analysed by asking the experts involved in 
this research to fill a questionnaire (APPENDIX B). This 
questionnaire enabled the assessment (from a user point of 
view) of the appropriateness of the framework, thus providing 
the author with useful information about the importance of the 
features delivered by the presented methodology. 

 

7.1.2. Generality of the research methodology 

Regarding the scope of the methodology presented in this study, the author believes the 

framework is generic enough to be applied in different business contexts. This is 

supported by the fact that similar research studies have been successfully implemented 

in other type of industries [100],[199],[200]. However, no safe claim can be realised as 

the two case studies implemented in this work have been only carried out in the 

aerospace context.  

The scope of this research is constrained to the aerospace industry. In this context, the 

characteristics of the aerospace industry defining the scope of this work are: 

 Lack of knowledge at early design stages, intrinsically related with the complexity 

of the products 



- 171 - 

 Complexity issues faced in the definition and application of tools in early design 

stages. This raises some challenges associated with the need to increase the 

efficiency of the knowledge sourcing practices.  

 High impact of the design choices made at early stages. There is significant 

interest from aerospace companies to increase the knowledge sourcing for early 

knowledge exploitation. 

In short, this research proved to be an effective and more efficient approach for 

knowledge sourcing in the context of the aerospace industry. Further research is 

required in order to prove the success of the proposed framework for a wider scope. 

7.1.3. Applicability of knowledge sourcing framework 

The analysis of the potential business impact of the implementation of the knowledge 

sourcing framework (KSF) is explained in this section. The application of the KSF 

enables engineers to make informed decisions when facing complex problems which 

have poor theoretical understanding; for instance, the design and manufacturing of 

CFRP components employing immature technologies which are highly dependent on 

part complexity. Additionally, designers working at early stages of the engineering 

design process could use the KSF to generate new knowledge based on past 

experiences. More precisely, the KSF would work as a design scoring tool helping 

designers to choose an optimal design.  

Apart from the advantages mentioned above, a major argument to implement the 

proposed framework is the need of every company to retain expert knowledge, thus 

minimising knowledge leaks caused by employees either leaving or retiring. 

To adequately implement a new service in the KSF developed in this research, there is 

a need to adapt the methodology to the client requirements. First, the definition of the 

data structure and its domain specific ontology is required, enabling systematic 

knowledge capture and storage. Once the structure of the knowledge to be captured is 

defined and, the required EKR models and the inference tool in charge of extracting 

data from input files are created, minor changes must be made to the KSF in order to 
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implement a new service. Only the requirement of new algorithms apart from the ones 

already embedded in the existing KSF would create the need for a programmer to 

integrate the desired method within the KSF. This could be a simple task but it will 

depend on the library or software package containing the algorithm requested. 

Furthermore, the KSF has been designed to be widely used and therefore its use does 

not need any special training. Indeed, the KSF has been considered by the users as an 

intuitive platform simple to use –as registered in the questionnaire about the KSF shown 

in Appendix B.  

In summary, the impact of implementing a new service in the KSF is considered to be 

from medium to low depending on the complexity of the process or processes to be 

modelled.  The business impact will mainly depend on the level of expert involvement 

required at the knowledge capture stage. The efficient creation and reuse of 

engineering knowledge are the major features motivating the implementation of the KSF 

presented. 

7.2. Key Research Contributions 

In the last two decades, the increasing interest and research on AI and KM areas has 

led to new ways of realising engineering design activities. In the engineering design 

context, researches having into account both areas are mainly focus on providing a 

solution to knowledge intensive problems (see section 2.4.2). In this context, capturing 

and retaining expert knowledge in a transferable format enabling its future reuse is of 

high interest for organisations. An example of this is the EPSRC grand challenge project 

on information and knowledge management [201]. Despite of the efforts realised by the 

research community to deliver a more effective and efficient knowledge sourcing 

approach, there are still some key barriers in the way expert knowledge is capture and 

the generality of the approach used for managing engineering knowledge.  

Existing KBE approaches usually capture expert knowledge through traditional 

elicitation techniques which are highly time consuming for experts. Moreover, KBE 

frameworks are rarely supported by a generic methodology (such as MOKA or 
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CommonKADS) providing the required methodological support to manage the complete 

knowledge life cycle. No KBE research was found presenting a capability managing 

engineering knowledge systematically (using a generic approach) while using advanced 

techniques for fast knowledge capture. This represents the key research finding 

identified in this work.  

The research reported here, presents a methodology delivering a solution to the 

knowledge capture and management aspects of KBE. This approach is also considered 

by the author as an integration of personalisation and codification EKM views for 

improved knowledge sourcing. Personalisation tools aim at improving the knowledge 

sourcing process by providing a framework for better collaboration between engineers 

whereas codification tools seeks the enhancement of knowledge sourcing through the 

automation of tasks [202]. 

The methodological support provided by the adoption of a well-established methodology 

for KBE development is a personalisation feature whereas the use of AI techniques for 

knowledge discovery is a codification feature.  The specific contributions obtained as a 

result of combining these two features are listed as follows: 

 Knowledge capture in engineering practices. 

 Knowledge life cycle management in engineering design. 

7.2.1. Knowledge capture in engineering practices. 

Nowadays KBE is considered by the research community as a key feature to capitalise 

company efforts on past activities. The knowledge capture aspect of KBE has been 

identified as the major bottleneck to hamper its use in real industrial applications. 

Therefore, the use of an efficient knowledge capture technique to retain and enable the 

transfer of lessons learn is crucial for organisations. 

Engineering knowledge is usually extracted using traditional techniques such as 

expert’s interview or observation. In this context, the use of AI for the efficient capture of 

engineering knowledge is considered a strong candidate. However, little research is 
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found where AI is used within a KBE framework for knowledge capture as AI is mostly 

used for “active” design optimisation whereas sourcing of information and knowledge is 

perceived as a secondary and therefore “passive” need. Identified researches 

integrating a knowledge based system and AI tools proved to be a solution capable of 

reducing the time required from experts [66],[70],[90],[91]. Nevertheless, none of these 

researches use a generic methodology capable of systematically managing the 

complete knowledge life cycle.  

Reliability is the main limitation of AI being applied in an engineering context. Most of 

the existing algorithms behave as a “black box” application not providing engineers with 

an explicit set of rules modelling the problem, thus they are not able to trace back from 

the results obtained. Only a few studies employ algorithms delivering an explicit model 

(see section 0). Therefore, it becomes apparent the need for a using AI algorithms 

delivering interpretative information enabling the explicit link between the predictions 

and the rules employed to generate them. Moreover, some researches using AI for 

knowledge discovery highlight the need for a closer link between AI algorithms and 

experts in the form of expert collaboration [67]–[69],[89],[91].  From these studies using 

AI and expert intervention, only [62] employs a knowledge based system for knowledge 

retain. However it doesn’t provide support in other stages of knowledge life cycle such 

as knowledge modelling and knowledge update.  

The approach reported here was developed following the steps of a generic 

methodology supporting the management aspect of KBE. This approach includes a 

structured method combining AI algorithms and experts for faster and more reliable 

knowledge capture compared to existing researches. The AI techniques used in this 

approach were selected after realising an assessment process. This evaluation is based 

on the ability of the AI technique to provide an explicit set of rules modelling a problem 

which allows the expert to realise the corresponding review and validation activities. The 

knowledge sourcing approach proposed encompasses an application which facilitates 

the expert intervention at different stages of the knowledge capture process. More 

precisely, the method defined requires expert collaboration in the data preparation, 

model selection and, model review and validation tasks (Figure 60). 
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  Figure 60. Knowledge capture process proposed 

7.2.2. Knowledge life cycle management in engineering design 

The advances in ICT and web-based technologies achieved in the last 20 years have 

led to the wider use knowledge repositories in the engineering design process. Data 

used in engineering design activities is often stored within knowledge models, thus 

facilitating the automatic execution of engineering tasks by KBE technology. Apart from 

the ability to automate tasks, some authors argue that KBE is capable of enabling an 

effective capture, retain and reuse of engineering knowledge [5]. Therefore, KBE is 

acknowledged by the research community as a potential solution to manage the 

complete knowledge life cycle of the engineering employed and produced in the 

engineering design process. However, KBE used in industrial applications is limited by 

[5] [6]: 

 High development costs. 

 Lack of KBE development methodology. 

 Knowledge capture is a highly time consuming process for experts. 

 Lack of an approach to measure the benefits provided by the implementation of 

KBE.  
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In the last decade, research efforts have been focus on providing a KBE development 

methodology. In this direction, MOKA and CommonKADS are the two prominent 

frameworks supporting KBE development. These methodologies have proved their 

ability to provide the methodological support required by KBE. However, there are still 

some limitations associated to them as presented in Table 27 and further described in 

section 4.2. 

Table 27.Main limitations associated to MOKA and CommonKADS. 

Methodology limitations 

MOKA CommonKADS 

Knowledge engineer oriented rather than end 
user 

Not enough number of guidelines supporting the 
completion of activities.  

Limited support for KBE maintenance and reuse Limited support for KBE maintenance and reuse 

Knowledge modelling support is limited  

Based on the limitations presented by the methodologies supporting the management 

aspect of KBE, [183] presents KNOMAD methodology aiming at delivering the benefits 

provided by MOKA and CommonKADS while addressing knowledge maintain and 

reuse.  

The research reported here adopts KNOMAD methodology to support the development, 

maintain and update of an extended KBE development process aiming at the effective 

management of engineering knowledge. The methodological support required by KBE 

to effectively manage engineering knowledge is successfully provided by adopting 

KNOMAD. The effectiveness of the methodology adopted was validated through the 

completion of a questionnaire fulfilled by the experts and users involved in the 

development and use of the KSF. Therefore, the approach presented here tackles the 

identified KBE limitation associated to the lack of a generic methodology for KBE 

development.  

Additionally, the knowledge sourcing methodology presented also tackles the KBE 

barrier linked to the need of a more efficient knowledge capture process through the 

integration of experts and AI within a knowledge-based framework as described in the 

previous section. 
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7.3. Key research limitations  

In this section, limitations related to the realised research are described. Two types of 

limitations have been identified. The first group correspond to those limitations known 

prior to the realisation of the research. In this study, only one limitation has been 

classified within this group.  This constraint exists as a result of selecting the qualitative 

approach as a research strategy. The research strategy followed makes it difficult to 

replicate the KSF methodology presented. In parallel, the limitations belonging to the 

second group were identified while performing the research. These limitations are 

related to the: 

 Validation of the knowledge sourcing framework. As previously mentioned, 

no quantification of the performance of the KSF has been realised. This causes 

difficulties in proving the validity of the methodology. However, in order to 

minimise this, a qualitative validation process was performed, asking experts in 

the problem domain and users of the KSF to fill a questionnaire. There is a lack 

of a statistical analysis of the answers of the expert questionnaires due to the 

reduced number of engineers involved in the development and use of the 

knowledge sourcing capabilities developed in each use case. 

 Complexity of the KSF. The modular approach followed in this research 

enables the KSF to grow quickly increasing its complexity, thus making more 

difficult the replication of the KSF presented in this work. 

 Industrial context of the case studies developed. The two use cases 

described in this study have been implemented in different areas (design for 

manufacturing and lightning strike effects), nevertheless both cases belong to the 

aerospace industry. The application of a third use case within a different 

industrial context would have helped to improve the generality and applicability of 

the methodology proposed. However, it has not been realised due to experts and 

researcher time constraints. 

 Complexity of the model provided by the AI capability. This limitation refers 

to the problems faced by experts when trying to understand the explicit model or 
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set of rules automatically created by the ML algorithms. More precisely, experts 

required a considerable amount of time to understand the explicit rules.  This 

highlighted the need for more advanced visual analytical tools to speed up the 

process of understanding ML rules. 

7.4. Future work 

This section lists a number of research areas identified by the author where further work 

can be undertaken in order to enhance the source of engineering knowledge. 

 Knowledge representation and modelling. A more intuitive way of modelling 

knowledge could be achieved by using knowledge representation formalisms 

such as semantic networks and conceptual graphs. By representing knowledge 

using these formalisms, various type of knowledge could be expressed apart 

from inference rules, thus providing better expressiveness and a deployable 

inference process. 

 ML Rules interpretation. Further work is advised in order to facilitate the 

understanding of the knowledge automatically generated by ML methods.  In this 

direction, more advanced visual analytical tools would be beneficial, providing the 

user with more intuitive formats of visualising the information related to the ML 

rules.  

 Rule validation process. The framework developed includes an engineering 

workflow enabling the effective validation of the rules generated. However, the 

possibility of enhancing the defined workflow including features (such as rules’ 

weighting and characterisation) would enhance the reliability of the KSF 

capability. 

 Data management. The use of unstructured databases would allow the KSF to 

deal with larger amounts of data, with both structured and non-structured 

information such as data from manuals and emails respectively. This will provide 

experts with more relevant information to solve a specific problem.  
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7.5. Conclusions 

In this research, a framework aiming at an extended and generic KBE methodology 

enabling the effective management of the complete knowledge life cycle and the 

efficient sourcing of knowledge was developed. The KSF development responds to a 

set of industrial needs identified by the author. The aspects of this PhD thesis related to 

the industrial motivations are listed as follows: 

 Reduce the time dedicated to Knowledge capture activities. Literature 

highlights the knowledge elicitation task as the major bottle neck to boost the use 

of KBE systems seeking sourcing knowledge adequately. In this regard, a key 

feature included in this work is the use of AI applications in collaboration with 

experts to reduce the time required to model a problem. The research reported 

here facilitates the task of finding correlations in data in which knowledge is 

hidden, delivering a solution to those complex problems in which previous 

knowledge is limited. 

 Capitalise on efforts in the development of systems to source engineering 

knowledge. Often, no profits are obtained from the large number of hours spent 

in developing systems focused on the elicitation and reuse of expert knowledge. 

In most of the cases, this is due to the way the knowledge is stored and 

structured. This makes knowledge gathered from previous experiences difficult to 

understand and transfer it within the organisation. In order to tackle this issue, 

the methodology proposed here stores knowledge in a human and computable 

format within independent knowledge packages, facilitating the knowledge 

transfer and its applicability across different engineering problems. For instance 

in the first case study, formal models contain knowledge in the format of IF-THEN 

rules. In doing so knowledge becomes more comprehensive while its automated 

execution using external applications becomes easier to overcome.  

 Increase reliability of AI methods in the engineering design context. A 

majority of the existing machines learning algorithms fail to provide an explicit 

model (considered as “black box” techniques) that permits the users to trace 
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back the results. This constraint makes difficult for engineers to correlate the 

results provided by the AI algorithm to physical events. The use in this research 

of only those methods providing engineers with a set of rules describing the 

problem, not only allows users to trace back the results but also gain a better 

understanding of the problem. The reliability of AI techniques for knowledge 

capture is also enhanced by the intervention of experts in the problem domain at 

different stages of the knowledge sourcing procedure proposed. 

To ensure the delivery of a KSF providing an effective solution to the challenges listed 

above, the following key activities were undertaken: 

 Adoption of a state of the art methodology providing the knowledge sourcing 

capability with the required methodological support that enables the systematic 

capture, retain and reuse of expert knowledge.  

 Use of AI techniques for fast knowledge capture, thus delivering a more efficient 

knowledge sourcing capability. In addition, this research integrates experts and 

AI methods within the knowledge sourcing process to generate more accurate 

and reliable predictions. 

 Quantitative evaluation of the predictions provided in the learning and validation 

stages. This analysis was realised following an acknowledge criterion that 

facilitates the validation of the rules obtained as a result of the interaction 

between machine learning algorithms and experts. 

 Qualitative assessment of the knowledge sourcing framework performed by a 

group of experts involved in the implementation of the case studies of this 

research. A questionnaire was created and experts were asked to complete it in 

order to facilitate the confirmation and validation of the assumptions made 

regarding the management aspect of the KSF. 

The validation of the KSF was achieved through the successful implementation of two 

case studies aiming at optimising engineering design activities. The former case study –

focus on the MFG cycle time prediction of CFRP wing covers– reduced the time 

required to obtain accurate time estimations from one week to a few minutes.  The latter 
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–focus on the prediction of the pressure in the nut cap of a fastener assembly after it is 

hit by a lightning strike– provided a more comprehensive and realistic model of the 

problem in a similar amount of time when compared to the existing approach. Based on 

this, the KSF has proved to be a more efficient approach for knowledge sourcing. In 

parallel, KSF demonstrated to be effective methodology for the management of the 

complete knowledge life cycle. This became apparent through the implementation of 

both case studies following the steps of KNOMAD and the qualitative expert 

assessment of the framework.    
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APPENDIX A. Terminology 

This appendix aims at providing the reader with a better understanding of the concepts 

used in this study. More precisely, the concepts studied in this section are EKM, KBE 

and knowledge sourcing due to existence of wide variety of researchers’ with a different 

view on KBE [6] and its relationship with the other two terms.   

In this context, based in [5][203][54] the author considers KBE as an software 

application focused in the automation of repetitive tasks and support to the engineering 

design optimisation aiming at delivering a more efficient product development process. 

KBE falls into EKM discipline which is presented in [28] as “a key for the organisations 

attempting to capitalise their expertise and know-how”. Other authors point out in their 

EKM definitions to the systematic process in which knowledge is organized in an 

efficient manner by making it available and facilitating its exploitation and reuse [5] 

[26][27]. Therefore, as presented in [5] and illustrated in Figure 61 KBE emphasis is on 

the technical area of developing KBE tools while EKM is focused in making a more 

effective and efficient use of the company data assets. 

 

Figure 61. Relative positioning of KBE respect to knowledge management and knowledge engineering 
[5]. 
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Finally, in this research knowledge sourcing emphasis is on the following EKM aspects:  

5. Creating new knowledge: Enable knowledge sourcing not only from experts but 

as well from company data assets in which often relevant knowledge is hidden. 

6. Retaining the knowledge: Enable the sharing and the modification of the 

knowledge.  

7. Making the knowledge ready to be exploited into KBE applications: 

Capturing knowledge from experts and representing this knowledge in a human- 

and computer-readable language. It allows the exploitation of knowledge across 

different engineering problems. 

The notion of “knowledge sourcing” here refers to the capacity not only to access and 

manage the change of knowledge in KBE applications. In addition it refers to the ability 

to efficiently extract knowledge in engineering scenarios characterised by:  

- The complex networks of engineers that do not work anymore in the same office 

but in distributed teams across organisations with high level of internal and 

external mobility. Empirical research on engineering design indicates that that 

designers spend around 30% of their time looking for information that is already 

available [7]. The threat to engineering firms stands at the chance of engineers 

being able only to still use the same 30%. But on a more complex knowledge 

sourcing exercise motivated by factors like the lack of experts and their 

delocalisation.  

- The explosion of data generated by digital engineering. Digitalisation of 

engineering work has brought significant efficiencies to the design process. 

However, it has also multiplied the availability of data coming from digital tools 

and the complexity to manage its value. Rather than a threat, data availability 

brings the opportunity to extract usable knowledge from information sources and 

thus increasing the return of investment on digitalisation.  
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APPENDIX B. KSF Framework 

Questionnaire 

This appendix provides the details of the questionnaires realised in order to qualitatively 

validate the knowledge sourcing framework developed in this study. The aim of the 

questionnaires is to prove the suitability of the platform to enable the efficient and 

systematic source of engineering knowledge. This framework has been tested in two 

different domains where experts in the field were asked to fulfill the questionnaire 

presented below.  

B.1 Questionnaires of case study 1 

Questionnaire 1.1 

Interviewed id: EXPERT_1 

Information about the questionnaire  

What is the aim of the questionnaire? 

The objective of this questionnaire is to  qualitatively validate the knowledge 

sourcing framework developed in this research to predict the MFG time required to 

manufacture a wing cover. 

What is the purpose of this questionnaire? 

The aim of this questionnaire is to validate and consolidate the assumption that a 

effective and more efficient way of source engineering knowledge can be realised by 

integrating artificial intelligence knowledge-based tools within a knowledge Sourcing 

framework. 
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How the proposed methodology is validated? 

The validation of the methodology was planned to be achieved by the development 

of two use cases. Therefore, the validation of these two case studies will 

consequently validate the framework proposed. 

The validation of the use case encompasses three main tasks as shown in Figure 

62. The first one is linked to the process of reviewing and modification the ML rules 

obtained as a result of training the ML algorithm with 198 samples. In this case study 

M5R was selected due to the meaningfulness of its rules (assessed by experts) and 

the accuracy of the results provided.  

Once the explicit model created was validated by experts, the last version of the ML 

rules (pre-validated model) were used to predict the MFG times of 71 samples 

corresponding to the “Test Set” file. This file contains data of two new design 

configurations which are not used in the learning process. The values of MAE and 

RMSE obtained in the validation process are 13.91 and 19.83 respectively which 

were considered by the experts as acceptable from and engineering point of view.  
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Figure 62. Use case validation process. 

Finally, the last step to validate the use case was achieved by performing a 

qualitative analysis of the KS framework. This was realised by asking the experts to 

fulfil this questionnaire. 

Instructions to complete the questionnaire. 

 Questions should be answered ticking the correspondent box on the 

white area of the tables.  

 Comments should be answered on the grey area of the tables. 

 Questions only have one possible answer. 

 

Technical questions 

This questionnaire is intended to analyse the knowledge sourcing (KS) 

framework developed in this PhD study.  

The KS platform developed in this study is a user friendly system fostering its 

wider use within the company. 

 

Strongly Agree 

 

 

      Agree     Disagree Strongly Disagree 

Comments:  

 

 

 

 
X 
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The KS framework is simple enough to be used by a non-programmer and its 

knowledge easy to keep up to date. 

 

Strongly Agree 

 

 

      Agree    Disagree Strongly Disagree 

Comments: 

 

The system enables the user to easily review and validate the automated rules 

created. 

 

Strongly Agree 

 

 

      Agree     Disagree Strongly Disagree 

Comments: 

It could be useful the use of an automated workflow to validate the rules more 

efficiently. 

 

 

 

 

 
X 

 

  

X 
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The system allows the knowledge to be stored separately from its application 

fostering the reuse of knowledge. 

 

Strongly Agree 

 

 

      Agree Disagree Strongly Disagree 

Comments: 

Knowledge is usually hard coded within the application. Therefore, this is a key 

feature for as due to expert knowledge is often loss when and expert leaves or gets 

retire.  

 

An expert or group of experts could not have been able to derive the same rules 

obtained by the KSF. 

 

Strongly Agree 

 

 

        Agree Disagree Strongly Disagree 

Comments: 

I do agree but with enough time a group of experts could eventually obtain a set of 

meaningful and accurate rules. 

 

 

X 

 

   

X 
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The ML algorithm could not have been able to obtain the same validated rules 

(obtained as a result of the interaction between ML algorithms and experts) 

without expert intervention. 

 

Strongly Agree 

 

 

       Agree      Disagree Strongly Disagree 

Comments: 

 

 

 

The knowledge sourcing methodology enables to easily trace back the results 

generated.   

 

Strongly Agree 

 

 

       Agree Disagree Strongly Disagree 

Comments: 

The use of a set of particular algorithms providing an explicit model enables tracing 

back from the predictions. This increases the accuracy of this framework compared 

to other systems using “black box” applications for prediction. 

 

 
X 

 

  

 
X 
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The knowledge sourcing capability developed is a robust system which doesn’t 

fail easily and recovers quickly from no ordinary circumstances.    

  

Strongly Agree 

 

 

Agree Disagree Strongly 

Disagree 

     N/A 

Comments: 

 

The use of a well-established methodology (KNOMAD) to develop the knowledge 

sourcing framework delivers a generic capability which enables the systematic 

capture, retaining and reuse of engineering knowledge. 

  

Strongly Agree 

 

 

Agree Disagree Strongly 

Disagree 

N/A 

Comments: 

KNOMAD delivers the required methodological support required by KBE for effective 

knowledge sourcing. 

 

 

 

 

 
X 

 

   

 X 

 

   



- 207 - 

Questionnaire 1.2 

Interviewed id: EXPERT_2 

Information about the questionnaire  

What is the aim of the questionnaire? 

The objective of this questionnaire is to  qualitatively validate the knowledge 

sourcing framework developed in this research to predict the MFG time required to 

manufacture a wing cover. 

What is the purpose of this questionnaire? 

The aim of this questionnaire is to validate and consolidate the assumption that a 

effective and more efficient way of source engineering knowledge can be realised by 

integrating artificial intelligence knowledge-based tools within a knowledge Sourcing 

framework. 

How the proposed methodology is validated? 

The validation of the methodology was planned to be achieved by the development 

of two use cases. Therefore, the validation of these two case studies will 

consequently validate the framework proposed. 

The validation of the use case encompasses three main tasks as shown in Figure 

62. The first one is linked to the process of reviewing and modification the ML rules 

obtained as a result of training the ML algorithm with 198 samples. In this case study 

M5R was selected due to the meaningfulness of its rules (assessed by experts) and 

the accuracy of the results provided.  

Once the explicit model created was validated by experts, the last version of the ML 

rules (pre-validated model) were used to predict the MFG times of 71 samples 

corresponding to the “Test Set” file. This file contains data of two new design 

configurations which are not used in the learning process. The values of MAE and 
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RMSE obtained in the validation process are 13.91 and 19.83 respectively which 

were considered by the experts as acceptable from and engineering point of view.  

 

Figure 63. Use case validation process. 

Finally, the last step to validate the use case was achieved by performing a 

qualitative analysis of the KS framework. This was realised by asking the experts to 

fulfil this questionnaire. 

Instructions to complete the questionnaire. 

 Questions should be answered ticking the correspondent box on the 

white area of the tables.  

 Comments should be answered on the grey area of the tables. 

 Questions only have one possible answer. 
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Technical questions 

This questionnaire is intended to analyse the knowledge sourcing (KS) 

framework developed in this PhD study.  

The KS platform developed in this study is a user friendly system fostering its 

wider use within the company. 

 

Strongly Agree 

 

 

       Agree     Disagree Strongly Disagree 

Comments: 

The process of familiarising with the tool was fast and little help was required from 

the knowledge manager in order to review and validate the rules automatically 

generated. 

 

The KS framework is simple enough to be used by a non-programmer and its 

knowledge easy to keep up to date. 

 

Strongly Agree 

 

 

      Agree    Disagree Strongly Disagree 

Comments: 

 

 
X 

 

  

 

 

X 
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The system enables the user to easily review and validate the automated rules 

created. 

 

Strongly Agree 

 

 

       Agree    Disagree Strongly Disagree 

Comments: 

 

 

 

The system allows the knowledge to be stored separately from its application 

fostering the reuse of knowledge. 

 

Strongly Agree 

 

 

      Agree    Disagree Strongly Disagree 

Comments: 

Usually the knowledge used by CAD tools is hard-coded making difficult to reuse 

that knowledge in other problems. Fostering the storage of the knowledge out of the 

application is highly convenient for enhanced knowledge re-use.  

 

 

X 

 

  

X 
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An expert or group of experts could not have been able to derive the same rules 

obtained by the KSF. 

 

Strongly Agree 

 

 

        Agree      Disagree Strongly Disagree 

Comments: 

Not in the same time frame but a group of experts without the intervention of the AI 

algorithms could lead a set of rules with more meaningful rules. However, some 

correlations could be not taken into account without the use of advanced analytical 

tools. 

The ML algorithm could not have been able to obtain the same validated rules 

(obtained as a result of the interaction between ML algorithms and experts) 

without expert intervention. 

 

Strongly Agree 

 

 

        Agree Disagree Strongly Disagree 

Comments: 

 

 

 

 
X 

  

 
X 
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The knowledge sourcing methodology enables to easily trace back the results 

generated.   

 

Strongly Agree 

 

 

        Agree Disagree Strongly Disagree 

Comments: 

 

 

The use of a well-established methodology (KNOMAD) to develop the knowledge 

sourcing framework delivers a generic capability which enables the systematic 

capture, retaining and reuse of engineering knowledge. 

  

Strongly Agree 

 

 

Agree Disagree Strongly 

Disagree 

N/A 

Comments: 

The existence of predefined guidelines for the development of the knowledge 

sourcing framework increases the applicability of the framework. 

 

 

 

X  

 

  

 
X 
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Questionnaire 1.3 

Interviewed id: EXPERT_3 

Information about the questionnaire  

What is the aim of the questionnaire? 

The objective of this questionnaire is to  qualitatively validate the knowledge 

sourcing framework developed in this research to predict the MFG time required to 

manufacture a wing cover. 

What is the purpose of this questionnaire? 

The aim of this questionnaire is to validate and consolidate the assumption that a 

effective and more efficient way of source engineering knowledge can be realised by 

integrating artificial intelligence knowledge-based tools within a knowledge Sourcing 

framework. 

How the proposed methodology is validated? 

The validation of the methodology was planned to be achieved by the development 

of two use cases. Therefore, the validation of these two case studies will 

consequently validate the framework proposed. 

The validation of the use case encompasses three main tasks as shown in Figure 

62. The first one is linked to the process of reviewing and modification the ML rules 

obtained as a result of training the ML algorithm with 198 samples. In this case study 

M5R was selected due to the meaningfulness of its rules (assessed by experts) and 

the accuracy of the results provided.  

Once the explicit model created was validated by experts, the last version of the ML 

rules (pre-validated model) were used to predict the MFG times of 71 samples 

corresponding to the “Test Set” file. This file contains data of two new design 

configurations which are not used in the learning process. The values of MAE and 
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RMSE obtained in the validation process are 13.91 and 19.83 respectively which 

were considered by the experts as acceptable from and engineering point of view.  

 

Figure 64. Use case validation process. 

Finally, the last step to validate the use case was achieved by performing a 

qualitative analysis of the KS framework. This was realised by asking the experts to 

fulfil this questionnaire. 

Instructions to complete the questionnaire. 

 Questions should be answered ticking the correspondent box on the 

white area of the tables.  

 Comments should be answered on the grey area of the tables. 

 Questions only have one possible answer. 

Technical questions 

This questionnaire is intended to analyse the knowledge sourcing (KS) 

framework developed in this PhD study.  
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The KS platform developed in this study is a user friendly system fostering its 

wider use within the company. 

 

Strongly Agree 

 

 

      Agree    Disagree Strongly Disagree 

Comments: 

 

 

The KS framework is simple enough to be used by a non-programmer and its 

knowledge easy to keep up to date. 

 

Strongly Agree 

 

 

      Agree    Disagree Strongly Disagree 

Comments: 

The modification of the rules can be a little complex for people with non-

programming skills. 

 

 

 

 X 
  

 
X 
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The system enables the user to easily review and validate the automated rules 

created. 

 

Strongly Agree 

 

 

      Agree     Disagree Strongly Disagree 

Comments: 

It is sufficient for an initial system like this but it would be beneficial to include 

additional features (e.g.  easier access to previous versions of the rules). 

 

 

The system allows the knowledge to be stored separately from its application 

fostering the reuse of knowledge. 

 

Strongly Agree 

 

 

      Agree    Disagree Strongly Disagree 

Comments: 

 

 

 

 

X 

 

  

X 
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An expert or group of experts could not have been able to derive the same rules 

obtained by the KSF. 

 

Strongly Agree 

 

 

        Agree      Disagree Strongly Disagree 

Comments: 

The use of advanced data mining techniques is quite useful for the understanding of 

processes involving new technologies. 

 

The ML algorithm could not have been able to obtain the same validated rules 

(obtained as a result of the interaction between ML algorithms and experts) 

without expert intervention. 

 

Strongly Agree 

 

 

       Agree      Disagree Strongly Disagree 

Comments: 

It would depend on the amount of data points and the selected features. AI experts 

claim that with enough information (data points) an advanced algorithm will provide 

a highly accurate model. However the need of the experts to define the features to 

be used in the model still would be required. 

 

 
X 

 

  

X 
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The knowledge sourcing methodology enables to easily trace back the results 

generated.   

 

Strongly Agree 

 

 

       Agree      Disagree Strongly Disagree 

Comments: 

The advanced features delivered by the existing visualisations facilitate the data 

traceability activity. Data points can be easily linked to the values in the “inputs” 

table or to their corresponding rule. 

 

The use of a well-established methodology (KNOMAD) to develop the knowledge 

sourcing framework delivers a generic capability which enables the systematic 

capture, retaining and reuse of engineering knowledge. 

  

  Strongly 

Agree 

 

 

  Agree      Disagree Strongly 

Disagree 

     N/A 

Comments: 

The use of KNOMAD + ontologies enhances knowledge maintain and update. This 

increases users’ engagement. 

  

 
X 

 

  

 
X 

 

   



- 219 - 

B.2 Questionnaires of case study 2 

Questionnaire 2.1 

Interviewed id: EXPERT_4 

Information about the questionnaire  

What is the aim of the questionnaire? 

The objective of this questionnaire is to  qualitatively validate the knowledge 

sourcing framework developed in this research to predict lightning strike effects. 

What is the purpose of this questionnaire? 

The aim of this questionnaire is to validate and consolidate the assumption that a 

effective and more efficient way of source engineering knowledge can be realised by 

integrating artificial intelligence knowledge-based tools within a knowledge Sourcing 

framework. 

How the proposed methodology is validated? 

The validation of the methodology was planned to be achieved by the development 

of two use cases. Therefore, the validation of these two case studies will 

consequently validate the framework proposed. 

The validation of the use case encompasses three main tasks as shown in Figure 

62. The first one is linked to the process of reviewing and modification the ML rules 

obtained as a result of training the ML algorithm with 76 samples. In this case study 

M5R was selected due to the meaningfulness of its rules (assessed by experts) and 

the accuracy of the results provided.  

Once the explicit model created was validated by experts, the last version of the ML 

rules (pre-validated model) were used to predict the MFG times of 33 samples 

corresponding to the “Test Set” file. This file contains data of two new design 

configurations which are not used in the learning process. The values of MAE and 



- 220 - 

RMSE obtained in the validation process are 0.9 and 1.36 respectively which were 

considered by the experts as acceptable from and engineering point of view.  

 

Figure 65. Use case validation process. 

Finally, the last step to validate the use case was achieved by performing a 

qualitative analysis of the KS framework. This was realised by asking the experts to 

fulfil this questionnaire. 

Instructions to complete the questionnaire. 

 Questions should be answered ticking the correspondent box on the 

white area of the tables.  

 Comments should be answered on the grey area of the tables. 

 Questions only have one possible answer. 

Technical questions 

This questionnaire is intended to analyse the knowledge sourcing (KS) 

framework developed in this PhD study.  



- 221 - 

The KS platform developed in this study is a user friendly system fostering its 

wider use within the company. 

 

Strongly Agree 

 

 

       Agree     Disagree Strongly Disagree 

Comments: 

This framework enables to gather data in one place what allows instant opportunity 

for processing. The relationships between parameters are complex and often non-

linear. Many test campaigns are similar with sometimes subtle variations. The 

platform can take advantage of this by expanding the dataset. 

 

The KS framework is simple enough to be used by a non-programmer and its 

knowledge easy to keep up to date. 

 

Strongly Agree 

 

 

       Agree Disagree Strongly Disagree 

Comments: 

The user interface means that no programming skills are required. 

 

 

 
X 

 

  

X 
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The system enables the user to easily review and validate the automated rules 

created. 

 

Strongly Agree 

 

 

       Agree Disagree Strongly Disagree 

Comments: 

There is facility to review the rules that are automatically generated by the 

algorithms and manipulate the rules if expert experience is beneficial. The rules can 

then be validated against a new dataset with statistical outputs of the error. 

 

The system allows the knowledge to be stored separately from its application 

fostering the reuse of knowledge. 

 

Strongly Agree 

 

 

     Agree    Disagree Strongly Disagree 

Comments: 

Yes, the rules/model generated are stored in a repository and can be 

accessed/edited at a later date. 

 

 

 

X 

 

  

 

 

X 
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An expert or group of experts could not have been able to derive the same rules 

obtained by the KSF. 

 

Strongly Agree 

 

 

       Agree      Disagree Strongly Disagree 

Comments: 

The relationships between parameters are complicated and often non-linear. 

Perhaps with sufficient time an expert could derive a model that is greatly beneficial 

to be supported by machine learning algorithms. 

 

 

The ML algorithm could not have been able to obtain the same validated rules 

(obtained as a result of the interaction between ML algorithms and experts) 

without expert intervention. 

 

Strongly Agree 

 

 

        Agree Disagree Strongly Disagree 

Comments: 

For the same reason as above (complex and non-linear relationships between 

 

 

X 
  

 
X 

 

  



- 224 - 

parameters) it is beneficial for the expert to influence rules in order to increase 

accuracy. For example, the expert may know when a certain parameter exceeds a 

given threshold, the response is very different. 

 

The knowledge sourcing methodology enables to easily trace back the results 

generated.   

 

Strongly Agree 

 

 

       Agree      Disagree Strongly Disagree 

Comments: 

 

 

 

The use of a well-established methodology (KNOMAD) to develop the knowledge 

sourcing framework delivers a generic capability which enables the systematic 

capture, retaining and reuse of engineering knowledge. 

  

Strongly Agree 

 

 

Agree Disagree Strongly 

Disagree 

N/A 

 
X 

 

  

 X 
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Comments: 

The methodology is the most powerful part of the system because it allows for easy 

storage of data from many tests campaigns which simplifies the process of 

analysing differences between campaigns. 

 

Questionnaire 2.2 

Interviewed id: EXPERT_5 

Information about the questionnaire  

What is the aim of the questionnaire? 

The objective of this questionnaire is to  qualitatively validate the knowledge 

sourcing framework developed in this research to predict lightning strike effects. 

What is the purpose of this questionnaire? 

The aim of this questionnaire is to validate and consolidate the assumption that a 

effective and more efficient way of source engineering knowledge can be realised by 

integrating artificial intelligence knowledge-based tools within a knowledge Sourcing 

framework. 

How the proposed methodology is validated? 

The validation of the methodology was planned to be achieved by the development 

of two use cases. Therefore, the validation of these two case studies will 

consequently validate the framework proposed. 

The validation of the use case encompasses three main tasks as shown in Figure 

62. The first one is linked to the process of reviewing and modification the ML rules 

obtained as a result of training the ML algorithm with 76 samples. In this case study 

M5R was selected due to the meaningfulness of its rules (assessed by experts) and 

the accuracy of the results provided.  
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Once the explicit model created was validated by experts, the last version of the ML 

rules (pre-validated model) were used to predict the MFG times of 33 samples 

corresponding to the “Test Set” file. This file contains data of two new design 

configurations which are not used in the learning process. The values of MAE and 

RMSE obtained in the validation process are 0.9 and 1.36 respectively which were 

considered by the experts as acceptable from and engineering point of view.  

 

Figure 66. Use case validation process. 

Finally, the last step to validate the use case was achieved by performing a 

qualitative analysis of the KS framework. This was realised by asking the experts to 

fulfil this questionnaire. 

Instructions to complete the questionnaire. 

 Questions should be answered ticking the correspondent box on the 

white area of the tables.  

 Comments should be answered on the grey area of the tables. 

 Questions only have one possible answer. 
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Technical questions 

This questionnaire is intended to analyse the knowledge sourcing (KS) 

framework developed in this PhD study.  

The KS platform developed in this study is a user friendly system fostering its 

wider use within the company. 

 

Strongly Agree 

 

 

      Agree     Disagree Strongly Disagree 

Comments: 

The platform allows quick and easy access to visual analytical tools to manipulate 

data. It is especially useful for users no used-to or confident with manipulating large 

or complex data sets. 

 

The KS framework is simple enough to be used by a non-programmer and its 

knowledge easy to keep up to date. 

 

Strongly Agree 

 

 

      Agree     Disagree Strongly Disagree 

Comments: 

The nature of our tests and samples (extremely complex) requires expert 

X 

 

 

  

 

 

X 
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intervention to keep knowledge up-to-date. 

 

 

The system enables the user to easily review and validate the automated rules 

created. 

 

Strongly Agree 

 

 

      Agree     Disagree Strongly Disagree 

Comments: 

The system to review and validate the rules is quick and easy to use. Validation 

requires some expert knowledge to ensure it is reasonable and grounded in reality. 

 

The system allows the knowledge to be stored separately from its application 

fostering the reuse of knowledge. 

 

Strongly Agree 

 

 

     Agree     Disagree Strongly Disagree 

Comments: 

The system allows users to easily reuse/re-analyse the data. 

 

X 

 

  

X 

 

   



- 229 - 

 

 

An expert or group of experts could not have been able to derive the same rules 

obtained by the KSF. 

 

Strongly Agree 

 

 

       Agree      Disagree Strongly Disagree 

Comments: 

With enough time and resources a group of experts using other advanced 

tools/techniques may be able to produce similar sets of validated rules. This would 

probably not be as quick or efficient as using the KSF proposed in this research. 

 

The ML algorithm could not have been able to obtain the same validated rules 

(obtained as a result of the interaction between ML algorithms and experts) 

without expert intervention. 

 

Strongly Agree 

 

 

       Agree      Disagree Strongly Disagree 

Comments: 

Extremely complex nature of tests and samples means expert 

 
 X 

 

X  
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intervention/knowledge is essential. 

 

The knowledge sourcing methodology enables to easily trace back the results 

generated.   

 

Strongly Agree 

 

 

       Agree      Disagree Strongly Disagree 

Comments: 

Data/results are easy to trace using the knowledge sourcing platform. 

 

The use of a well-established methodology (KNOMAD) to develop the knowledge 

sourcing framework delivers a generic capability which enables the systematic 

capture, retaining and reuse of engineering knowledge. 

  

Strongly Agree 

 

 

Agree Disagree Strongly 

Disagree 

N/A 

Comments: 

The systems seems to be a generic approach for knowledge sourcing. However, it 

would be beneficial to try with more campaigns. 

X  

 

  

 
X 
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Questionnaire 3 

Interviewed id: EXPERT_6 

Information about the questionnaire  

What is the aim of the questionnaire? 

The objective of this questionnaire is to  qualitatively validate the knowledge 

sourcing framework developed in this research to predict lightning strike effects. 

What is the purpose of this questionnaire? 

The aim of this questionnaire is to validate and consolidate the assumption that a 

effective and more efficient way of source engineering knowledge can be realised by 

integrating artificial intelligence knowledge-based tools within a knowledge Sourcing 

framework. 

How the proposed methodology is validated? 

The validation of the methodology was planned to be achieved by the development 

of two use cases. Therefore, the validation of these two case studies will 

consequently validate the framework proposed. 

The validation of the use case encompasses three main tasks as shown in Figure 

62. The first one is linked to the process of reviewing and modification the ML rules 

obtained as a result of training the ML algorithm with 76 samples. In this case study 

M5R was selected due to the meaningfulness of its rules (assessed by experts) and 

the accuracy of the results provided.  

Once the explicit model created was validated by experts, the last version of the ML 

rules (pre-validated model) were used to predict the MFG times of 33 samples 

corresponding to the “Test Set” file. This file contains data of two new design 

configurations which are not used in the learning process. The values of MAE and 

RMSE obtained in the validation process are 0.9 and 1.36 respectively which were 

considered by the experts as acceptable from and engineering point of view.  



- 232 - 

 

Figure 67. Use case validation process. 

Finally, the last step to validate the use case was achieved by performing a 

qualitative analysis of the KS framework. This was realised by asking the experts to 

fulfil this questionnaire. 

 

 

 

 

Instructions to complete the questionnaire. 

 Questions should be answered ticking the correspondent box on the 

white area of the tables.  

 Comments should be answered on the grey area of the tables. 

 Questions only have one possible answer. 
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Technical questions 

This questionnaire is intended to analyse the knowledge sourcing (KS) 

framework developed in this PhD study.  

The KS platform developed in this study is a user friendly system fostering its 

wider use within the company. 

 

Strongly Agree 

 

 

      Agree     Disagree Strongly Disagree 

Comments: 

For an initial system is very easy to use. Wider use of the tool will largely depend on 

their mind-set as much as the quality of the tool. 

 

The KS framework is simple enough to be used by a non-programmer and its 

knowledge easy to keep up to date. 

 

Strongly Agree 

 

 

       Agree Disagree Strongly Disagree 

Comments: 

There are some aspects such as manipulation of the rules which be off-putting to a 

non-programmer but this is only a small part of the tool. Most of it is easy to use. 

X 
   

 
X 
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Knowledge kept up-to-date is very good for such a low TRL tool.  

 

The system enables the user to easily review and validate the automated rules 

created. 

 

Strongly Agree 

 

 

      Agree     Disagree Strongly Disagree 

Comments: 

 

The system allows the knowledge to be stored separately from its application 

fostering the reuse of knowledge. 

 

Strongly Agree 

 

 

      Agree     Disagree Strongly Disagree 

Comments: 

 

 

 

 

 

X 

 

  

 

 

X 
  



- 235 - 

An expert or group of experts could not have been able to derive the same rules 

obtained by the KSF. 

 

Strongly Agree 

 

 

       Agree     Disagree Strongly Disagree 

Comments: 

Agree, within such a short timeframe. Given a large time to complete the task, 

based on the fact the rules should follow physics, it is plausible that an expert would 

generate them eventually. 

 

The ML algorithm could not have been able to obtain the same validated rules 

(obtained as a result of the interaction between ML algorithms and experts) 

without expert intervention. 

 

Strongly Agree 

 

 

      Agree     Disagree Strongly Disagree 

Comments: 

Decisions need to be made on physical basis of rules and engineering tolerance 

that is appropriate in results. 

 

 
X 

 

  

 
X 
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The knowledge sourcing methodology enables to easily trace back the results 

generated.   

 

Strongly Agree 

 

 

     Agree     Disagree Strongly Disagree 

Comments: 

 

The use of a well-established methodology (KNOMAD) to develop the knowledge 

sourcing framework delivers a generic capability which enables the systematic 

capture, retaining and reuse of engineering knowledge. 

  

Strongly Agree 

 

 

Agree Disagree Strongly 

Disagree 

N/A 

Comments: 

 

 
X 

 

  

 
X 
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APPENDIX C. Framework 

Storyboard 

Storyboard is a well-known methodology in which a set of drawings are created to 

permit the visualisation and understanding of a sequence of events [204]. In this case, 

the selected format is the comic-strip where the use of illustrations to tell the story is 

exploited. To facilitate the understanding, the storyboard has been divided into two main 

points: background and solution suggested.  

C.1 Background 

The context of this storyboard is the aerospace industry and more particularly the 

conceptual engineering design process where a wide variety of design variations are 

analysed with the aim of selecting an optimal design.  

The storyboard starts with a common industrial scenario where a designer (“D” in the 

figures) sends data of a new design to an expert in design for manufacturing (“E” in the 

figures) in order to get it manufactured (Figure 68). Often designers are not aware of the 

constraints belonging to the manufacturing processes such as if the part can be 

produced or how long is going to take to be built. Therefore, having this information at 

the conceptual design stage supports the achievement of an optimal design.  
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Figure 68. Designer asking to an expert to estimate the time required to manufacture a new design 

Once the expert in design for manufacturing receives the data about a new design 

he/she will try to estimate how long it will take to build it. This will enable to work out 

how many parts can be manufactured in one year and how much it will cost. To do this, 

the expert will create a set of equations that calculate the manufacturing time. The MFG 

time will depend on certain parameters (area, curvature, etc) and a few coefficients. A 

limitation found following this procedure is caused as a result of the use of immature 

technologies involved and the lack of theory about the process. For instance, after 

interviewing experts in the context of the aerospace industry it was observed that there 

is not yet enough knowledge to accurately predict the manufacturing cycle time of parts 

made of carbon fibre reinforced plastic (CFRP) manufactured using technologies such 

as Automated Tape Laying (ATL) and Advanced Fibre Placement (AFP).  

Figure 69 shows a situation where the expert is trying to create an explicit model that 

defines the system behaviour. Moreover, in this picture it is shown how the expert is 

lacking knowledge about the process caused by the immature technologies involved. A 

traditional approach to solve this problem has been the use of simulation software tools 

that helps engineers to find an accurate estimation for a specific engineering problem.  

 

We have a new 

stringer design 

 
Before it’s approved 

you should know 

how long it takes to 

be built 

 

How long does it 

take to build this 

part? 
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Figure 69. Approach 1: Expert trying to create a model of the problem. 

In the following scenario described in Figure 70 some limitations are pointed since the 

time scales to obtain an answer (MFG time estimation) can be highly dependent on the 

technologies implicated, in some cases being longer than a week (e.g. simulation 

software used to estimate MFG KPI’s related to the manufacture of carbon fibre 

reinforced plastics). In the conceptual design process, the use of software tools could 

be unaffordable if the time required used to simulate the manufacturing process of a 

part is too high and the MFG time estimation of many design variations is required.  

 

Figure 70. Approach 2: Estimation of the time required to build a part using a specific simulation tool. 

A week later... 
I could get a good 

estimation using a 

simulation tool? 

 

 

We need to know 

the MFG time for 

30 new wing 

configurations 

 

 

 

Part A 

MFG time = 78 h 

  

 

 Manufacturing 

time? 
 

 
Nooo! 
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A different approach is the use of new methods and tools that allow fast estimations 

based on company historical data. These techniques are widely used in areas such as 

medicine and software engineering [205][206][207][208][209][210]. However, a common 

problem found when using these methods is the lack of reliability due to the difficulty to 

trace back the results obtained [211][212][213][166] (Figure 71).  

 

Figure 71. Approach 3: Time estimation using machine learning methods (“black box” applications). 

C.2 Suggested Solution 

The knowledge sourcing approach proposed in this work provides a solution to the 

challenges identified in section 1.1 by combining expert knowledge and machine 

learning algorithms (Figure 72). In this context, the framework is divided in two main 

stages: knowledge sourcing and required methodological support.  

Looking for 

trends in 

data 

How can I 

trust these 

results? 
 

Machine Learning: 

“Black Box” 

 

Machine Learning: 

“Black Box” tool 

 
MFG 

time = 89 

h New Case: “Test Set” 

Input Data: “Training Set” 
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Figure 72. Suggested solution: Combination of expert knowledge and machine learning algorithms. 

Stage 1: Knowledge Sourcing 

This stage encompasses three phases: data analysis and knowledge creation, 

knowledge retention and knowledge execution.  

Phase 1.1 Data analysis and knowledge creation 

After the definition of the problem objective, it is required to realise a pre-process of the 

data captured with the aim of obtaining a dataset (“Training Set”) from which a sensible 

explicit model can be automatically extracted (Figure 73).  The parameter reduction 

technique is common approach employed to reduce the data noise, thus increasing the 

quality of a dataset [211][212][213][166]. Therefore, it is important to analyse the data 

captured in order to identify a list of parameters which experts believe are driving the 

output. The processed data is later used together the output values to create a “Training 

Set” which is the input file used by the machine learning tool.  

The pre-process of the data captured permits to obtain more accurate results by the AI 

algorithms exploited. The “Training Set” generated is employed by a machine learning 

algorithm in a procedure named as “learning process” where an explicit model or set of 

rules is automatically generated. The possibility of understanding the knowledge 
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generated by the algorithm influences the acceptance of the machine learning 

techniques by the users [214][215][216]. In this direction, this approach only uses 

algorithms delivering explicit knowledge which enables experts to trace back the results. 

 

Figure 73. Stage 1: Parameters’ impact analysis and “Training Set” creation. 

Phase 1.2: Knowledge retention  

The use of an AI tool which generates an explicit model of the problem fosters 

knowledge reuse and enhances the knowledge retention and maintenance.  In this 

context, to rely on the rules created by the machine learning algorithm, a review and 

validation process performed by a group of experts was realised. These experts are in 

charge of analysing the knowledge created by the machine learning algorithm and 

modify it or add new knowledge (Figure 74). Once the rules modelling the problem are 

validated, these rules are ready to be used in the prediction of a new design 

configuration (similar to the ones used in the learning process).  
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don’t make 

sense 

 

Input Data: 
Initial “Training Set” ML Input 

 

Machine Learning:  

“Transparent Box” 
Processed “Training 
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Figure 74. Stage 2: Rules’ management. 

Phase 1.3: Knowledge execution 

In the knowledge execution stage the knowledge stored is exploited into KBE 

applications. This means that the knowledge (rules) created by the machine learning 

algorithm becomes executable and can be reused across different engineering 

problems. Having a set of validated rules allows fast predictions of new design 

configurations which are similar to previous designs Figure 75. Therefore, this approach 

delivers a quick and reliable solution to problems poor in theory or new problems where 

experts require additional knowledge to create the rules that model the system 

behaviour.  

Rules Modified and Validated by 

Experts 

Validated Rules 
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Figure 75. Stage 3:  Prediction of new design configuration using ML rules. 

Stage 2. Methodological support. 

The use of a well-established methodology enabling the systematic capture, transfer 

and reuse of the knowledge created has been realised in this research. Moreover, the 

use of this methodological support allows the integration of KBE applications into 

engineering workflows.  

The workflow of the KBE application developed under the scope of the first use case of 

this research is summarised in Figure 76. It starts with the data capture process (left 

side of the figure) and it is followed by the creation and management of machine 

learning rules. Finally, the manufacturing time prediction of a new design configuration 

is generated using a set of validated machine learning rules.  
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Figure 76. Methodology workflow. 
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APPENDIX D. Expert Interview 

Approach 

The aim of this interview was to define the parameters the experts believe are driving 

the output values. The method followed to realise the interviews was the same for the 

two use cases developed in the context of this research.  

Prior carrying out the interview, the experts provided the interviewer with a detailed 

explanation of the problem and its objective. This detailed description enabled the later 

creation of the problem domain ontology and data structure.  

In first place, experts were asked to score a set of parameters regarding their impact on 

the output (e.g. machine cycle time in the case of the first use case) as shown in table 

below. This initial analysis permitted to reduce the number of parameters under study 

and focus on those the experts believe are driving the output.  

 Table 28. Parameter impact on manufacturing cycle time estimation for wing covers 
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After the list of parameters having an impact on the output was reduced, experts were 

asked to analyse the possible dependencies of the filtered parameters. This process 

enabled to reduce even more the resulting list by grouping various parameters into a 

single one (e.g. “length” and “width” were grouped into “aspect ratio” in the first case 

study).   

Additionally to the direct parameters identified, experts were asked to think about 

contextual or inferred parameters. These parameters (e.g. “packaging” and “jumps” in 

the first case study) supported the machine learning to build a more accurate model.  

Finally, values corresponding to the direct and inferred parameters where merged with 

their respective output values creating the input file (“Training Set”) used by the 

machine learning algorithm to generate the model of the problem (Figure 77). 

 

 

Figure 77. “Training Set” creation process 

Sample 
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APPENDIX E. Researches classification matrix 
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